


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Priority 1 (cont.) 

Intro to 1108 Control Cards 
S/360 Utilities 
Systems Analysis I 

Priority 2 

New Employee Orientation 
Basic Data Communications 
MARK IV 
MANAGE 
RPG 
360 COBOL Sort 
360BAL 
Sigma 5/7 Symbol Meta/Symbol 
1108 Assembler 
Intro to BASIC 

Priority 3 

Intro to Autoflow 
Intro to Xerox DP Environment 
Documentation Standards 
Forms Design Control and Report Layout 

Business Programmer 
Priority 1 

Intermediate Course for Application 
Programmers 

OS Language Interface 
Techniques of File Design 
Decision Tables 
Systems Analysis II 

Priority 2 

OS Data Management Coding 

Priority 3 

Microfilm Info Systems 
Effective Presentation, 
Effective Listening 
Effective Writing 
Decision Making 

Programmer Analyst 
Priority 1 

OS Systems Control for Programmers 
OS Advanced Coding 
DOS Advanced Coding 

Priority 2 

OS Workshop 
Intro to Simulation 
OSBTAM 
OSQTAM 
DOS Workshop 
DOSBTAM 
OSQTAM 

Priority 3 

Category 

TI 
TI 
PI 

NTI 
TNI 
TNI 
TNI 
TNI 
TNI 
TNI 
TNI 
TNI 
TNI 

PNI 
PNI 
PNI 
PNI 

TI 
TI 
TI 
TI 
PI 

TNI 

PNI 
NTNI 
NTNI 
NTNI 
NTNI 

TI 
TI 
TI 

Rank 

17 
18 
19 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

1 
2 
3 
4 

1 
2 
3 
4 
5 

1 

1 
2 
3 
4 
5 

1 
2 
3 

Category Rank 

TNI 
TNI 
TNI 
TNI 
TNI 
TNI 
TNI 

1 
2 
3 
4 
5 
6 
7 

Communications Systems Design & Analysis PNI 1 
Leadership Seminar NTNI 2 

At first inspection, all of these recommended 
training activities look no more abbreviated than 
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our initial gross plans. However, this is not the 
case for definite priorities have now been sys­
tematically established and most of these courses 
will fall through the cracks when played against 
the existing individual course recommendations. 
Asan example, take the case uf Roger Smedley. 
The initial gross recommendations for Roger 
are as follows: 

Basic Data Communications 
Documentation Standards 
Forms Design, Control and Layout 

If orders are issued (probably based on overall 
budget considerations) to satisfy only the immedi­
ate priority 1 requirements of the environment, 
Roger would now be scheduled for absolutely no 
training because none of these activities are in­
cluded in this classification. However, if the pri­
ority 2 option were exercised, he would receive 
training in Basic Data Communications. Obvi­
ously, the other two courses fall into the priority 3 
classification. Should Roger be assigned a project 
that required an immediate knowledge of tele­
processing, it would be a simple matter to per­
sonalize his requirements by getting appropriate 
management to indicate that he absolutely needs 
such training as a function of his assignment. The 
system would then recategorize the Basic Data 
Communications course, in this case, to be a tech­
nical course with an immediate need and attach 
a personalized annotation to its course descriptor 
(TI(P)). Thus, the course automatically moves to 
priority 1 for Roger, but not for all other Associ­
ate Programmers. Therefore when this system is 
played against initial gross recommendations, 
most of the identified training activities fall into 
the lower two priority classifications. 

c. Major Benefits 

The real power of the system does not begin to 
unfold until you consider how it can be used to 
directly superimpose management control on a 
highly detailed educational planning system. First 
of all, management at any time can recategorize 
a particular course into a priority 1 classification 
simply by defining that there is an immediate 
need for this particular training. The system can 
then report back to management just exactly how 
much this immediacy costs. This need can be ex­
pressed on a group or individual basis depending 
upon the situation. A second significant benefit to 
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management would be the use of the system to 
establish overall levels of education support. 
Management would have the option of establish­
ing thresholds of training at each level for all job 
categories. For example, in austere times we 
might classify only three courses as priority 1 
courses for the associate programmer level; in 
better times, we might include all fifteen. At all 
times, management will have available current 
detailed and approved training plans for all mem­
bers of its staff. All general or individual training 
plan changes can be quickly reflected in terms of 
expenditures against plan. 

Probably the most exciting aspect of the entire sys­
tem is its ability to help establish an equitable educa­
tional priority system. As anyone who has been in­
volved in any form of education knows, the acquisition 
and dissemination of knowledge is an endless process. 
One does not have to be too familiar with data process­
ing training to speculate that in a recession year there 
is a reasonable probability that a good training analyst 
could identify more educational needs than are cur­
rently feasible for any particular organization. If you 
can only command the resources to accomplish 50 per­
cent of the job, how do you determine which half to 
implement? Again, the procedure is simple. If, for ex­
ample, the committee has recommended a total of 
twenty courses or their equivalents as mandatory at 
the associate programmer level, an analysis of our staff 
requirements will indicate that we have people who 
exist at any point along the scale from one to twenty. 
As we have already summarized the gross educational 
requirements of all of the associate programmers and 
calculated their total educational costs in terms of 
dollars and man days of effort, we simply have to deter­
mine how much of that training we can presently af­
ford. If we can only acquire enough resources to do 25 
percent of the total job, our recommendations as to 
who should take what courses are fairly straightfor­
ward from this point onward. If associate programmer 
A has taken five mandatory courses or has their equiva­
lent, we schedule him for the next five courses (25 
percent) or the rough equivalent of his fair share of 
the total budget derated according to the exigencies of 
the times and his personalized requirements. If associ­
ate programmer B already has taken 15 courses or has 
equivalent experience, he will also be scheduled for 
five courses or his 25 percent of the action. Man A 
will now have completed 50 percent of the mandatory 
requirements of an associate programmer while man B 
will have completed 100 percent of the requirements. 
This approach has the added advantage that it does 
not penalize an individual because he was unable to 

receive proper training or acquire appropriate experi­
ence because he might have been chained to the oars of 
maintaining a second generation system. It also does 
not overlook the possibility that the individual with 
more relevant skills might have been in large part re­
sponsible for their acquisition. 

FOLLOW UP AND CONTROL SYSTEM 

From here on, all that remains to be done is the 
following: (1) Maintenance of records such as course 
enrollments, attendance, grades, etc. ; (2) Analyze 
course critiques and trip reports and plan the categori­
zation and implementation of exception training (vyz. 
educational activities that are not specifically handled 
by the system). 

SUMMARY AND CONCLUSIONS 

Although the system has not been in operation long 
enough to provide conclusive evidence of its success 
and w~ have not yet completed the automation of 
many of its elements that have been planned with 
mechanization in mind, we feel very confident that the 
system has to date provided us with the following 
benefits: 

• A more precise method for the identification of 
gross educational requirements. 

• A technique for stimulating the use of Skills In­
ventory type information for manpower allocation 
purposes. 

• A tool for the development of training/educational 
plans in sufficient detail that measurement is 

meaningful and accurate budgeting is possible. 
• A mechanism that enables the equitable prioriti­

zation of educational requirements. 
• A system that provides summary data that allow 

the analysis of the economic trade offs of make or 
buy decisions based on projected usage. 

But the most important aspect of the system is its 
potential to provide information to each and every 
data processing professional that can be used in guiding 
his personal career development decisions. 

The basic concepts associated with the entire system 
are amazingly simple. That is, to prepare educational 
plans based on the difference between the existing skills 
of our staff members and the technical and business 
requirements of the environment. The only new twist 
is that the power of the computer is invoked to enable 
us to analyze the problems in massive detail in a very 
timely manner. It is interesting to consider the fact 
that the area Financial Accounting was one of the first 
activities to become almost universally automated 



wherein human skills accounting seems to be only 
slightly closer to automation today than it was ten 
years ago. The next step for ~s will be the automatic 
generation of daily instructor guides recommending 
curriculum emphasis for each of our in-house programs 
based on the actual skills history of the students as­
signed to that particular class. 
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An architectural framework for system analysis and 
evaluation* 

by PETER FREEMAN 

Ca'Fnegie-M ellon University 
Pittsburgh, Pennsylvania 

THE PROBLEM 

In any situation where a large amount of information 
must be handled, the need for structure soon becomes 
evident. When one must process a quantity of informa­
tion and reduce it to a small amount (for example, from 
a large set of evaluations decide whether to buy system 
A or system B) the need for hierarchical structure is 
especially evident because of the inability of the human 
mind to consider more than a very small number of 
pieces of information simultaneously. If one is presented 
with 100 facts and asked to make a single overall judg­
ment in terms of three or four possibilities, he must 
have some means of aggregation. 

A second aspect of the problem is the diversity of the 
information involved in the evaluation of a complex 
system. For example, evaluating a political information 
retrieval system might involve consideration of tech­
nical facts, projected usage patterns, the attitudes of 
politicians toward mechanization of previously intui­
tive processes, etc. What is needed is not only an aggre­
gation scheme, but (hopefully) a small set of common 
factors that underlie the larger number of measure­
ments. Apples and oranges can be compared if you 
know that each provides nutritional value. 

The evaluation of an operating system is a good ex­
ample (and, in fact, is the one that prompted the de­
velopment of the approach presented here). Suppose 
you wish to make an evaluation that judges the sys­
tem's performance, suitability to a market, use of 
hardware, and suitability for further development. 

What you are given (or, rather, what can usually be 
obtained) are external performance measurements, 
sketchy overall descriptions of the system, some (usu-

* This work was supported by the Advanced Research Projects 
Agency of the Office of the Secretary of Defense (F44620-70-C-
0107) and is monitored by the Air Force Office of Scientific 
Research. 
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ally incorrect) internal documentation, listings; and 
perhaps some internal performance measurements. You 
also know the hardware it uses, the general state of 
operating system technology in terms of the mecha­
nisms used in other systems, the kinds of people using 
the system, and some rough (almost never quantitative) 
idea of the computational needs of those users. From 
such a polyglot of data you must develop succinct 
judgments and explanations that accurately character­
ize the system. 

Examples of other complex evaluation and analysis 
tasks are: 

-determine where a set of design goals is in rela-
tion to the state of the art; 

-determine if a system meets its design goals; 
-propose the . logical successor to a given system; 
-collect and evaluate all known data on a system. 

These and similar tasks require one to build up a co­
herent view of the object being studied. This in turn 
requires the hierarchical structuring of information 
into a small number of categories. The framework pre­
sented here is a way of achieving this. 

THE FRAMEWORK 

Some day we may understand complex systems well 
enough to permit the definition and use of factors com­
mon to all systems (just as we now evaluate diverse 
electronic components in common terms of power drain, 
number of circuits used, operating temperature, etc.). 
Currently, however, the best we are able to do is to 
find a set of interesting dimensions along which to 
evaluate some small set of systems. The trouble is that 
these dimensions are usually chosen on the basis of 
readily available data and not on the basis of their 
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ability to cover a diverse range of information or pro­
vide a basis for total evaluation. 

The framework presented here was developed in 
analogy to the problem of developing a thorough and, 
at the same time, an overall analysis of a building. It 
consists of six dimensions that encompass most of what 
one would want to know in such an evaluation. The 
dimensions are not necessarily independent and may be 
thought of as representing six ways of looking at an 
object. 

Imagine that you are an architect asked to evaluate 
a large building. The data points that you can collect 
may be as diverse as those in our illustration above. 
There are, however, six categories which will serve to 
group information of interest about the building: its 
location, the foundation it is built upon, its structure, 
the functions it is meant to provide and/or that it 
actually provides, its finish, and its adaptability to new 
purposes. If you make a judgment about the building 
along each of these dimensions and combine them in a 
manner that agrees with the importance assigned to 
each (which may change from building to building), 
you can obtain a coherent evaluation. 

Further, preparing the judgment on each dimension 
will require a number of subsidiary decisions that may 
be of final interest themselves (for example, how strong 
is the foundation, does it take account of special local 
soil conditions, etc.). More importantly, the categories 
will force you not only to sort out data into convenient 
equivalence classes but will permit the use of a single 
piece of data in several ways (for example, the observa­
tion that concrete block is used throughout is pertinent 
to an evaluation of the foundation, the finish and the 
adaptability as well as the structure). 

Our framework is based on the following definitions 
of the six dimensions: 

Location: The system's position with respect to 
another object, set of concepts, set of mechanisms 
or techniques. 

,Foundations: Objects, concepts, techniques, prac­
tices, etc., whose effect is felt throughout the sys­
tem. 

Structure: The way the system is physically or 
logically built and put together; the basic mecha­
nisms that provide the functions of the system. 

Functions: Services or actions provided by the 
system. 

Finish: Polish, absence of "rough edges", smooth­
ness, external appearance. 

Adaptability: The ability to be changed to provide 
new functions or reside on new foundations. 

These definitions are not very precise, nor do we want 

them to be. They are meant to indicate six major views 
that should be considered; their exact definitions may 
vary somewhat from situation to situation. 

As illustration, the following definitions-by-example 
show the categories of information, or to put it another 
way, some of the questions to be asked along each of 
the six factor dimensions for the evaluation of an oper­
ating system. 

Location: 
1. with respect to competing systems; 
2. with respect to hardware technology; 
3. with respect to software technology; 
4. with respect to design goals; 
5. with respect to conceivable systems. 

Foundations: 
1. functional concepts used; 
2. implementation concepts used; 
3. basic resource sharing algorithms; 
4. coding quality; 
5. internal documentation quality. 

Structure: 
1. physical layout of code and tables; 
2. subpart interconnections; 
3. data flow; 
4. control linkage mechanisms; 
5. measurement sub-system; 
6. test sub-system. 

Functions: 
1. functions provided; 
2. evaluation of performance; 
3. additional needed functions; 
4. completeness of functions provided (internal 

consistency) . 
Finish: 

1. user interface; 
2. user documentation; 
3. ease of doing simple tasks; 
4. error handling; 
5. crash rate; 
6. crash recovery. 

Adaptability: 
1. growth possibilities; 
2. ability to be tailored; 
3. extensions possible. 

USE OF THE FRAMEWORK 

The purpose of presenting this framework is primarily 
to provide a starting place for the development of more 
coherent system evaluation methods. Nevertheless, at 
least three different uses can be made of it in its present 
form: 
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Generation of analysis questions 

When evaluating a complex system, one is often 
hard-pressed to know what questions to ask. Simply 
measuring the performance 'of various components or 
analyzing their logic may be insufficient. By taking 
this framework of six dimensions, defining appropriate 
sub-dimensions, and then asking what must be known 
in order to evaluate the system along each such direc­
tion, one can arrive at a more complete set of measure­
ments to be taken and analyses to be made. 

Data organization 

Given a large amount of data about a system, one 
must structure it as we pointed out above. Normally 
one wishes to organize it in an hierarchical fashion that 
groups like data or like subcomponents of diverse data 
together. This framework provides such an organi­
zation. 

Guide to evaluation 

If one is evaluating several systems for purposes of 
comparison or wishes to arrive at an overall judgment 
of a single system, this framework can provide the 
nucleus of an approach. After the framework is fully 
defined for the situation at hand an attempt can be 
made to assign relative weights to the different dimen­
sions and sub-dimensions. Although one may not wish 
to rely totally on such a procedure (although it should 
be seriously considered), attempting to determine 
quantitatively the relative importance of different fac-

tors that enter into the final decision will prove to be of 
great help in arriving at a rationalized evaluation. 

SUMMARY 

We have presented a framework for the analysis and 
evaluation of complex systems that can serve both as 
an organizer of existing data and a generator of meas­
urements to be made. Its primary feature is the group­
ing of diverse pieces of data into a small number of 
factors that have common and intuitive meanings. Its 
hierarchical nature allows one to gain an overview of a 
large amount of dissimilar data and to aggregate indi­
vidual judgments from a wide variety of evaluations. 

The ability of the approach to reduce the amount of 
information that must be considered at each level, its 
adaptability to differing evaluation problems, and its 
guidance to what questions to ask recommend its use. 
Further, its (albeit slight) quantitative character puts 
it a step ahead of the completely informal and unstruc­
tured methods commonly used. Use of the approach 
by the author in the total evaluation of a medium 
scale time-sharing system indicates that it does indeed 
provide a good evaluation framework. 

Clearly, there is much work left to be done here. We 
must further refine and formalize system analysis and 
evaluation techniques. We must try to get a more 
quantitative understanding of the relationships between 
various dimensions and factors. We must evaluate in as 
rigorous a fashion as possible many systems. 

Our intent has been to define a new framework for 
the analysis of complex systems. If its grouping of con­
cepts proves to be useful in practice, fine. If not, per­
haps its insufficiencies will spur others to develop better 
frameworks. 
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