# ENGINEERING DESIGN HANDBOOK FIRE CONTROL SERIES SECTION 3 

FIRE CONTROL

COMPUTING SYSTEMS

# UNITED STATES ARMY MATERIEL COMMAND WASHINGTON, D. C. 20315 

AMC PAMPHLET 13 October ..... 1970
ENGINEERING DESIGN HANDBOOK
SECTION 3, FIRE CONTROL COMPUTING SYSTEMS
No. 706-329
Paragraph Page
UST OF ILLUSTRATIONS ..... x
UST OF TABLES ..... xvii
LIST OF EXAMPLES. ..... xviii
UST OF INFORMATION SUMMARIES ..... xix
LIST OF DERIVATIONS ..... xx
ACKNOWLEDGMENTS ..... xxi
FOREWORD ..... xxii
PREFACE ..... xxiv
INTRODUCTION ..... I- 1
PART I. MATHEMATICAL MODELS FOR FRE CONTROL COMPUTING SYSTEMS
CHAPTER 1. THE ROLE OF THE MATHEMATICAL MODEL IN THE DESIGN PROCESS
1-1 DFFINITION AND IILII'ORTANCE OF A MATHEMATICAL MOIELL ..... 1-1
1-2 MATHEDLATICAL MODELS FOR PIIYSICAL SYSTEMS ..... 1-1
1-3 CHARACTFRISTICS AND LIMITATIONS OF MATHEMATICAL MODEIS. ..... 1-7
APPENDLX: PIIYSICAL C:ONSTANTS $\triangle N$ I) CONVERSION FICTORS ..... 1-11
REFERENCES ..... 1-15
CHAPTER 2. DETERMINATION OF THE ACCURACY AND DYNAMIC RESPONSE OF A SYSTEM FROM STUDIES OF ITS MATHEMATICAL MODEL
2-1 INTRODUCTION ..... 2-1
2-2 MATHEMATICAL TTCHEIQUES ..... 2-1
2-2.1 GENTERAL. ..... 2-1
2-2.2 LINEAR-DIFFERENTIAL-EQUATJON TIIEOSX. ..... 2-2
2-2 3 F'REQUENCY-DOMAIN AVATSYSIS. ..... 2-2
2-2.3.1 Laplace and Fourier Transforms. ..... 2-2
2-2.3.2 Useful Theorems ..... 2-3
2-2.3.3 Solution Procedure ..... 2-
2-2.4 FREQUENCY-RFSFONSE TTCCHNJQUES ..... 2-10
2-2.5 HLOCK DIAGRAMS ANI) SIGNAI.-FIOW GRAPIIS ..... 2-11
Block liagrams. ..... 2-11
2-2.5.1
Signsl-Flow Graphs
Signsl-Flow Graphs ..... 2-15 ..... 2-15
-2. 6 STATISTICAL, I'HEORY ..... 2-20
2-2.7 NONTINEAR ANALYSTS ..... 2-24
2-2.7.1 General ..... 2-24
2-2.7.2 Nonlinearities found In Many Control Systems ..... 2-27
2-2.7.2.1 Limiting ..... 2-27
2-2.7.2. 2 Dry Eriction ..... 2-27
2-2.7.2.3 IIysteresis ..... 2-47
2-2.7.2.4 Relays ..... 2-28
2-2.7.2.5 biodes ..... 2-28
2-2.7.2.6 Orifices ..... 2-28
2-2.7.2.7 Products and Transcendental Functions ..... 2-28
2-2.7.3 Classification of Nonlinear Systems ..... 2-29
2-2.7.3.I Continuous and Discontinuous Nonlinearities ..... 2-2 ${ }^{9}$
2-2.7.3.2 Incidental and Essential Nonlinearities ..... 2-2.9
2-2.7.3.3 Zero-Memory and Nonzero-Memory Nonlinearities ..... 2-29

## TABLE OF CONTENTS (cont)

Paragraph Page
2-2.7.3.4 Phenomena Peculiar to Nonlinear Systems ..... 2-30
2-3 SIMULATION TECINNIQUES. ..... 2-30
2-3.1 GENERAI, ..... 2-30
2-3.2 ANALOG THCIINIQUJS ..... 2-30
2-3-3 DIGITAJ TECIINIQUFS ..... 2-31
2-4 NUMEKICAT. THCHNIQUWS ..... 2-32
GENLRAL ..... 2-32
2-4.1
REIPRESENTATION OF MATIIEMATICAL FUNCTIONS ..... 2-33
2-4.2
Iteration
Iteration ..... 2-33
2-4.2.2 Series Approximation ..... 2-34
2-4.2.3 Interpolation ..... 2-34
2-4.2.4 Curve Fitting. ..... 2-37
2-4.3 N UMERICAI, DIFFERRENTIATION ..... 2-442-4.4
NUMERICAL INTEGRATION ..... 2-45
2-4.5 MFITHOISS FOR SOL. VINC. DIFF'ERENTIAL, LQQUATIONS ..... 2-46
2-4.6 METHODS IOR SOLVING SYSTEMS OF LINEAR ATGGFBRAIC EQUATIONS ..... 2-63
REFERENCES ..... 2-66
GENLRAL BIBLIOGRAPIIY OF BOOKS ANIS PAPHMS RELATING TO NONLINEへR SYSTEMS. ..... 2-68
Describing Functions ..... 2-68
Nonlinear Differential Equations ..... 2-68
PART II. COMPUTING DEVICES USEFUL IN FIRE CONTROL SYSTEMS
CHAPTER 3. THE CLASSIFICATIONS OF COMPUTING DEVICES USED IN FIRE CONTROL SYSTEMS
3-1 INTROIIUCTION ..... 3-1
3-1.1 CHARACTJHRISTICS OF FTRE CONTROL COMPUTWRS ..... 3-1
3-1.2 CLLASSIFICATION SCHEMIS ..... 3-1
3-1.3 BASIC COMPUTHR CONCHPTS ..... 3-2
3-1.4 USER CLLASSIHIC:ATIONS ..... 3-2
3-1.5 DESIGNER CI ASSIFICATIONS ..... 3-2MANUAL COMPUTING IOEVICES3-3
FIRING TABI.ES ..... 3-3
3-2.2 NOMO(iRAMS ..... 3-4
3- 3 MANUAILY OPERATRO AUTOMATIC (OMPUTJRS ..... 3-4
3-4 A UTOMATIC COMPCTING IHVTCES ..... 3-4
3-5 DIGTTAL, DIGITAI, I)I\&'GLRENTIAL, ANALAYLER, ANI) ANALOG COMPUTING IWEVICES ..... 3-5
3-6 TYPES OF PHIYSICAL EQUIPMLCN'T EMPLOYOU IN COMIPTERS ..... 3-6
3-7 SIPECIAL- PURP(OSE ANJ) MULATIPURPOSE COMPUTING IDEVICLS ..... 3-7
REFETRUNCES ..... 3-7
CHAPTER 4. DIGITAL COMPUTERS
4-1 INTRODUCYION ..... 4-1
4-1.1 DEFINITION OF $\wedge$ IIGITAI, COMPUTRIR ..... 4-1
4-1.2 NUMIBER SYSTEMS ..... 4-2
4-1.3 FUNCTIONAL PAIRTS OF A DIGITAL MACHINE ..... 4-2

## TABLE OF CONTENTS (cont)

Paragraph Page
4-2 SYSTEM DJSSIGN ..... 4-8
4-2.1 EQUATIONS TO BE SOLVED ..... 4-8
4-2.2 USE OF NUMFRICAL ANALYSIS ANI OTIIER MATHEMATTCAL 'JEC.JNIQUJS ..... 4-8
4-2.3 ACCURACY ANI RES子ONSE TIME ..... 4-11
4-2.4 USE OF SAMPLEI-DATA TIIEORY ..... 4-12
4-3 OF A FIRJ CONTROI4-3.1DIGITAL COMIPUTER4-134-3.2INPUT ANO OUTPU, TONSIDJRATIONS4-14COMPUTER SPEEEDS4-19
4-4-4DETTERMINATION OF COMFUTER STOHAGE: CONFIGURATTON4-20
SIZF: OF COMPUTER PROGIRAM ..... 4-20
4-4.2 CODING SYSTEM ANI) WOHI) T. FENGTH ..... 4-25
4-4.3 SUBROUTIN FES, REQUIRJMENTS IOR JJMPORARY STOMAGE. ..... 4-2!
4-4.4 1)ATA ST(ORAGI: REXUTREMENTS ..... 4-2!
4-4.5 J.SAMPLF: OF F $\triangle$ DAC MEMORY ..... 4-2!4-5
4-5.14-5.2
E'I.N.XIBILIT Y REXUIREM1ENTS ..... 4-30
SJECIAI, I URPOSE VEIRSIS GENERAL- 子URPOSFICOMPUTYRS ..... 4-30
CHOLCHIOF BUTIT-IN COMPUTFR OHFIRATIONS ..... 4-30
4-5.3 CHOICE OF PROGRAMMING SYST EMS ..... 4-31
4-6 COMPL THR T P PES ..... 4-324-6.1
 ..... 4-32
4-6.2 WHOTE-TRANSFER AND INCREMLNTAI, COMPUTERS ..... 4-37
4-6.3 OPFRATIONAI. COMIJJTERS ..... 4-37
4-6.3 COMJPTTERS AS SRRVO ELEMFNTS ..... 4-37
4-7 TIPIC:AI. JIGTTAT, COMPUTER ..... 4-38
4-8 I OGICAI DESICN ..... 4-41
3-! COMPL'SER NUMHBRK SYS'ILMS ..... 4-46
4-!. 1 BINARS SISELMM. ..... 4-464-9.24-0.2.1
BINARY COIOSS ..... 4-46
heflected linary (Gray) Code ..... 4-46
4-9.2.2 Decimal (iodes ..... 4-46
4-!.2.3 leror-detecting and correeting Codes ..... 4-48
4-10 ( LASSLS OF COMJUTER LOCIC. ..... 4-4!
3-11 IPRFIOOMINANT TOCICAI, COMIBISATTONS ..... 4-51
4-11.1 Giders ..... 4-51
4-11.2 F'LIP- PIGOPS ..... 4-53
4-11.3 AlllFRS ANH SUBTRAACTORS ..... 4-534-11.3.1
4-11.3.2
Halt-adder ..... 4-53
4-534-11.3.3!'url-adder4-11.3.4Accumulator.4-53
Serial and fraralle] Adders ..... 4-57
Simultaneous C arry Techniques
4-57
4-57
Subtractors ..... 4-57
4-11.3.3
4-11.3.64-11.44-11.5MULTIPLIFRS ANI ISVIIDERS4-57
MATRLN MEMORIES ..... 4-594-11.6
4-59
ARI TIIMETIC UNITS 4-11.7 ..... 4-59
4-12 CIRCUIT COMPONENTS ..... 4-59
4-12.1 VACUUM TUBES ..... 4-59

## TABLE OF CONTENTS (cont)

Paragraph Page
4-12.2 SEMICONDUCTORS ..... 4-60
4-12.3 MAGNETIC DEV1CES ..... 4-67
4-12.4 NEW JEVELOPMENTS ..... 4-67
4-13 STORAGE ..... 4-68
4-13.14-13.1.1SEQUENT1AL-ACCESS STORAGE4-68
4-13.1.1.14-13.1.1.24-13.1.1.34-13.1.3
4-13.1.44-13.24-13.2.1Magnetic Sequential Storage4-68
Magnetic Drums ..... 4-68
Magnetic Discs ..... 4-68
Magnetic Tape ..... 4-68
4-13.1.2 Delay-line Storage ..... 4-70
Punched Paper Tape and Cards ..... 4-72
Photoelectric Storage ..... 4-72
RANDOM-ACCESS STORAGE ..... 4-72
Magnetic Core and Other Coincident-current Devices ..... 4-72
4-13.2.2
4-13.2.2
4-13.2.3
Diode-capacitor Storage ..... 4-74
Cathode-ray-tube Electrostatic-mosaic Storage. ..... 4-75
4-13.2.4 Photoelectric Storage ..... 4-75
4-13.2.5 Ferroelectric Storage ..... 4-75
4-144-14.14-14.2CONSTRUCTION PRACTICES4-75
COMPONENI SELECTION ..... 4-75
PACKAGING ${ }^{T}$ TECHNIQUES (MINIA'TURIZATION) ..... 4-75
4-14.3 MICROMINIATURIZATION ..... 4-76
REFERENCES ..... 4-77
CHAPTER 5. DIGITAL DIFFERENTIAL ANALYZERS
5-1 1NTRODUCTION ..... 5-1
5-2 1 OGICAL CIRCUITRY ..... 5-3
5-3 SOILTION OF DIFFWRJETIAI EQUATIONS ..... 5-8
5-4 SCALING ..... 5-10
5-5 IRRIORS IN TIUE DIDA ..... 5-12
5-6 DIDA COMPONENTS, CIRCUITS, ANI HARIDWARE ..... 5-15
REFWRFNCES ..... 5-18
CHAPTER 6. ANALOG COMPUTERS
6-1
NTROIJUCTTON. ..... 6-1
6-1.1 SOLUTION OIF EQUATIONS BI ANALOG MEANS ..... 6-2
6-1.2 Common Mechanical and Electrical Analogs ..... 6-2
6-1.3 Block Diagrams ..... 6-4
1.
6-1.4 Analog Computer Diagrams ..... 6-9
6-1.5 Analog Solution of Differential jequations ..... 6-11
6-1.6 TYPES OE゙ ANAIOG COMPUTERS ..... 6-13
6-1.7 Electromechanical and Electronic Analog Computers ..... 6-13
6-1.8 A-C Type ..... 6-14
6-1.9 I)-C Type ..... 6-156-1.106-1.116-2
Electrical Analog Computers ..... 6-15
Mechanical Analog Computers ..... 6-16iv

## TABLE OF CONTENTS (cont)

Paragraph Page
6-2.2 Ordinary Differential Equations ..... 6-16
6-2.3 Simultaneous linear Equations. ..... 6-18
6-2.4 Nonlinear Algebraic Equations ..... 6-19
6-2.5 Partial Differential Equations ..... 6-20
6-2.6 SCAIE FACTORS ANI) TIMI: SCALISS ..... 6-21
6-2.7 LINEAR OPERATIONS ..... 6-24
6-2.8 Scale Changing ..... 6-24
6-2.9 Summation ..... 6-25
6-2.10 Integration. ..... 6-25
6-2.11 Synthesis of Rational Transfer Functions ..... 6-27
6-2.12 NONLINEAR OPERRATIONS ..... 6-32
6-2.13 Multiplication and Division ..... 6-32
6-2.14 Vector Resolution ..... 6-33
Direction Cosines ..... 6-34
Euler Angles ..... 6-35
6-2.16
Generation of Arbitrary Nonlinear Functions ..... 6-40
6-2.17
FLECTRONIC DIFHFIRGNTIAI. ANAI.YZIRS ..... 6-43
6-3.1 OPE: RATIONAT, AMYLIFIERS ..... 6-43
6-3.2 MULTIPLIERS ..... 6-45
6-3.3 'Time-division Multipler ..... 6-47
5-3.4 Quarter-square Multiplier ..... 6-48
6-3.5 l'UNCTION GHNERATORS ..... 6-48
6-3.6 DECTSTON UNITS ..... 6-49
6-3.7 1NPUT-OUTPL IR HQUIMMEN'T. ..... 6-52
6-3.86-3.9
6-3.106-3.11Input Equipment6-52
Reference Voltage Supplics ..... 6-52
Noise Generators ..... 6-52
Output Equipment ..... 6-55
S-4  ANALYZFIRS. ..... 6-55
6-4.1 SUMMATION IDI: IC'ES ..... 6-55
6-4.2 INTEGIRATORS ..... 6-55
6-4.3 MULLTIPLIERS ANI) IIVIODRS ..... 6-57
6-4.4 nilechanical Multipliers ..... 6-57
6-4.5 Servomultipliers ..... 6-586-4.66-4.76-4.86-4.96-4.106-4.11
6-4.126-4.13
Mechanical Jividers ..... 6-5?
Electromechanical lividers ..... 6-60
COOK IINATE-SYS'TLM C'ON ERTERS ..... 6-60
Mechanical Converters ..... 6-61
Flectromechanical ('onverters ..... 6-61
Three-dimensionaI \ector Resolution by Computers ..... 6-62FLNCTION GENIMATORS6-67
Mechanical Trigononetric Generators ..... 6-67
6-4.14 Electrical 'Irigonometric Generators ..... 6-67
6-4.15 Arbitrary Function Generators ..... 6-69
6-4.16 Cams and Noncircular Gears ..... 6-70
6-4.17 Linkage Me chanisms ..... 6-70
6-4.18 Special Potentiometers ..... 6-71
Electromechanical Curve Readers ..... 6-71
6-4.19
COMPLAETE COMHJTIERS ..... 6-71

## TABLE OF CONTENTS (cont)

Paragraph Page
6-5.1 POWER SUPPLIES ..... 6-72
6-5.2 Filament Power Supplies ..... 6-72
6-5.3 High- voltage I)-C Supplics ..... 6-73
6-5.4 Relay Supplies ..... 6-78
A-C Supplies ..... 6-78
6-5.5 ..... 6-5.6
Grounding Systems ..... 6-80
6-5.7 PATCHING ANI PROGRAMMING EQUIPMENT ..... 6-80
6-5.8 Patching Equipment ..... 6-81
6-5.9 Programming Equipment ..... 6-82
6-5.10 OUTPUT AND OVFRLOAD EQUIPMENT ..... 6-85
6-5.11 Strip Recorders ..... 6-85
6-5.12 Plotting Tables ..... 6-87
6-5.13 Oscilloscopes ..... 6-88
6-5.14 Servo and Digital Voltmeters ..... 6-89
6-5.15 Overload Indication Circuits ..... 6-90
6-5.16 CONSTRUCTION TECHNIQLiES AN1) MAINTENANCE CONSIIJERATTONS ..... 6-90
6-5.17 Maintenance and Checking ..... 6-91
6-5.18 Maintenance ..... 6-91
6-5.19 Checking ..... 6-92
6-5.20 ENVIRONMENTAL ETEECTS ..... 6-92
6-5.2 1 Size, Weight. and Power Considerations ..... 6-92
6-5.22 Temperature. Humidity, Altitude. Shock. and Vibration ..... 6-93
APPENDIX: THE BASIC OPERATIONS OF MATRIX ALGE13RA ..... 6-94
REFERENCES ..... 6-98
GENERAL BIBLIOGRAPIIY FOR ANALOG COMPUTERS ..... 6-99
CHAPTER 7.ANALOG-DIGITAL CONVERSION TECHNIQUES
7-1 PURPOSE OF CONVIBRSIONS ..... 7-1
7-2 CONVERSION OJ AN ANALOG VOLTAGE TO A DIGITAL O1JTPUT ..... 7-1
7-2.1 COMPARISON CIRCUIT'S. ..... 7-1
7-2.1.1 Level-at-a-time Voltage-to-digital Encoders ..... 7-1
7-2.1.2 Digit-at-a-time Voltagc-to-digital Jincoders ..... 7-5
7-2.2 THE LOG1C USE $)$ TO O1'TIMIZF: T11E SPEED OF CONVERSION ..... 7-7
7-2.3 TJIE USE OF SERVOS WITH SHAFT INNCODTERS ..... 7-8
7-2.4 STEPPING SWITCTHLS, RFLAYS, ANI TRANSISTOR SWITCFIES FOR A I) CONVERSION ..... 7-8
7-3 CONVERSION OF MLCFLANICAL MOT1ON TO A DIGI'TA1, OUTPUT ..... 7-87-3.2
7-3.1
COMMUTATOR-'TYPE ENCOIING IISCS ANI) DRUMS
COMMUTATOR-'TYPE ENCOIING IISCS ANI) DRUMS ..... 7-8 ..... 7-8
MAGNETIC JNCODFRS ..... 7-9PHOTOELECIRIC ENCODERS7-11
7-3.4 CODFS AN1) BRUSII (READING 11EAD) ARRANGEMENTS EMPLOYEE ..... 7-11
7-4 CONVERSION OF' A DIGITTAI, SIGNAL TO AN ANALOG VOI.TAGE ..... 7-11
7-5 CONVERSION OF A IJTGTTAI, SIGNAL, TO MECTTANICAL MOTION ..... 7-16
REFERENCES ..... 7-17

## TABLE OF CONTENTS（cont）

Paragraph Page
CHAPTER 8．ANALOG－DIGITAL COMPARISONS
8－1 BASIS OF COMPARISON． ..... 8－1
8－2 COMPARISONS BASED ON THJ：SPEE1）W1TH WIICTT SOLUTIONS ARE OBTAINED ..... 8－1
8－3 COMPARISONS BASEl）ON THE ACCURACY OF TIIE SOLUTIONS OBTAINED ..... 8－3
8－4 COMPAR1SONS BASED ON THE COMPLEXIT＇Y OF TITE COMPUTING DFVICES INVOLVE11． ..... 8－4
COMPARISONS BASED ON TTIE RELIABIIITY OBTAINAB1．F． ..... 8－4
8－5COMPARISONS BASED OK TITE NATURE OF ENVIRONMENTALFilkECTS8－6
8－7 COMPARISONS BASED ON COST．SIZE．WEIGHT．ANI） POWER CONSIIDERATIONS ..... 8－6
REFERENCES ..... 8－7
CHAPTER 9．RELIABILITY AND CHECK－OUT PROCEDURES
9－1 INTRODUC＇JION ..... 9－1
9－2 EFFECT OF FNVIRONMENT ON RELIAIBITITY ..... 9－2
LOGlCAI．DESIGN OF COMPUTERS TO OI＇TAIN THE DESIREI IEGIREE OF RELLAIBTIITY ..... 9－3
3－4 COMI’UTER CIIFCK－OUT PROCEIJURES ANI）EQUIPMENT ..... 9－89－4．19－4．29－ 5
9－5．19－5．29－5．39－5．43－69－7
MAINTENANCE． ..... 9－8
MARGINAI CHECKING ..... 9－8
SPECIAL－PUR1＇OSF CHECK－OU＇I EQUIPMENT ..... 9－9
GENERAL DESCRIP＇ITON ..... （3－9
DETへILEJ Dノ「TA． ..... 9－10
BASIC EITMMFNTS ..... 9－13
GENFRAI．METIIOD OF OPERATION ..... 9－ 15
MIEANS ANI）FACTORS TO BE CONSIDFREII 1N VER1FY1NG THE IESSIGN OF REAA，－TIME FIRF：CONTROL COMPUTERS ..... 9－15
CONCLUSION ..... 9－16
R FHFR ENCES ..... 9－17
PART III．THE REALIZATION OF A PROTOTYPE FIRE CONTROL SYSTEM BASED UPON A MATHEMATICAL MODEL
CHAPTER 10．PROBLEMS ASSOCIATED WITH THE MECHANIZATION OF MATHEMATICAL MODELS
KJVЮS OF PROBLEMS ASSOCIATED WITH MLCIIANIZATION ..... 10－1
COVER ..... 10－2
CHAPTER 11．CHARACTERISTICS PECULIAR TO COMPUTERS USED FOR FIRE CONTROL APPLICATIONS
OVERALL DESIGN． ..... 11－1
11－1
MICLIANICAI，ANALOG COMPUT1：RS ..... 11－1
11－1．1
EI，FCTROMECTIANICAL ANAL．OG COMPUTERS ..... 11－2
11－1．3 OTIIER COMPUTER TYPES ..... 11－3

## TABLE OF CONTENTS(cont)

Paragraph Page
11-2 INPUT-OUTPUT CONSIDERATIONS ..... 11-3
SOURCESOF DATA ..... 11-3
TRANSMISSION OF DATA ..... 11-4
11-2.
11-5
11-3 TIME-RESPONSE CONSIDERATIONS
11-5
11-3.] REAL-TIME COMFUTATION11-9
11-3.3 ..... 11-12 CONSIDERATIONS ASSOCIATED WITH THE DESIGN OF DIGITAL COMPUTERS FOR REAL-TIME OPERATIONCONSIDERATIONS ASSOCIATED WITH THE DESIGN O FANALOG COMPUTERS FOR REAL-TIME OPERATION
11-4 ..... 11-13
ACCURACY CONSIDERA'TIONS
11-4.1 ..... 11-13
11-4.2 TIIE ACCURACY OF SOLUTIONS OBTAINED FROM ANALOG COMPUTERS ..... 11-16
11-4.3 THE ACCURACY OF SOLUTIONS OBTAINED FROM DIGITAL COMPUTERS ..... 11-19
11-5 OPERATIONAL CONSIDERATIONS ..... 11-21
REFERENCES ..... 11-22
CHAPTER 12. EXAMPLES OF MEANS USED TO MEET PARTICULAR TYPES OF DESIGN PROBLEMS
12-1 INTRODUCTION ..... 12-1
12- GUN DATA COMPUTER T29E2 ..... 12-1
12-3
LIGHTWEIGHT FIRE CONTROL EQUIPMENT FOR ROCKET LAUNCHERS ..... 12-5
12-4 VIGILANTE COMPUTER GYRO/PLAT FORM SYSTEM ..... 12-7
12-5 MARK 20 GYRO COMPUTING SIGHT ..... 12-12
12-5.1 COMPUTATION OF LEAD. ..... 12-17
12-5.2 TIME OF FLIGHT AND MAGNET CURRENT ..... 12-18
12-5.3 COMPUTATION OF STJPERELEVATION ..... 12-18
12-5.4 DISPLACEMENT OF THE LINE OF SIGHT ..... 12-20
12-5.5 FUNCTIONS OF THE SIGMA FACTOR ..... 12-22
12-6 CANT-CORRECTION SYSTEM OF BALLISTIC COMPUTER XM17 ..... 12-23
12-6.1 BACKGROUND OF BALLISTIC COMPUTER XM17 ..... 12-23
12-6.2 THE DESIGN USED FOR THE CANT-CORRECTION SYSTEM ..... 12-24
12-6.3 ACCURACY ANALYSIS OF THE CANT-CORRECTION SYSTEM ..... 12-29
12-6.4 FACTORS TO BE CONSIDERED BEFORE UNDERTAKING AN IMPROVED DESIGN ..... 12-37
Appendix
12-1 THE MATHEMATICS OF LEAD COMPUTATION. ..... 12-38
12-2 CALIBRATION CHARACTERISTICS OF GUN SIGHT MARK 20 MOD 6 AND DATA ON LEAD ANGLE AND TIME OF FLIGHT FOR 20 MM BALLISTICS ..... 12-41
REFERENCES ..... 12-49

## TABLE OF CONTENTS (cont)

Paragraph ..... Page
CHAPTER 13. EXAMPLE OF A PROBLEM INVOLVING THE INTERCONNECTION OF A COMPLEX SYSTEM
13-1 INTRODUCTION ..... 13-1
13-2 TRAJECTORY COMPUTATIONS ..... 13-2
13-3 COMPUTER DESIGN ..... 13-4
13-4 CONCLUSIONS ..... 13-9
INDEX ..... IN-1

# LIST OF ILLUSTRATIONS 

Fig. No. Title Page
I- 1 The Computer Tree €or Electronic Digital Computers ..... I-5
1-1 Equivalent. or DuaI, Electrical Networks ..... 1 -7
2-1 Locations of the Roots of Eq. 2-45 in the s-plane ..... 2-10
2-2 Block-diagram Manipulation and Reduction "Rules" ..... 2-122-3 Mechanical Schematic Diagram of a Servomotor Coupledto an Inertial Load by Means of a Flexible Shaft2-15
2-4 Block-diagram Examples ..... 2-15
2- 5 Signal-flow Graph in Three Variables ..... 2-18
2-6 Signal-flow Graph of Order One ..... 2-18
2-7 Signal-€low Graph of Order Two ..... 2-18
2-8 Signal-flow Graph Showing Addition of Parallel Branches ..... 2-19
2-9 Signal-flow Graph Showing Multiplication of Cascaded Branches ..... 2-19
2-10 Signal-flow Graph Showing Termination Shifted One Node Forward ..... 2-19
2- 11 Signal-flow Graph Showing Origin Shifted One Norle Backward ..... 2-20
2-12 Signal-flow Graph Showing Elimination of a Self-loop ..... 2-20
2-13 Signal-flow Graph Showing Reduction of Second-order Graph ..... 2-21
2-14 A Simple Circuit and its Associated Input-output Relationship ..... 2-25
2-15 Plot Depicting the Limiting Type of Nonlinearity ..... 2-27
2- 16 Graphical Representation of Coulomb Friction ..... 2-27
2- 17 Graphical Representation of Hysteresis ..... 2-28
2-18
Graphical Representation of a Relay with Dead-space but no Hysteresis ..... 2-28
2-19 and the Derivative of its Approximating Polynomial ..... 2-45
2-20
2-20 Integration by Means of Simpson's Rule ..... 2-46
3-1 The Computing Process ..... 3-3
3-2 Basic Nomogram ..... 3-4
4-1 Computation Flow Diagrams ..... 4-1
4-2 Fourth-degree Polynomial. All Roots Real and Positive ..... 4-9
4-3 the Roots of a Polynomial ..... 4-10
4-4 Functional Diagram of a Hypothetical Fire Control System that
Contains All of the Functional Elements Associated with Fire Control Equipment ..... 4-15
4-7
4-8 ..... 4-9
8 Derivation of a Smoothed Signal From an Asynchronous Signal Device. ..... 4-19
Flow Chart for Computation of Missile Trajectory
Flow Chart for Computation of Missile Trajectory ..... 4-21 ..... 4-21
4- 104- 11
4- 12
Flow Chart of Loops Within Loops
Flow Chart of Loops Within Loops ..... 4-23 ..... 4-23
4-5 Organization of the Computer in Pictorial Form ..... 4-17
4-6

- 6 Relation of the Input/Output to the Computer ..... 4-17
Computer Input/Output Configuration for Multiple Inputs ..... 4-18
Flow Chart of Generalized Loop. ..... 4-22Flow Chart for Instruction Mcdification4-23
4-13 Flow Chart for Setting Up Initial Conditions and
Different Exits of a Subroutine ..... 4-24
4- 14 Memory and Computing Unit ..... 4-25
4- 15 Arithmetic Unit and Control ..... 4-25
4- 16 Instruction Decoder and Control Generator ..... 4-26


# LIST OF ILLUSTRATIONS (cont) 

Fig. No . Title Page
4-17 Input and Output Functional Units ..... 4-26
4-18 Accumulator. Instruction Register. and Current-address Register ..... 4-27
4-19 Functional Diagram of FADAC System ..... 4-29
4- 20 The Basic Programming Process ..... 4-32
4-21 An Illustrative FORTRAN Program ..... 4-33
4-22 Typical Digital Servo ..... 4-38
4-23 Typical Arrangement for a Stored-program Computer ..... 4-39
4-24 Representation of Relay Contacts ..... 4-42
4-25 Three Simple Contact Networks ..... 4-44
4- 26 Simplification Resulting From Application of Theorems ..... 4-45
4-27 Serial vs Parallel Computer ..... 4-50
4-28 Logical Symbols for Invert ers. Tnhibiters. and Two-input AND-OR Gates ..... 4-52
4-29 Logical Symbols for Two-input NAND-NOR Gates ..... 4-52
4-30 The Basic Flip-flop ..... 4-54
4-31 A Typical Binary Counter. ..... 4-54
4-32 Forms of Half-adder Logic ..... 4-55
4-33 Full-adder Using Two Half-adders ..... 4-55
4-34 Serial Binary Accumulator ..... 4-57
4-35 Ferroelectric Storage ..... 4-67
4-36 Arrangement of a Ilypothetical, Sixteen-word SerialMemory on the Surface of a Drum4-69
4-37 Typical Reel System for Magnetic Tape ..... 4-69
4-38 Method of Providing an Endless Tape ..... 4-69
4-39 Acoustic Delay Line ..... 4-70
4-40 A Typical Serial Memory Utilizing a Magnetostrictive Delay Line ..... 4-71
4-41 Reading of Punched Paper Tape ..... 4-72
4-42 Typical Arrangement for Reading Punched Paper Tape ..... 4-73
4-43 Punch Cards ..... 4-73
4-44 Corner of a Core Matrix ..... 4-74
IS4-9.1 Simplified Diagram. Truth Table. and Karnaugh Map for an n-stage Identity Comparator ..... 4-61
1S4-9.2 An n-stage Identity Comparator Based on the Use of AND-OR Logic ..... 4-61
IS4-9.3 Schematic Representation of a Single DTpL 930 Gate ..... 4-62
IS4-9.4 Physical Structure ard Actual Pin Connections of the DTpL 930 Monolithic Chip ..... 4-63
IS4-9.5 Logic Symbols for the DTpL 930 Gate ..... 4-64
IS4-9.6 A Two-bit Identity Comparator ( $\mathrm{A}=\mathrm{B}$ ) ..... 4-65
TS4-9.7 A Six-bit Identity Comparator ( $\mathrm{A}=\mathrm{B}$ ) ..... 4-66
5-1 Concept of the Digital Differential Analyzer ..... 5-4
5-2 The DDA Computing Unit ..... 5-5
5-3 An Illustrative Combination of Two DDA Computing Units ..... 5-5
5-4 The Computation of $\mathrm{y}_{3}=\mathrm{y}_{1} \mathrm{y}_{2}$ ..... 5-6
5-5 The Computation of $y=x^{2}$ ..... 5-6
5-6 Simplified Representation of DDA Operation ..... 5-7
5-7 Conventional and Shared-integrator DDA Implementations of $1 / \mathrm{u}$ ..... 5-8
5-8

Connections Employed for the solution of$\left(d^{2} w / d^{2}\right)-w(d w / d t)-\sin w=0$5-10

## LIST OF ILLUSTRATIONS (cont)

Fig. No. Title Page
5-9 Truncation Errors Associated with Rectangular and Trapezoidal Integration ..... 5-13
5-10 The Stability of a Continuous (Analog) Solution of theEquations for Sine and Cosine Functions5-15
5-11 A DDA-integrator Solution of the Sine and Cosine Equations; Parallel Implementation ..... 5-15
5-12 A DDA-integrator Solution of the Sine and Cosine Equations; Serial Implementation ..... 5-16
5-13 Interconnection Diagram of DDA and Shift-register Integrated-circuit Elements (MOS) to Solve the Equation $y=\ln (x)$ ..... 5-17
6-1 Classification of Various Analog Devices ..... 6-2
6-2 Analogous Mechanical and Electrical Systems ..... 5-3
6-3 Block Diagrams of Ohm's Law and Newton's Second Law ..... 6-5
6-4 Block-diagram Operations ..... 6-6
6-5Symbol for a Summing Point6-6
6-6 Series-parallel Circuit and its Block Diagram ..... 6-6
6-7 Block Diagram of the System of Fig. 6-6 Given in the Laplace Domain ..... 6-7
6-8 Equivalent Configurations Based upon Superposition ..... 6-8
6-9 Combination of Cascaded Elements ..... 6-8
6-10 Movement of an Element Forward Past a Summation Point ..... 6-8
6-11 Movement of an Element Backward Past a Summation Point ..... 6-8
6-12 Movement of an Element Forward Past a Pickoff Point ..... 6-8
6-13 Movement of an Element Backward Past a Pickoff Point ..... 6-9
6-14 Combination of Parallel Paths ..... 6-9
6-15 Removal of a Feedback Loop ..... 6-9
6-16 Steps in the Reduction of the Block Diagram of Fig. 6-7 ..... 6-11
6-17 Basic Diagrams Associated with the Analog Solution of the Differential Equation ( $d x / d t$ ) $+x^{2}=1$. ..... 6-12
6-18 of the Differential Equation $(\mathrm{dx} / \mathrm{dt})+\mathrm{x}^{2}=1$ ..... 6-126-19
6-20 Setup for the Solution of a Linear Third-order Differential Equation ..... 6-14Simplification of Fig. 6-186-13
6-21 Transformer Summing Circuit ..... 6-14
6-22 Simple Resistive Summing Circuit ..... 6-15
6-23 Differentiating Circuits ..... 6.16
6-24 ..... 6-17
Analog- computer Setup for a Simple Linear Differential Equation
6-25 ..... 6-17
Alternative Analog-computer Setup for a Simple Linear Differential Equation
6-26 ..... 6-18 Differential Equation
6-27 ..... 6-18
Analog-computer Setup for a Simple Nonlinear Differential Equation
6-28 ..... 5-19
5-29 Block Diagram for a Generalized Computing Component ..... 6-2 1
6-30 Multiplication by a Dimensionless Constant ..... 6-22
6-31 ..... 6-22
6-32 ..... 6-23

# LIST OF ILLUSTRATIONS (cont) 

Fig. No Title Page
6-33 Operation of an Electronic Integrator ..... 6-23
6-34 Amplifier with Resistive Feedback ..... 6-24
6-35 Use of a Potentiometer for Continuous Gain Adjustment ..... 6-25
6-36 Representative Circuit for the Summation of $n$ Voltages ..... 6-25
6-37 Basic Circuit for Integration ..... 6-27
6-38 Electronic Integrator with Initial- condition Circuit ..... 6-27
6-39 Integrator Realization ..... 6-28
6-40 Block Diagram for One-amplifier Realization withTwo-terminal Networks6-29
6-41 Resulting Form of Synthesis Network ..... 6-29
6-42
Block Diagram for One-amplifier Realization with Three-terminal Networks ..... 6-30
6-43 Definition of Admittances ..... 6-30
6-44 Block Diagram for Three-amplifier Realization ..... 6-31
6-45 Representation of a Vector in a Rectangular Coordinate System and in a Polar Coordinate System ..... 6-34
6-46 Rotation of a Rectangular Coordinate System ..... 6-34
6-47 Example of a Body-axis System ..... 6-35
6-48 Orientation of a Body-axis System with Respect to an Inertial System ..... 6-36
6-49 Direction Cosines Defining the Orientation of an Axis in Inertial Space ..... 6-36
6-50 Euler-angle Definitions ..... 6-37
6-51
Plots of $e^{x}$ and its Approximations. where e is the Errorin the Function $y=f(x)$6-42
6-52 Straight-line Approximation of an Arbitrary Function ..... 6-42
6-53 A Typical Operational Amplifier ..... 6-45
6-54 Basic Waveform of a Time-division Multiplier ..... 6-47
6-5 Diode Networks Used for Generating Three Simple Nonlinear Functions ..... 6-48
6-56 Approximation of an Arbitrary Functionby Means of a Diode Function Generator6-50
6-57 Simple Bivariable Function ..... 6-50
6-58 Basic Form of the Photoformer Function Generator ..... 6-51
6-5! Block Diagram of a Random-signal Generator ..... 6-53
6-60 Block Diagram of a Noise Monitor ..... 6-54
6-6 Rectangular Power Spectrum ..... 6-55
6-62 Ncn-Gaussian Random Signals ..... 6-55
6-63 Typical Mechanical Differentials ..... 6-56
6-64 Geometry of the Disk-disk Integrator ..... 6-57
6-65 Block Diagram of a Rate-servo Integrator ..... 6-57
6-66 ..... 6-58
6-67 Linkage multiplier ..... 6-58
6-68 Schematic Representation of a Quarter-squares Multiplier ..... 6-59
6-69 ..... 6-59
6-70 Hlock Diagram of a Divider Employing a Servo-driven Multiplier ..... 6-60
6-7 Block Diagram of a Position Servo Used for Division ..... 6-61
6-72 Block Diagram of a Gain-compensated Divider Servo. ..... 6-61

# LIST OF ILLUSTRATIONS (cont) 

| Fig. No. | Titlc | Page |
| :---: | :---: | :---: |
| 6-73 | Division Circuit Eased on a Single. Tapped. Linear Potentiometer. | 6-61 |
| 6-74 | Mechanical Coordinate Converter | 6-62 |
| 6-75 | Simplified Diagram of a Rectangular-to-polar Converter. | 6-62 |
| 6-76 | Geometry of the Coordinate-conversion System. | 6-63 |
| 6-77 | Block Diagram of a System for Gencrating Direction Cosines | 6-64 |
| 6-78 | Block Diagram of a System for Converting from |  |
|  | Aircraft Coordinates to Inertial Coordinates | 6-65 |
| 6-79 | Block Diagram of a System for the Direct Solution of Euler Angles | 6-66 |
| 6-80 | Block Diagrams of Systems for Converting from Body-axis |  |
|  | by the Use of Resolvers | 6-66 |
| 6-81 | Double Scotch Yoke Mechanism | 6-67 |
| 6-82 | Gear-type Sine-cosine Generator | 6-67 |
| 6-83 | Modification of the Scotch Yoke for Gencrating a Tangent Function | 6-67 |
| 6-84 | Shaped-card Sine-cosine Potentiometer | 6-68 |
| 6-85 | Circuit for the Generation of the Tangent Function | 6-68 |
| 6-86 | Circuit for Approximating the Sccant Function | 6-69 |
| 6-87 | Schematic Diagram of an Induction Resolver | 6-69 |
| 6-88 | Typical Cams | 6-70 |
| 6-89 | Typical Function Gears | 6-70 |
| 6-90 | Function Generation with a Tapped Potentiometer | 6-72 |
| 6-91 | Rectifier Section of a Typical Power Supply. | 6-75 |
| 6-92 | Block Diagram Showing the Basic Form of the Scries Regulators |  |
|  | Employed in Most Electronic Voltage-regulator Units | 6-75 |
| 6-93 | Schematic Diagram of a Typical $+300-\mathrm{v}, 800-\mathrm{ma}$ Voltage Regulator | 6-76 |
| 6-94 | Block Diagram of the Basic Shunt Regulator | 6-78 |
| 6-95 | Schematic Diagram of a Typical Shunt Regulator |  |
|  | Designed for Negative Operation. | 6-79 |
| 6-96 | Typical Analog-computer Installation in which Patching is Accomplished by the Use of Cabling Between Components | 6-81 |
| 6-97 | A Removable Metal Patch Board. | 6-83 |
| 6-98 | A General-purpose Analog Computcr with its Metal |  |
|  | Patch Board in Place. | 6-84 |
| 6-99 | A Typical Strip Recorder | 6-86 |
| 6-100 | Graph Made from a Typical Strip Recordcr | 6-86 |
| 6-101 | A Typical Plotting Table | 6-58 |
| 6-102 | A Typical Table-top Plotting Table . | 6-89 |
| 7-1 | Simplified Block Diagram and Associated Wavc Forms for a Level-at-a-time Type of Voltage-to-digital Encoder . | 7-2 |
| 7-2 | Schematic Diagram of a Ramp-voltage Gencrator. | 7-5 |
| 7-3 | Simplified Block Diagram and Associated Wave Forms for a Digit-at-a-time Type of Voltage-to-digital Encoder . . . . | 7-6 |
| 7-4 | The Logic Diagram and Matrix Diagram for a Natural Binary Coded Decimal Encoder . | $7-8$ |
| 7-5 | A Typical Binary Coding Disc | 7-9 |
| 7-6 | Direct-drive $\Lambda$ ngular- shaft-position Analog-to-digital Converter |  |
| 7-7 | Block Diagram of the Engineering Rescarch Associates Shaft Monitor | 7-10 |

# LIST OF ILLUSTRATIONS (cont) 

Fig. No. Title Page
7-8 Operation Sequence of the Engineering Research Associates Shaft Monitor ..... 7-10
7-9 Arrangement of Sectored Discs and Photodetectors for Readout of Shaft Motion ..... 7-12
7-10 A Typical Cyclic Coding Disc ..... 7-14
7-11 Schematic Diagram of a Serial-to-voltage Converter ..... 7-14
7-12 Schematic Diagrams of Typical Digital-to-voltage Converters ..... 7-15
7-13 A Servomechanism €or Digital-to-analog Conversion ..... 7-16
7-14 A Servomechanism for Incremental Digital-to-analog Conversion ..... 7-16
9-1 Equipment-life Characteristics ..... 9-3
9-2 Typical Portion of a FALT Tape Listing ..... 9-6
9-3 FALT Operating Controls ..... 9-7
9-4 The REDSTONE Missile Firing Data Computer ..... 9-9
9-5 Block Diagram of the Basic Computer System. ..... 9-14
11-1 Functional Diagram of a Typical ITigh-performance Instrument Servo ..... 11-2
11-2 Functional Diagram of a Typical Rate-servo Integrator. ..... 11-3
11-3 Effect of Computer Time Lag with a Maneuvering Target ..... 11-8
11-4 The Standard Configuration of a Fire Control System ..... 11-8
11-5 Settling Time for a Typical Computer Response to a Step Function ..... 11-9
11-6 Essential Elements of a Single-axis Integrating Gyro Unit ..... 11-10
11-7 Formation of Unity-feedback Equivalent ..... 11-12
11-8 Treatment of Minor Loops ..... 11-12
11-9 Comparison of the Response Characteristics of Analog and Digital Computers ..... 11-13
11-10 Functional Diagram of a Summing Component ..... 11-15
11-11 Functional Diagram of a Typical System Element ..... 11-17
11-12 Functional Representation of a
System Element in the Frequency Domain ..... 11-18
D11-1.1 Basic Geometry ..... 11-7
1-311-3.1 Logic Diagram for a Radar Range Converter ..... 11-14
12-1 Simplified Functional Diagram Depicting the Generation of Gun-order Computations by the T29E2 Computer ..... 12-2
12-2 Equations of a Projectile Trajectory in a Vacuum ..... 12-4
12-3 Schematic Diagram of the Quadrant-elevation Loop of the T29F2 Computer ..... 12-5
12-4 Sight Unit M34A2; Left Rear View ..... 12-6
12-5 Launcher and Sight Axes Systems ..... 12-7
12-6 Functional Diagram of the Tracking-gyro/Platform System ..... 12-10
12-7 Schematic Diagram of the Tracking-gyro/Platform System ..... 12-11
12-8 Computation of Rate about the Tracking Line ..... 12-13
12-9 Gun Sight Mk 20 Mod 6 Mounted on a Twin 20 mm Gun ..... 12-14
12-10 Gun Sight Mk 20 Mod 7. with Adapter Equipment, Mounted on Gun Director Mk 51 Mod 11. for Use with 40 mm Guns ..... 12-15
12-11 The Fire Control Problem Solved by Gun Sight Mk 20. ..... 12-16

# LIST OF ILLUSTRATIONS (cont) 

Fig. No. Title Page
12-12 The Gyro and Gimbal Used in Gun Sight Mk 20 ..... 12-16
12-13 The Range Magnet and Eddy-current Disk ..... 12-16
12-14 The Manner in Which the Gyro Follows the Magnet. ..... 12-17
12-15 Geometrical Relationships between Lead and Superelevation ..... 12-18
12-16 Operation of the Superelevation Computer ..... 12-20
12-17 Effect of the Superelevation Computer on thePosition of the Gyro Spin Axis.12-20
12-18 The Linkage between the Reflector Glassand the Gyro in Traverse and Elevation.12-21
12-19 The Line of Sight With Zero Gyro-axis Displacement ..... 12-21
12-20 The Line of Sight With 120 Mils Gyro-axis Displacement ..... 12-22
12-21 The Geometry Associated With the Superelevation Correction ..... 12-24
12-22 The Mechanics of Introducing the Superelevation Correction. ..... 12-25
12-23 The Geometry Associated With the Azimuth and Elevation Corrections ..... 12-26
12-24 The Application of the Elevation Correction ..... 12-27
12-25 The Weapon Positioned on a Slope. ..... 12-28
12-26 Movements of a Weapon Positioned on a Slope ..... 12-28
12-27 Two Methods of Defining Cant ..... 12-29
12-28 Mounting of a Cant-measuring Unit ..... 12-29
12-29 Relation of the Gun and the Direct-fire Telescope ..... 12-30
12-3C The Geometry Associated With Cant Correction ..... 12-31
12-31 The Geometry Associated With a Pendulum ..... 12-32
12-32 The Arrangement of the Reticle Drive ..... 12-32
12-33 The Movement of the Gun from $P_{1}$ to $P 3$ ..... 12-34
12-34 The Theoretical Azimuth Error Produced by the XM17 Computer When it is Operating under Condition No. 1 ..... 12-35
12-35 The Theoretical Azimuth and Elevation Errors Produced by the XM17 Computer When It Is Operating under Condition No. 2 ..... 12-35
12-36 The Azimuth Errors That Result under Condition No. 2 from Excluding the $\sec ^{2} \mathrm{E}$, Term Alone and Also the $\cos \alpha$ and $\sec ^{2} \mathrm{E}$, Terms Simultaneously ..... 12-36
A12-1.1 Diagram of the Lead-angle Problem Solved by Gun Sight Mk 20 ..... 12-38
A12-2.1 Typical Target Approaches ..... 12-42
A12-2.2 T. vs Range for a Target Speed of 300 mph ..... 12-42
A12-2.3 $\quad \mathrm{T}_{\mathrm{n}}$ vs Range for a Target Speed of 600 mph . ..... 12-43
A12-2.4 Superelevation vs T $\mathrm{n}_{\mathrm{n}}$ for a Target Speed of 300 mph ..... 12-44
A12-2.5 Superelevation vs T. for a Target Speed of 600 mph ..... 12-44
A12-2.6 T. vs Present Range for an Incoming Target ..... 12-45
A12-2.7 Superelevation vs Range ..... 12-46
A12-2.8 T. vs Present Range for an Outgoing Target ..... 12-46
A12-2.9 Lead Angle vs Time ..... 12-47
A12-2.10 Lead Angle vs Range. ..... 12-47
A 12-2.11 Maximum Lead Angle vs Crossover ..... 12-48
13-1 Coordinates Used in Solving Artillery Problems ..... 13-2
13-2 Computer Physical Characteristics. ..... 13-6
13-3 Functional Diagram of the FADAC System ..... 13-7
13-4 Magnetic Memory Detail ..... 13-7
13-5 Typical Recirculating Loop Register ..... 13-9

## LIST OF TABLES

Table No. Title Page
1-1 Symbols and Units ..... 1-4
1-2 Summary of Analogies ..... 1-5
2-1 Commonly Used Laplace Transform Pairs ..... 2-6
2-2 Block-diagram Symbols ..... 2-11
2-3 Array of Tabular Differences ..... 2-38
4-1 Computation of the Trajectory of a Missile ..... 4-20
4-2 Order of Magnitude of Memory Access Time ..... 4-28
4-3 Interpretation of the FORTRAN Compiler Statements in Fig. 4-21 ..... 4-35
4-4 Postulates and Theorems of Switching Algebra ..... 4-43
4-5 Truth Table for Fig. 4-26 ..... 4-45
4-6 Gray Codes ..... 4-47
4-7 Listing of Three of the 4-bit Weighted Binary-coded-decimal Systems4-48
4-8 Excess - 3 Code ..... 4-48
4-9 Logical Truth Tables ..... 4-53
4-10 Truth Table for NAND-NOR Logic ..... 4-53
6-1 Symbols for Electronic Analog Computing Elements ..... 6-10
6-2 Typical Operational-amplifier Specifications ..... 6-46
7-1 Values for the Characteristics of a Typical Iligh-speed Transistor Operational Amplifier ..... 7-4
7-2 A Cyclic Code and Its Decimal and Binary Equivalents ..... 7-13
8-3
8-1 A Comparison of Seven Types of Digital Machines
12-1 Nominal Time of Flight vs Range Data ..... 12-19
13-1 FADAC Specifications ..... 13-5
13-2 Memory Contents ..... 13-8

## LIST OF EXAMPLES

No. Title Page
2-1 Iterative Procedure for the Evaluation of $\sqrt{\mathrm{N}}$ ..... 2-35
2-2 Computation of Sin $x$ by Means of a Power Series ..... 2-36
2-3 Sample Application of Lagrange's Interpolation Formula ..... 2-39
2-4 Application of the Least-squares Curve-fitting Technique to Range-vs-time-of-flight Data ..... 2-40
2-5 Sample Application of Simpson's Rule ..... 2-47
2-6 The Numerical Solution of $\frac{d y}{d x}=y-x$ by the Exact Method and by Four Approximate Methods ..... 2-49
6-1 Numerical Illustration of a Coordinate Transformation ..... 6-39
11-1 Sample Calculation of the Maximum Allowable Computation Time ..... 11-6
11-2 The Response Improvement That Can be Obtained by Means of a Closed Loop ..... 11-11
11-3 Radar Range Converter ..... 11-14

## LIST OF INFORMATION SUMMARIES

No. Title ..... Page
4-1 The Decimal Number System ..... 4-3
4-2 The Binary Number System ..... 4-4
4-3 Any Number System ..... 4-5
4-4 Conversion Rules _ Decimal to Binary ..... 4-6
4-5 Conversion Rules _Binary to Decimal ..... 4-6
4-6 Binary Equivalent of Decimal Numbers ..... 4-7
4-7 The Rules of Binary -arithmetic Addition and an Example of Their Application ..... 4-56
4-8 The Rules of Binary -arithmetic Multiplication and an Example of Their Application ..... 4-58
4-9 The Logical Design of Identity Comparators ..... 4-60

## LIST OF DERIVATIONS

No. Title Page
11-1 Derivation of the Relationship for Calculating the Maximum Allowable Computation Time ..... 11-7

## ACKNOWLEDGMENTS




「iable：s 1－1 and 1－3


1：abla ．3－3

Table 4－4

1 iss．1－1，1－2，mon 4－3

トゥ！：4－5，4－6，4－32，4－33．
4－34，4－42，4－44，and $i-4$

Figs．4－8，4－36，4－37，and 4－38

Fişi．4－9，4－10，4－11，4－12， 4－13，4－14，4－15，4－16，4－17， 4－18，4－27，5－1，5－3，5－4．
5－5，and 7－6
l＂gs．4－23 and 5－8

Fig．4－3！

Fig．6－20

Figs．6－24，6－25，6－26，6－27， 6－39，6－40，6－41，6－42，6－43， 6－44，6－59，6－60，6－61，and 6－62

Figs．6－28，6－58，6－63，6－64， 6－65，6－66，6－67，6－68，6－69， 6－70，6－71，6－72，6－74，6－81， $6-82,6-83,6-84,6-85,6-88$ ， and 6－89

Fig．7－9

Fig．7－12




 Englewood Cliffs，New Jersey．

 Wiley and sons，Hm•

 （ompany．

 Finglewond（lifis，New．Terses．

 $\star$ Sons，Ine．
 Copyright 1960 by McCaraw－Hill，Inc．I＇sed by permission of NeGraw－IIill Book Company．

From ARITHMETTIC OJ＇LRATIONS IN DOGITAL，COMIPTTLRS by R，K．Richards， Copyright（c） 1955 ，by Litton Fducational lubIishing，lnc．C＇sed by permission of Van Nostrand Reinhold Company．

From MATHEMATICS ANI）COMPITTERS by George R，Stibitz and Jules A， Iarrivee，Copyright © 1957 by McGraw－IIill，Inc．Used by permission of McGraw－HiIl l3ook Company．

From an article by William W，Seifert titled＂lifferemial Analyzer＂in Vol． 4 of Mr（iRAW－HILA．FNCYCLOHEDH OF SCIEVCl：AND TFClINOTOGY，Copyright （c） 1960 by McGraw－lill，lnv，ISed by permission of McGraw－Illll l3ook Com－ pany．

From CONTROL SYSTEMS LNGINFFRING，edrted by William W．Seifert and Carl W．Steeg，Jr．，Copyright 1960 by McGraw－Hill，lnc．Used by permission of McGraw－llill Book Company．

From an article by William W．Seifert titled＂Analog Computer＂in Vol． 1 of McGRA W－IIILL LNGYCIOPEDIA OF＇SCIENCE ANH TECLINOLOGY，Copyright （c） 1960 by McGraw－llill，lnc．Used by permission of McGraw－Hill Rook Com－ pany．

From Ivan Flores，＂Digital，Analog，lyybrid Shaft－Angle Indicator with Friction－ less＇Optical Gearing＇，EIectromechanical Design，May 1958，Copyright＠ 1958. Used by permission of ISenwill l＇ublishing Corp．

From NOTES ON ANAJOG－IDGITAL CONVERSION TFC：HNIQUES，edited by Alfred K．Susskind，by permission of the M．I．T．Press，（＇ambridge，Massachusetts． Copyright © 1957 by The Massachusetts Institute of Technology．

## FOREWORD

## IN'TRODUCTION

The lire Control Series fornis part of the Engineering Design Handloook Se ries which presents engineering information antl quantitative data for the design and construction of Army equipment. In particular, the handbooks of the Fire Control Series have been prepared to aid the designers of Army fire control equipment and systems, and to serve as a reference guide for all military and civilian personnel who may be interested in the design aspects of such material.

The handbooks of the Fire ControlSeries are based on the fundamental parameters of the fire control problem antl its solution. In all problems of control over the accuracy of weapon fire, some method or system of firc control is employed that derives its intelligence from the acquisition and tracking of a target; evaluates this system-input intelligence by computation; and, finally, applies the output information to the positioning of a weapon along the line of fire. Primary emphasis is laid on the systematic approach required in the design of present-day fire control equipment and systems. This approach involves (1)thorough analysis of the particularfire control problem at hand, (2)establishment of the most suitable mathematical model, and (3) mechanization of tliis mathematical model.

## ORGANIZA TIONAL BREAKDOWN

To accomplish the aforenoted objectives, the Fire ControlSeries will'consist primarily of the following fourmain sections, each published as a separate handbook:
a. Section 1, Fire Control Systems General (AMCP 706-327)
b. Section 2, Target Acquisition, Location and Tracking Systems (AMCP 706328)
c. Section 3, Fire Control Computing Systems (AMCP 706-329)
d. Section 4, Weapon Pointing Systems (AMCP 706-330)

An additional handbook of the Fire Control Scries is AMC Pamphlet AMCP 706-331, Compensating Elements. The following paragrophs summarize the content of each of these five handbooks.

Scction 1 introduces the subject of fire control systems, discloses the basic fire control problem and its solution (in functional terms), delineates system-design philosophy, and discusses the application of maintenance antl human engineering principles and standard design practices to fire control system design.

Section2 is devoted tothe first aspect of fire control, i.e., gathering intelligence on target position and motion.

Scction 3, because of the complexity of the subject of computing systems, is divided into three parts that are preceded by an introductory discussion of the roles of computing systems in Army fire control and by a dcscription of specific roles played in particular firc-control applications. Part I discusses the first step in system design, i.e., the cstablishment of a mathematical model for the solution of a fire control problem. Emphasis is given to the basis, derivation, and manipulation of mathematical models. Part II discusses the various computing devices that perform useful functions in fire control computing systems. The discussion ranges from simple mechanical linkages to complcx digital computers. Types of devices in each classification are briefly described; cxtcrnal sources are referenced for detailed information where practical. Part III discusses the various ways in which the computing devices described in Part II can be applied to the mechanization of the mathematical modcls described in Part I. It stresses that a fire control computing system designer nceds to apply his talents in three special ways: (1)to improvise and innovate as needed to mect particular problems that may arise, (2) to use ingenuity in obtaining the simplest and mosteconomical devices for the particular requirement at hand, and (3) to master the many problems that result from intrasystem interactions when individually satis-
factory components are combined in complex computing systcms. Examples culled from actual fire-control-system design work illustrate the concepts given.

Section 4 of the lire Control Series discuskcs weapon-pointing systems with respect to (1) input intelligence and its derivation, (2) the means of implementing weapon-pointing for the two basic types of weapon-pointing systems from the standpoint of systcm stability, (3) general design considerations, and (4) the integration of components that form a complete firc control system.

AMC:P 706-331 presents information on: (1) the effects of out-of-level conditions anti a displacement between a weapon andits aiming device, and (2)the instrumentation necessary to correct the resulting errors. It also presents general reforence information on compensating elements that pertains to accuracy considerations, standard design practiccs; and considerations of general design, manufacture, field use, maintenance, and storage.

## PREPARATION

The handbooks of the Fire C'ontrol Series have been prepared under the direction of the Engineering llandbook Office, Duke University, under contract to the Army Research Olfice-Durham. With the exception of the handbook titled Compensating Lilements, the material for the Fire Control Series -- Sections 1 and 3 -- was prepared by the .Jackson \& Moreland IDivision of United Engineors and Constructors Inc., Boston, Massachusetts, under subcontract to the Enginecring Handbook Office. The Jackson \& Moreland Division was assisted in its work by consultants who are recognized authorities in various aspects of fire control. Specific authorship is indicated where appropriate. Overall technical guidance and assistance were rendered by Frankford Arsenal; coordination and direction of this effort were provided by Mr. Leon G. Pancoast of the Wire Control Development \& Fingincering $L$ aboratoricesat lerankford Arsenal.

## PREFACE

The Engineering Design Handbook Series of the Army Materiel Commandis a coordinated series of handbooks containing basic information and fundamental data useful in the design and development of Army materiel and systems. The handbooks are authoritative reference books of practical informationand quantitative facts helpful in the design and development of Army materiel so that it will meet the tactical and the technical needs of the Armed Forces.

The Handbooks are readily available to all elements of AMC, including personnel and contractors having a need and/or requirement. The Army Materiel Command policy is to release these Engineering Design Handbooks to other DOD activities and their contractors and to other Government agencies in accordance with current Army Regulation 70-31, dated 9 September 1966. Procedures for acquiring these Handbooks follow:
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Letterkenny Army Depot
ATTN: AMXLE-ATD
Chambersburg, Pennsylvania 17201
b. Contractors who have Department of Defense contracts should submit their requests through their contracting officer with
proper justification to the address listed in par. a.
c. Government agencies otherthan DOD having need for the Handbooks may submit their request directly to the address listed in par. a orto:

Commanding General
U. S. Army Materiel Command

ATTN: AMCAM-ABS
Washington, D. C. 20315
d. Industries not having Government contracts (this includes colleges and universities) must forward their requests to:

Commanding General
U. S. Army Materiel Command

ATTN: AMCRD-TV
Washington, D. C. 20315
$e$. All foreign requests must be submitted through the Washington, D. C. Embassy to:

## Assistant Chief of Staff for

 IntelligenceATTN: Foreign Liaison Office
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Washington, D. C. 20310
All requests, other than those originating within DOD, must be accompanied by a valid justification.

Comments and suggestions on this handbook are welcome and should be addressed to Army Research Office-Durham, Box CM, Duke Station, Durham, North Carolina 27706.

## INTRODUCTION*

As pointed out in Section $1^{\dagger}$ of the Fire Control Series, computers play a very significant role during the design phase for a fire control system, and a computeris an integral part of every complete modern fire control system. The function of the computer in a fire control system can be illustrated by considering for a moment the case of an individual attempting to hit a moving target with a rifle. If he is to be successful, he must estimate tlie distance to the target and the rate at which the line-of-sightto the target is rotating and must have aknowledge of the projectile characteristics, such as velocity and gravity drop. He must then compute the direction in which to point the weapon to achieve a hit, and so point the weapon. If a strong wind is blowing, he must also take this into account for long-range shots. Obviously, if the indi'vidual attempted to carry out detailed conscious calculations, his target would have disappeared before he was ready to pull the trigger. The expert marksman has, through considerable experience, learned to include each of these factors in a rapid mental appraisal of the situationat hand. As the target velocity is increased and the range extended, however, the ability of the individual to apply the required correction factors is exceeded and successful shots can be achieved only if rapid, accurate assistance is provided for gathering the required data, carrying out the necessary computations, and pointing the weapon as required. In the provision of this assistance, modern fire control systems have evolved (see Chapter 1 of Section 1 of the Fire Control Series). In each of these systems, the computer serves as a vital element.

Until approximately 1950 to 1955 , analog computers were used almost exclusively in fire control systems because the digital-computer art had not yet progressed to the stage where tlie required operating speeds could be
achieved. Now, the demands of many fire control problems can be met by either an analog or a digital computer, with the choice frequentlybased upon such considerations as the desire to use the same computer design in several different systems or tlie background of the particular group of designers responsible forthe fire control system. (Suchbasic factors as cost, size, weight, power requirements, complexity, reliability, solution speed, solution accuracy, and the nature of environmental effects must, of course, always continue to receive careful attention in relationship to the particular circumstances under which a given computer is destined for use.) Worthy of special note is the recognition during recent years of the promising potential for fire-control-system applications of the digital differential analyzer-- an incremental computer consisting of a collection of digital integrators interconnected in such a way as to solve integro-differential equations.

In addition to the use of computers in the design phase of a fire control system and as an integral part of every complete modern fire control system, computers have come to serve mankind increasingly in everyday technology. As a matter of fact, the development of high-speed electronic digital-computing equipment has created a revolution in technology. Because of the pioneer role played by the U.S. Army in the development of highspeed electronic digital computers, it is particularly appropriate to briefly discuss this development here.

Army activity in this field started after the outbreak of World War II, when the need for rapid computational equipment for use in connection with the massive computing problems involved in the preparation of firing tables and related ballistic data became increasingly apparent. At that time, some of the computations were being made by the Bush

[^0]Differential Analyzer." With considerable improvements in performance resulting from design modifications provided during the early 1940's by the Moore School of Electrical Engineering at the University of Pennsylvania, this machine proved to be of tremendous value during World War 11. Used primarily to compute trajectories for firing tables and to prepare trajectory charts for use with VT fuzes, this machine could compute a 60 -second trajectory in about 15 minutes. In contrast, a human operator using a desk calculator required about 20 hours to perform the same computation.

As a result of the urgent need for some means to provide accurate computation at considerably higher speeds than those obtainable with the Bush Differential Analyzer, niuch thought went into the solution of this problem. It became apparent at the University of Pennsylvania that use could be made of the fast reaction time of electron tubes in an extensive array to add or subtract impulses, and thus make possible the design of a machine that would deal with numbers in a manner that would far surpass the speed and accuracy of the Bush machine. Accordingly, in 1943 the U.S. Army awarded a research and development contract to the University of Pennsylvania for the design and construction of ENIAC (for Electronic Numerical integrator And Computer). This contractwas based specifitally on technical concepts underlying the design of an electronic computer that were contained in an outline prepared by Dr. John Mauchly and Dr. J. Presper Eckert, Jr. of the Moore School of Electrical Engineering.

Completed in 1945, ENIAC was the world's firstelectronic automatic computer. $\dagger$ Its subsequent installation in the Ballistic Research Laboratories (BRL) at Aberdeen Proving Ground marked the beginning of the widespread use of electronic computing machines. ENIAC was a decimal machine in which ten decade ring counters -- one per decimal
place -- and one PM (plus or minus) counter formed the basic arithmetic and storage unit. It utilized 19,000 vacuum tubes (of 16 different types), 1500 relays, and hundreds of thousands of resistors, capacitors, and inductors. It consumed nearly 200 kilowatts of power. Its thirty separate units weighed more than 30 tons. This huge collection of circuits could calculate a 60 -second trajectory in less than the actual time of flight of the projectile from the gun to the target.

Even before the development of ENIAC had been completed, however, it was realized that a serial binary machine with delay-line storage (an early type of memory device) would have additional advantages. A binary machine would utilize numbers to the base two instead of the traditional base ten. Numbers would be translated into a series of ONES and ZEROS, values that could be easily handled by electron tubes arranged either to conduct a signal or block it -- a switching function that could be handled at high speed. Nonetheless, ENIAC remained a solid computational workhorse for the ten-year period of 1946-55, during which it was in constant operation. It was the major instrument for computation for all ballistic tables for the U.S. Army and the U.S. Air Force -- dominating the computer field during the period 1949-52. It was also used for calculations relevant to other fields -- weather prediction, atomic energy, cosmic-ray studies, thermal ignition, random-number studies, and wind-tunnel design problems, to mention a few. (Electronic computers were not yet available from commercial sources.)

ENIAC was the prototype from which most other modern computers have evolved (see the computer tree of Fig. I-1). It embodiedalmost all of the components and concepts of laterhigh-speed storage and control devices. Although built primarily for integration of the equations of external ballistics by a step-by-step process, it was sufficiently

[^1]flexible to be applied to a wide range of largescale computations other than numerical integration of differential equations.

The urgent need for an operational com-puter-had made it imperative to freeze the engineering design of ENLACduring the early stages of development. As work on ENIAC permitted, however, the design and construction of an improved computer for RRL having much smaller size, greater flexibility, and bettermathematical perform ance were pushed forward under U.S. Army sponsorship at the Moore School of Electrical Engineering, University of Pennsylvania. The design for this computer, named EDVAC (forElectronic 1piscrete Variable Automatic Calculator), was proposed in 1945 by Dr. John von Neumann, one of the world's leading mathematicians, who had been attracted by the problems of computer design. The major features of this computer were the use of the binary system rather than the decimal system of numeration, a serial arithmetic mode, a four-address command structure, a total of 16 possible operations that could be performed by the computer, and duplicate circuitry for check purposes.

EDVAC was also the first computer with an internally-stored program and was thus a major improvement over ENLAC, which required considerable human effort to change the different programs. With ENIAC, the different sections of the computerwere connected together via plug-in cables that had to be changed for each particular type of problem. If the computationshad to be interrupted for a few days, to permit some otherproblem of high priority to be run on the computer, the complex tangle of plug-in cables had to be rearranged manually. Also, when the run was completed, the machine had to be "re-wired" for the first problem. With an internally-stored program device, the instructions are stored, each storage location is queried, and each
instruction is interpreted and executed as a matter of formality until all the instructions comprising a given program are carried out.

Mork on EDVAC stimulated design and constructionby othergroups of a large family of similar computers, including SEAC, FLAC, DYSEAC, MIDAC," and the later commercial types, such as the UNIVAC's (see Fig. I-1). Computer development was further encouraged by the Army via a research contract with the Institute for Advanced Study, Princeton, New Jersey (later supported also by the Air Force and Navy).

From this support of computer research came the ORDVAC (for Ordnance Variable Computer), the BRL's third electronic computing machine. This was a parallel binary computer that belongs to the group of computers whose basic logic was developed by the Institute for Advanced Study at Princeton, New Jersey. The ORDVAC family of computers includes such machines as the AVIDAC, MANIAC, ILLIAC, ORACLE, JOHNNIAC, and CYCLONE. $\dagger$

These different designs constituted little if anything new in innate computer design, but carried out existing design principles using the fruits of the ever-advancing technology of electronics -- such things as improved memory techniques, smallervacuum tubes, improved diodes, and the like. During the early 1950's, a major part of the scientific computational workload of the Western world was accomplished on these machines.

The rapid, competitive evolution of computers made it apparent at anearlystage that prospective users and designers of computers in industry and in government would benefit from a comprehensive survey of designs in being. BRL accordingly made a nation-wide survey in 1955. This showed that at that time approximately 87 different types of commercial and scientific digital computers were operational in this country. A second

[^2]survey by BRL, macle in 1957, showed that this total had risen to 103 . A third survey in 1961 indicated the existence of over 222 different types of electronic digital computing systems, involving tens of thousands of units throughout the United States. Fig. I- 1 indicates there are approximately 500 different types in operation today.

These computers are committed to the solution of almost every conceivable type of computing and data-processing problem -- in defense, industry, science, commerce, service operation, and manufacturing. A vital element in almost every defense system, the computer has become even more significant in industry and commerce.

The overall discussion of electronic digital computers given thus far has covered the historical development of serial computers (representedby EDVAC) and of parallel computers (represented by ORDVAC). Both of these computers are shown in Fig. I-1 at the lowerends of two separate limbs of a computertree whose trunk represents the development of ENLAC. As noted in Fig. I-1, this separation tends to distinguish the business computers on the left limb from the scientific computers on the right limb.

The electronic digital computers that have been developed specificallyto meet military needs are identified on the center limb of the computertree. Among those indicated is FADAC (for Field Artillery Digital Automatic Computer). This computer was developed under the direction of Frankford Arsenal in the late 1950's as a sequel to Field Artillery Fire Control System, M35, which employed an electromechanical computer whose accuracywas adequate forthe shorterrange weapons -- such as the 105 mm and 155 mm howitzers -- but was not adequate
for guns and free rockets. FADAC represents the latest development in connection with the ever-present need to solve fieldartillery fire control problems with greater accuracy and speed.

FADAC is a solid-state electronic digital computer whose background is discussed in Chapter 1 of Section 1 of the Fire Control Series and whose technical aspects are discussed in Chapter 4 of the present section. Its overall capabilities, however, merit summation here:

1. FADAC canprovide firing data for $d$ battery of weapons. On a one-battery-at-atime basis, it can provide firing data for mortars, howitzers, guns, and free rockets -- with complete applicability to any kind of ammunition these weapons maybe using. In emergencies, it can provide data for up to five similartype batteries on a rotating basis. By using the FADAC's memory loading unit, authorized field personnel can make program changes that permit switching from the solution of one type of fire control problem to another within just a few minutes.
2. FADAC could be used with the PERSHING, SERGEANT, LACROSSE, and NIKEHERCULES weapon systems.
3. Inaddition to use in fire control systems and missile systems, F'ADAC can also be employed in fire planning, survey computations, counter-battery computation, reduction of meteorological data, and as universal automatic check-out equipment

A universal computer capable of solving all field-artillery fire control problems has always seemed to lie in the future. However, continuous study at Frankford Arsenal on increasing the application of FADAC has yielded results that make this computer a candidate for the title "Universal Artillery Computer".


# PART I <br> MATHEMATICAL MODELS FOR <br> FIRE CONTROL COMPUTING SYSTEMS 

## CHAPTER $1^{*}$ <br> THE ROLE OF THE MATHEMATICAL, MODEL IN THE DESIGN PROCESS

## 1-1 DEFINITION AND IMPORTANCE OF A MATHEMATICAL MODEL

In Section 1 t of the Fire Control Series, a mathematical model is defined as any scheme for the manipulation of ideas in a group wherein the individual ideas are identified by means of more orless abstract symbols and wherein manipulations are conducted in accordance with precise rules of logic. Mathematical models take on a variety of forms, depending upon the particular system they are being used to study. Such models provide the system designer with a powerful tool that enables him to develop a system not merely by intuition and trial and error with the physical system but by bringing to bear on his problem a considerable body of mathematical techniques, and thereby raises his design process from an art to a science.

The first requirement and advantage that the system designer faces in using mathematical models is that of deriving an accurate model for the physical system being considered. If the designer is to carry out this step in a satisfactory manner, he must understand the system and the interrelationships between its parts in considerablymore detail than he might otherwise be forced to employ. Formulation of the model is thus of value in itself, but usually is taken as the first step in a mathematical study aimed at optimizing certain parameters in the system. This optimization may be carried out using purely analytical techniques, graphical techniques, or by studying the model on either an analog or a digital computer. Chapter 2 outlines a number of these techniques. As back-
ground for this discussion, par. 1-2 summarizes some of the more important mathematical expressions used for describing important natural laws that relate to physical systems, and par. 1-3 summarizes the characteristics and limitations of mathematical models.

## 1-2 MATHEMATICAL MODELS FOR PHYSICAL SYSTEMS

If one is to establish a mathematical model or description for a physical system, he must be able to express causes and effects in mathematical terms for each individual element of the system and be able to describe mathematically the manner in which these elements interact. Depending on the purpose of the specific analysis, the individual elements may be single components -such as resistors, capacitors, and vacuum tubes -- or complete amplifiers or even a complete radar set. Instead of electric-circuit elements, the system may be composed of mechanical components -- such as springs, dampersand inertial elements -- or of fluid elements -- such as valves, orifices, and fluid pumps and motors. Some systems likewise contain magnetic, acoustic, or thermal elements. Frequently, a complex system includes a mixture of elements of several of these types.

Fortunately, the modern analyst is able to draw on the work of Newton: Kirchoff, d'Alembert, Coulomb, and many others who were able to formulate mathematical relationships to express their experimental observations on particular physical systems.

[^3]Basic requirements for the analyst who desires to formulate a mathematical description for a system are (1) that he understand thoroughly the laws relating to the types of elements from which his system is composed and (2) that he understand the range of variables for which the elements of his physical system behave as ideal elements by obeying the ideal laws, and the manner in which their performance departs from the ideal outside this range. It is impossible in a single chapter to outline all the relationships that an analyst would require in analyzing the various systems with which he might be confronted. However, a brief discussion of several illustrative mathematical descriptions for physical systems is provided, and a number of other relationships are tabulated.

In order to develop and utilize mathematical descriptions for physical systems, it is first necessary to define the symbols that are to be used in writing these descriptions. Although agreement on symbols is far from unanimous, the discussion which follows uses symbolsthat have received wide usage.

As an illustration of a basic mathematical description of a physical phenomenon, consider one of the fundamental laws of electrostatics. Out of some of the earliest work on static electricity grew the concept of electric charge, which gradually has come to be represented symbolically by the letter $q$. Early experimenters found that if two point charges of electricity of opposite kind are in the neighborhood of each other, they exert attractive forces on each other. If they are of the same kind, however, they exert repulsive forces on each other. Furthermore, the force that one exerts on the other is determined by the distance between the charges and the magnitude of the charges. The work of Cavendish and Coulomb in the late 1780's established the inverse-square law of electrostatic force, which states that the force between two point charges of electricity is directly proportional to the product of the charges and inversely proportional to the square of the distance between them. Mathematically, this statement, which has come to be called Coulomb's law, takes the form

$$
\begin{equation*}
F=K \frac{q_{A} q_{B}}{r^{2}} \tag{1-1}
\end{equation*}
$$

where Frepresents the force between the two point charges, $q_{A}$ and $q_{B}$ represent the two charges, $r$ represents the distance by which the charges are separated, and $K$ is the proportionality constant. This constant depends upon the units used to measure the force, the distance, and the charges and also upon the medium in which the experiment is conducted. The force found when this experiment is performed in ahigh-quality insulatingoil differs fromthat found when the experiment is performed in air. For such an experiment, the pertinent parameter of the medium is its dielectric constant $k$. In terms of this constant, Eq. 1-1 can be rewritten in the form

$$
\begin{equation*}
F=K_{I} \frac{q_{A} q_{B}}{k r^{2}} \tag{1-2}
\end{equation*}
$$

where $\mathrm{K}_{1}$ depends only on the units in which the quantities are measured.

As man's understanding of electricity grew, he discovered ways to produce steady flows of current I which he then associated with the rate at which charge was moving through a system, i.e.,

$$
\begin{equation*}
I=\frac{d q}{d t} \tag{1-3}
\end{equation*}
$$

He also discovered that when a battery (voltaic cell) was connected in a closed circuit the current that flowed was determined by the voltage $E$ of the cell and a property of the circuit determined by the length, crosssectional area, and composition of the conductors. This property of the circuit came to be known as its resistance $R$ and $O h m$ deduced the following relationship which now bears his name:

$$
\begin{equation*}
\mathrm{If} ?=\mathrm{E} \tag{1-4}
\end{equation*}
$$

Beginning with Oersted's discovery in 1820 that a magnetic needle tends to set itself' at right angles to a wire through which an electric current is flowing, Faraday and others began to experiment with, and attempt to discover the laws that govern, phenomena of
electromagnetic induction. Their efforts led to the definition of such new quantities as inductance $L$ and to new laws such as

$$
\begin{equation*}
e=L \frac{d j}{d t} \tag{1-5}
\end{equation*}
$$

which relates the instantaneous voltage e across an inductance to the rate at which the instantaneous current $i$ through the inductance is changing.

As knowledge of the behavior of electrical systems grew, so did the knowledge of other types of systems, such as mechanical, hydraulic, and thermal systems. Furthermore, certain similarities were found to exist between the ways in which entirely different types of systems performed. For example, the flow of current through a conductor was likened to the flow of water through a pipe. In each case, it was observed that the flow increased as the forcing function (voltage or pressure) increased.

Table 1-1 lists the principal elements and parameters used to describe physical systems, and gives symbols and units that are comnionly used in describing these systems. it should be understood, of course, that other systems of units also find wide usage. In particular, the MKS (meter, kilogram, second) system of units is rapidly becoming the standard for all educational systems and governments. Accordingly, pertinent information concerning physical constants and conversion factors in terms of the MKS system is presented in the appendix to this chapter.

Table 1-2 furtherdevelops the similarity between different physical systems by summarizing the expressions for power dissipation and energy storage, and giving the differential equation that describes a simple system containingone of each of the types of elements belonging to a particular family. It should be noted that two rows of entries appear for each system and that the associated differential equations are of the same form. The reason for this similarity can be illustrated by examination of the two equivalent electrical networks shown in lig. 1-1. The top network represents a parallel combination of a conductance (reciprocalresistance), an inductance, arid a capacitance driven by a current generator. The lower network repre-
sents a series combination of these same elements (withresistance shown in place of conductance) driven by a voltage generator. In the first case, it is desired to set up an expression for the instantaneous voltage $e(t)$ across the network, while in the second the instantaneous current $i(t)$ flowing in the network is desired.

For the first case, the differential equation from which $e(t)$ can be computed is found by summing the currents through the three elements, i.e.,

$$
\begin{equation*}
i(t)=i_{c}(t)+i_{G}(t)+i_{L}(t) \tag{1-6}
\end{equation*}
$$

Substitution of expressions for these element currents in terms of voltage shows that

$$
\begin{equation*}
i(t)=C \underset{d t}{d e}+G e+\frac{1}{1} \int e d t \tag{1-7}
\end{equation*}
$$

For the second case, the differential equation is formed by equating the applied voltage to the sum of the voltages across the individual elements, i.e.,

$$
\begin{equation*}
e(t)=e_{L}(t)+e_{R}(t)+e_{C}(t) \tag{1-8}
\end{equation*}
$$

When these element voltages are expressed in terms of the loop current $i(t)$, the resultant equation becomes

$$
\begin{equation*}
e(t)-L \frac{d i}{d t} \cdot R i \quad \underset{C}{t} \int_{i d t} \tag{1-9}
\end{equation*}
$$

Comparison of 1Eqs. 1-7 and 1-9 shows that one could be derived from the other if the following substitutions wore made:

$$
\begin{aligned}
& i \rightarrow e \\
& C \rightarrow L \\
& G \rightarrow K \\
& i \rightarrow \frac{1}{C}
\end{aligned}
$$

TABLE 1-1. SYMBOLS AND UNITS.

| System | Parameter or' element | Symbol | Unit | Pictorial symbol |
| :---: | :---: | :---: | :---: | :---: |
| 1. Eleclrical | Voltage | $e$ | volt |  |
|  | Current | i | ampere | R |
|  | Charge | 7 | coulomb | $\sim$ W |
|  | Power | power | watt |  |
|  | Angular velocity | $\omega$ | radians/second | $L$ |
|  | Energy | W | joule |  |
|  | Resistance | $R$ | ohm | C |
|  | Fonductance | $\boldsymbol{G}$ | hrdnoy | - |
|  | Capacitance | C | farad |  |
| 2. Mechanical rectilineal | Force | $f$ | pounds |  |
|  | Velocity | $v$ | feet/second |  |
|  | Displacement | $\Sigma$ | feet | $R$ |
|  | Accelcration | $a$ | feet/second ${ }^{2}$ | J |
|  | Accelcration of gravity | power | 32.2 feet/second ${ }^{2}$ foot-pound/second | $m$ |
|  | Energy | W | foot-pound | $k$ |
|  | Viscous friction | $R$ | pound-second/foot | -ron |
|  | Mass | m | pound-second ${ }^{2} /$ foot |  |
|  | Spring constant | $k$ | pound/foot |  |
| 3. Mechanical rolational | Torquc | T' | pounds-feet |  |
|  | Angular velocity | $\omega, \dot{e}$ | radians/second | $B$ |
|  | Angular |  |  | $K$ |
|  | displacement |  | radians |  |
|  | Energy | power <br> W | forpoun/secon | $J)$ |
|  | Rotational friction | $B$ | pound-foot-second |  |
|  | Inertis | $J$ | pound-foot-second ${ }^{2}$ |  |
|  | IRotational spring |  |  |  |
|  | constant | c | pound-foot/radian |  |
| 4. Hydraulic | Pressure | $p$ | pound/foot ${ }^{2}$ |  |
|  | Flow rate | $q$ | foot ${ }^{3} /$ second |  |
|  | Volume | $V$ | foot3 |  |
|  | Power | power | foot-pound/second | $\underline{R}$ |
|  | Energy | $W$ | foot-pound |  |
|  | IResistance | $R$ | pound-second/foot ${ }^{\text {b }}$ | $M=$ |
|  | Incrtance | $M$ | pound-second ${ }^{2} /$ foot $^{5}$ | $\cdots C$ |
|  | Capacitance | $C$ | foots/pound |  |
|  | Bulk modulus | $B$ | pound/foot ${ }^{2}$ |  |
|  | Density | P | pound/foot ${ }^{3}$ |  |
| 5. Pneumatic | Pressure | $p$ | pound/foot ${ }^{2}$ |  |
|  | Flow rate | $q$ | foot ${ }^{3} /$ second | $R \quad R$ |
|  | Volume | $V$ | foot ${ }^{3}$ | x. |
|  | Powcr | power | foot-pound/second |  |
|  |  | W | foot-pound |  |
|  | Energy Resistance | $R$ | pound-second/foot ${ }^{\text {b }}$ | C |
|  | Inertance | $\stackrel{M}{C}$ | pound-second ${ }^{2} /$ foot ${ }^{5}$ foots/pound |  |
| 6. Thermodynamic | Temperature Heat flow | $e$ | ${ }^{\circ} \mathrm{F}$ | R |
|  |  | $q$ | ETU/second | M |
|  | Heat <br> Resistance Capacitance | H | BTU |  |
|  |  | $R$ | degree-second/13TU |  |
|  |  | $C$ | BTU/degree |  |

TABLE 1-2. SUMMARY OF ANALOGIES.

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{4}{*}{System} \& \multicolumn{3}{|c|}{\multirow[b]{2}{*}{Parametery}} \& \multicolumn{3}{|c|}{\multirow[b]{2}{*}{Elements}} \& \multicolumn{6}{|c|}{Relations between Paranuters and Elements} \& \& \& \& \& \\
\hline \& \& \& \& \& \& \& \multirow[b]{3}{*}{-n.mprative} \& \multicolumn{2}{|l|}{Response Furction} \& \multicolumn{3}{|c|}{Alteruate Response} \& \multirow[b]{3}{*}{Equation of single-degred of-freedoms systm cont:ath ing all tyres of clements} \& \multirow[b]{3}{*}{\[
\underset{\substack{\text { Power } \\ \text { disipanatior. }}}{\text { and }}
\]} \& \multicolumn{2}{|r|}{\multirow[b]{2}{*}{Fnergy Storage}} \& \multirow[b]{3}{*}{Spstrm} \\
\hline \& \multirow[b]{2}{*}{Forcing
function} \& \multirow[b]{2}{*}{Response
function} \& \multirow[b]{2}{*}{\[
\begin{aligned}
\& \text { Alternate } \\
\& \text { fusponsc }
\end{aligned}
\]} \& \multirow[b]{2}{*}{Dissipative} \& \multicolumn{2}{|l|}{Energy Storage} \& \& \multicolumn{2}{|r|}{Energy Storage} \& \multirow[b]{2}{*}{Dissip,ntive} \& \multicolumn{2}{|l|}{Energe Storage} \& \& \& \& \& \\
\hline \& \& \& \& \& 1 \& 2 \& \& 1 \& 2 \& \& 1 \& 2 \& \& \& 1 \& 2 \& \\
\hline \multirow[b]{2}{*}{Electrical} \& voltage \({ }^{\text {e }}\) \& current \(i\) \& charge \(q\) \& resistance \(R\) \& inductance \(L\) \& \({ }_{C}^{\text {cnpncitnnce }}\) \& \(\varepsilon^{\prime}=R i\) \& \(e=L \stackrel{d i}{ }\) \& \(e=d \int i d t\) \& \(c=R^{\text {dq }}\), \&  \& c \& \(L \frac{d i}{d t}+R i+\frac{1}{C} \int i d t=0\) \& power \(=i^{2} R\) \& \(\mathrm{W}=\frac{1}{2} L^{\prime} \mathrm{F}^{*}\) \& \(W^{\prime}=\frac{1}{2} \mathrm{C}_{6}{ }^{\circ}\) \& \\
\hline \& current \({ }^{\text {i }}\) \& voltage e \& \& conductance G \& \({ }_{C}^{\text {cappeitanse }}\) \& \({ }_{L}^{\text {inductance }}\) \& \(i=G e\) \& \(i=c \frac{d c}{d t}\) \& \(i=\frac{1}{L} \int e d t\) \& \& \& \& \(c^{\text {c }} \frac{d c}{d i}+6 i c+{ }_{L}^{1} \int c d t=i\) \& power \(=\boldsymbol{c}\) \& \(W=\frac{1}{2} c^{2}\) \& \(\mathbb{W}=\frac{1}{2} L_{l} z^{*}\) \& Elcetreat \\
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Mechanical \\
Rectilineal
\end{tabular}} \& force \(/\) \& velocity v \& \(\underset{\substack{\text { Hisphace- } \\ \text { a }}}{ }\) \& rectilineal
resistance \(R\) \& mass \(w_{i}\) \& \[
\begin{aligned}
\& \text { reciprocal } \\
\& \text { of spring } \\
\& \text { constant } 1 / k
\end{aligned}
\] \& \(f=R r\) \& \(f=m \frac{d v}{d t}\) \& \(f=k \int v d t\) \& \(f=R^{\frac{d}{d i}}\) \& \(i=m \frac{d}{d l^{2} x}\) \& \(f=k x\) \& \(m \frac{d r}{\underline{i d}}+R r+k \int r d t=\), \& pmer \(=r^{2} R\) \& \(W=2_{2} m^{\prime 2}\) \& \(w=\frac{11}{2} \hat{k} F\) \& Mectermeat \\
\hline \& velocity v \& force \(f\) \& \& \[
\begin{array}{|l|}
\hline \begin{array}{l}
\text { reciprocal of } \\
\text { rectilineal } \\
\text { resistance } \\
\hline
\end{array} / R
\end{array}
\] \& \[
\begin{array}{|l|}
\hline \begin{array}{l}
\text { reci, }, \text {, } \\
\text { ofocal } \\
\text { co spring } \\
\text { coistant } 1 / k
\end{array} \\
\hline
\end{array}
\] \& mass m \& \(v=\frac{f}{R}\) \& \(v=\frac{1}{k} \frac{d y}{d t}\) \& \(v=\frac{1}{m} \int s d t\) \& \& \& \& \(\frac{1}{k} \frac{d}{d t}+\frac{f}{R}+\frac{1}{m} \int f d t=r\). \& poner \(=\frac{\rho}{R}\) \& \(W=\frac{1}{2} \frac{1}{k} j^{2}\) \& \(W=\frac{1}{2} m m^{2}\) \& Recetilin \\
\hline \multirow[t]{2}{*}{Mechanical Rotational} \& torque \(\mathbf{T}\) \& \[
\begin{aligned}
\& \text { angular } \\
\& \text { velocity } \omega
\end{aligned}
\] \& angular
disylacement 0 \& \[
\begin{aligned}
\& \text { rotational } \\
\& \text { resistance } B
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { moment of } \\
\& \text { i icrtia } J
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { reciprocal of } \\
\& \text { rotational } \\
\& \text { spring } \\
\& \text { constant } \mathbf{l / c}
\end{aligned}
\] \& \(\mathrm{T}^{\prime}=B \omega\) \& \(T=J \frac{d \omega}{d t}\) \& \(T=c \int \omega d t\) \& \(T=B \frac{d \theta}{d t}\) \& \(T=J \frac{1 c^{t} \theta}{d d^{*}}\) \& \(T=\infty\) \& \(\int \frac{d \omega}{d l}+B \omega+c \int \omega d t=T\) \& pownr \(=\omega^{2} B\) \& \(w=\frac{1}{2} J \omega^{2}\) \& \(W^{\prime}=\frac{1}{2} \frac{1}{c} r^{2}\) \& Mrehament \\
\hline \& \[
\begin{aligned}
\& \text { angular } \\
\& \text { velocity } w
\end{aligned}
\] \& torque \(T\) \& \& \[
\begin{array}{|l|l}
\text { reciprocal of } \\
\text { rotational } \\
\text { resistance } 1 / B
\end{array}
\] \& Ieciprocal of
lotational
spriut
constant \(1 / c\) \& \[
\begin{aligned}
\& \text { moment of } \\
\& \text { inertia } J
\end{aligned}
\] \& \(\omega=\frac{T}{B}\) \& \(\omega=\frac{1}{c} \frac{d T}{d i}\) \& \(\omega=\frac{1}{J} \int T d t\) \& \& \& \& \(\frac{1}{c} \frac{d T}{d t}+\frac{T}{B}+\frac{1}{J} \int T^{\prime} d t=\omega\) \& power \(=\frac{7^{2}}{R}\) \& \(W=\frac{1}{2} \frac{1}{c} T^{2}\) \& \(W=\frac{1}{2} J \omega^{2}\) \& Untutimas: \\
\hline \multirow[b]{2}{*}{Hydraulic} \& pressure \(p\) \& volumetric
flow flow \(q\) \& volume \(V\) \& \[
\begin{aligned}
\& \text { hydraulic } \\
\& \text { resistance } K
\end{aligned}
\] \& incrtance \(M\) \& \[
\begin{aligned}
\& \text { hydraulic } \\
\& \text { capacitance }
\end{aligned}
\] \& \(p=R_{y}\) \& \(p=s \frac{d q}{d}\) \& \(p=\frac{1}{C} \int q d t\) \& \(p=R \frac{d V}{d t}\) \& \(p=h i \frac{d y}{d l^{2}}\) dit \& V \& \(M \frac{d q}{d q}+R q+\frac{1}{c} \int q d t=p\) \& power \(=q^{2} R\) \& \(W=\frac{1}{2} M q^{2}\) \& \(w=\frac{1}{2} c^{\prime} p^{2}\) \& \\
\hline \& \[
\begin{aligned}
\& \text { volumetric } \\
\& \text { flow } q
\end{aligned}
\] \& pressure \(p\) \& \& \begin{tabular}{l}
reciprocal of \\
hydraulic \\
resistance \(1 / R\)
\end{tabular} \& \begin{tabular}{l}
hydraulic Capacitance \\

\end{tabular} \& inertance $M$ \& $q=\frac{p}{R}$ \& $q=c \frac{d p}{d t}$ \& $q=\frac{1}{M} \int p d t$ \& \& \& \& $c^{d j}{ }_{d i}+\frac{p}{k}+\frac{1}{M} \int p d t=q$ \& power $=\frac{p^{2}}{k}$ \& $W=\frac{1}{2} c_{p}{ }^{2}$ \& $W={ }_{2}^{1} M M^{2}$ \& Hysraulic <br>

\hline \multirow[b]{2}{*}{Pneumatic} \& pressure p \& volumetric flow $q$ \& volume $V$ \& \[
$$
\begin{array}{|l|}
\hline \begin{array}{l}
\text { pneumatic } \\
\text { resistance } R
\end{array} \\
\hline
\end{array}
$$

\] \& inertance M \& \[

$$
\begin{aligned}
& \text { pncumatic } \\
& \text { capacitance }
\end{aligned}
$$
\] \& $p=R q$ \& $p=m$ d \& $\nu=\frac{1}{c} \int q d t$ \& $p=R$ d ${ }^{\text {d }}$ \& $p=M \frac{q \chi V}{d l^{2}}$ \& $p=\frac{V}{C}$ \& $M \frac{d q}{d t}+R q+\frac{1}{c} \int q d t=p$ \& power $=q^{2} R$ \& $W=\frac{1}{2} M q^{2}$ \& $w=\frac{1}{2} c_{\nu^{r}}$ \& <br>

\hline \& $$
\begin{aligned}
& \text { volumetric } \\
& \text { flow } q^{\prime}
\end{aligned}
$$ \& pressure $p$ \& \& \[

$$
\begin{array}{|l}
\text { reciprocal of } \\
\text { pasistaratic } 1 / R
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \text { nncumatic } \\
& \text { eapacitance }
\end{aligned}
$$
\] \& mertance: ill \& $g=\frac{P}{R}$ \& $q=C \frac{d p}{d t}$ \& $q=\frac{1}{M} \int p d t$ \& \& \& \& $c \frac{d p}{d t}+\frac{p}{R}+\frac{1}{i H} \int p d t=q$ \& power $=\frac{p^{2}}{R}$ \& $\mathrm{W}=\frac{1}{2} C p^{2}$ \& $w=\frac{1}{2} \cdot n_{i j}$ \& ?neuni.tic <br>

\hline \multirow[b]{2}{*}{Thermodynamic} \& ${ }_{e}^{\text {temperature }}$ \& \[
$$
\begin{aligned}
& \text { heat flow } \\
& q
\end{aligned}
$$

\] \& heat $H^{\prime \prime}$ \& \[

$$
\begin{array}{|l}
\hline \begin{array}{l}
\text { thermal } \\
\text { resistance } R
\end{array}
\end{array}
$$
\] \& \& thermal

@apacitance \& $\mathrm{e}=R_{q}$ \& \& $\theta=\frac{1}{C} \int q d t$ \& $\theta=R \frac{d H}{d l}$ \& \& ${ }^{e}=!!c$ \& $R q+\frac{1}{C} \int q d t=\theta$ \& \& \& \& <br>
\hline \& ${ }_{q}^{\text {heat flow }}$ \& ${ }_{\text {temperature }}$ \& \& ${ }_{\text {thermal }}^{\text {conductance }} \mathrm{G}$ \&  \& \& $q=\mathrm{Ge}$ \& $q=C \frac{d \theta}{d \theta}$ \& \& \& \& \& $C \frac{d \theta}{d t}+G \theta=q$ \& \& \& \& Thermody name <br>
\hline
\end{tabular}



Figure l-1. Equivalent, or dual, electrical networks.
'The reciprocal quantities $\frac{1}{L}$ and $\frac{1}{C}$ are sometimes designated $\Gamma$ and $S \sim$ fespectively, whereupon the last correspondence above beconies

$$
\Gamma \rightarrow S
$$

When the differential equations describing two networks composed of the same class of physical elements (such as electrical or mechanical) correspond in this manner, the netivorks are called duals. For alargeclass of networks, such duals exist and frequently represent alternative means for realizing a given type of dynamic system performance. $\dagger$

Techniques for formulating the integrodifferential equations for electrical ne? $\boldsymbol{q}_{\uparrow}$ works ${ }^{2,3+t a n d ~ f o r ~ m o r e ~ g e n e r a l ~ s y s t e m s ~}$ have now been developed to a high degree. A set of these equations sufficient to describe a given system that is under considerationrepresents a mathematical model for the system, and the development of such a model constitutes the first step toward determination of the performance characteristics of this system. The fact that a variety of differenttypes of physical systems can bc described by equations of the same form facilitates considerably the study of a variety of systems.

The equations shown in Table 1-2 describe the restricted but veryimportant class of:linear systems. While any physical system can be driven into regions of nonlinear operation, many systems do behave in an essentially linear fashion over a wide uscful operating range. The reason why systems that operate in an essentially linear manner are so important is tliat the mathematical techniques for analyzing sucli systems are highly developed and relatively easy to apply. Consequently, although the analyst sliould always keep before him a clear picture of the ways in which tlie system he is studying departs from linearity, he should, as a first step in his analysis, determine whether or not useful results could be obtained from study of a linearized representation of the system. If, under normal use, the system operates in an cssentially linear fashion, very useful preliminary estimates of system characteristics can he obtained at much less effort than if the nonlinearities were included. At alater stage in the analysis, it may be desirable to include nonlinear terms in the niathematical model, but their inclusion substantially increases the difficulty of obtaining analytic. solutions and may force the analyst to resort to computer methods of solutior. $*: *$ While a computer solution can frequently serve in suchacircumstance to provide a more faithful representation of a system than might otherwise be obtainable, a good general rule to observe is the following: If one can obtain a satisfactory solution without the use of a computer, he should do so since he will then be likely to better understand the problem.

## 1-3 CHARACTERISTICS AND LIMITATIONS OF MATHEMATICAL MODELS

A mathematical model is merely a convenient way in which to describe a physical system. If such a model is to be useful, it must (1) represent the physical system sufficiently well that solutions obtained by studying the model yield useful information about

[^4]the performance of the actual system and (2) be amenable to analysis. Actually, neither of these requirements is absolute. A crude mathematical model may be easy to study and may provide very useful information, while a more sophisticated model might yield considerably more accurate results but might be very difficult to study. While misleading results may be obtained if the model used does not take into account all the significant system characteristics, there is little point in employing a model that is more complex than is required to obtain results that are of sufficient accuracy fortlie particular purpose at hand. The experienced analyst employs simplemodels during the early stages of his investigation as a means for examining a broad range of possible systems and establishing preliminary bounds on system parameters. As the design proceeds, the model may be elaborated upon so as to represent the system more accurately. E'urthermore, in the latter stages of analysis, it may be desirable to determine how the system performs when subjected to inputs and disturbances that can be described only in a statistical manner or when certain system parameters deviate in some randomly described fashion from the design values. While such effects can be included in the mathematical model, the resulting equations frequentlybecome so complex as to preclude analytic solution and require simulation on an analog or a digital computer.

With more complex systems, the analyst may initially be unable to formulate as precise a mathematical model as he may wish. In fact, if the phenomena involved in some portion of the system are not well understood, the analyst may be forced to collect experimental data on that portion of system and then attempt to develop a mathematical model that will correspond with the data. This may require considerable effort and involve a number of attempts at refining the model or developing completely different ones as the phenomena involved become better understood.

Possibly the greatest danger tliat the analyst faces in using a mathematical model lies in his placing too much reliance on the fact that he has been able by one means or another to formulate and obtain solutions from a mathematical model, and then being misled
by tlie results obtained. The solutions may be 100 percent correctbut the model may not represent the physical system, either as aresult of an actual errorintroduced in formulating it or because intentional simplifications have been made for the purpose of reducing the mathematical complexity and subsequentlythese simplifications have been forgotten. This type of pitfall is best avoided by experience and by comparison, at appropriate steps in the design, of results obtained from the model or subportions of it with experimental results obtained directly, using corresponding portions of the actual system. At some stages in the development of a complex device or system, it is frequentlyappropriate to run simulation studies in which portions of the physical equipment from the actual system are employed, while the remainder is simulated on a computer or with special-purpose devices. In fact, this technique is frequently carried to the point where essentially the whole system is tested by supplying it with simulated inputs and possibly by substituting dummy loads or synthetic disturbing torques on the output. In this manner, the system can be exercised forextended periods under conditions much more favorable for the experimenter and frequently at very great savings in both time and money. For example, test of a fire control system against real targets is much more difficult and time consuming than determination of its performance when subjected to synthetic inputs. Model studies do not remove the necessity for performing a final evaluation of a system under actual field conditions but, if the model studies have been well thought out and carried through, the field tests should proceed very smoothly.

The analyst's normal wishes are (1) to refine his model so that results obtained from it correspond very closely to those obtained from tests on the actual system and (2) to study the model in sufficient detail to enable him to arrive at parameters that will give optimum performance of the system. However, the optimum-parameter settings for well-designed systems are usually rather broad. Furthermore, a mathematical model necessarily differs from the physical system it is designed to describe and discrepancies necessarily exist between the performance of the model and of the physical system. Determination of the time at which it is appropriate
to terminate model studies and freeze the design of the actual system is one of the major decisions facing a project engineer. Unfortunately, as with many decisions of this type, little of general value can be said. Each situation must be examined in the light of the applicable technical background for the design and the nontechnical pressures for completion of the project. Experience in the technical areas involved and basic good judgment
are the most important factors in reaching an appropriate decision.

The chapter which follows outlines the principal mathematical tools used by the system designer and discussesthe use of mathematicalmodels to determine system accuracy and dynamic performance. This material represents information that is essential for the man engaged in the design of systems where dynamic effects are important.

## APPENDIX TO CHAPTER $1^{*}$ PHYSICAL CONSTANTS AND CONVERSION FACTORS

A. G. McNish $\dagger$
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[^5]
## Physical Constants and Conversion Factors

The tables in this chapter supply some of tho more commonly nceded physical constants and conversion factors.

All scientific measurements are based upon four internationnl arbitrarily adopted units, the magnitudes of which are fixed by four agreed on standards:

Iength-the metor-fixed by tho vacuum wavelength of radiation corresponding to tho transition $2 P_{10}-5 D_{5}$ of krypton 86

## ( 1 meter $=1650763.73 \lambda$ )

Mass - the kilogram - fixed by the international kilogram at Sèvres, France.

Time-the second-fixed as, $1 / 31,556,925.9747$ of the tropical year 1900 at $12^{\mathrm{b}}$ ephemeris time.

Temperature-the degree-fixed on a thermodynamic basis by taking the temperature for the triple point of natural water as $273.16{ }^{\circ} \mathrm{K}$. (The Celsius scale is obtained by adding $\mathbf{- 2 7 3 . 1 5}$ to the Kelvin scale.)

All other units are defined in terms of them by assigning the value unity to the proportionality constant in each defining equation, the system so der:ved being called the MKS system. 'Taking the $1 / 100$ part of the ineter as the unit of length and the $1 / 1000$ part of tho kilogram as the unit of mass similarly gives rise to the CGS system, often used in physics and chemistry. The more common named units arid their conversion factors are given in Table A-I.

Table A-I. Common Units and Conversion Factors

| Quantify | MKS name | $\underset{\text { name }}{\substack{\text { CGS }}}$ | MKS unit! CGS unzt |
| :---: | :---: | :---: | :---: |
| Force, F | newton | dyne | $10^{3}$ |
| Energy, W | joule | crg | 107 |
| Power, $\mathbf{P}$ | watt | -.... | 107 |

The practical, or MKSA, electrical units are defined by the force per unit length between two infinitely long parallel filamentary conductors carrying current when unit distance apart in a vacuum by the equation $\Gamma_{m} I_{1} I_{2} / 4 \pi=2 F$. If $F$ is in newtons and $\Gamma_{m}$ bas the nuinerical value $4 \pi \times 10^{-7}$ then $I_{1}$ and $I_{2}$ are measured in terms of the practical unit, the ampere. The cusiomary equations of the rationalized MKSA system then define the other electric and magnetic units. The force between electric charges in a vacuum in this systeni is given by $Q_{1} Q_{2} / 4 \pi \Gamma_{e} r^{2}=F, \Gamma_{0}$ having the numerical vuluo $10^{7} / 4 \pi c^{2}$ where $c$ is the speed of light in meters per sccond ( $r_{0}=$ $8.854 \times 10^{-12}$ ).

The CGS unratiorialized system is obtained by deleting $4 \pi$ in the denominators in these cquations and expressing $F$ in dynes nnd $r$ in centimeters Setting $\Gamma_{m}$ equal to unity defines the CGS unrationalized electromagnetic system (emu), $\quad \mathbf{r}$, taking the numerical value of $1 / c^{2}$. Setting $I^{\prime}$. equal to unity defines the CGS unrationalized electrostatic system (osu), $\Gamma_{m}$ taking, the numerical value of $1 / c^{2}$.

The Lorentz-Heaviside system involves a different process of rationalization.

Table A-11. Names and Conversion Factors for Electric and Magnetic Units


Example: If the value assigned to a current is 100 amperes its value in abamperes is $100 \times 10^{-1}=10$.

* Divide this number by $4 \pi$ if unrationalized MIS svstem is involved; other numbers nee unchanged.


 in which ilve utomic mass innit（ $u$ ）is defined at $1 / 12$ of the mans of the atom of the ${ }^{12} \mathrm{C}$ nuelide．

Table A－111．Adjusted Values of Constants

| Conatant | Symbol | Volue． | Eat．$\ddagger$ error limit | Unit |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Systèınc International （M KSA） |  | Centimrter－gram－second （C：SS） |  |
| Spreed of light in vacuum． | c | 2.997925 | 3 | $\times 10$ | $m n^{-1}$ | $\times 10^{10}$ | $\mathrm{cm}^{-1}$ |
| Filement ary clarge | e | 1． 00210 | 7 | $10^{-11}$ | C | $10^{-20}$ | $\mathrm{cm}^{1 / \mathrm{g}^{1 / 2}}$ |
|  |  | 4．80298 | 20 | － |  | $10^{-10}$ | $\mathrm{cm}^{2} \mathrm{ng}^{1 / n_{8}-1} \dagger$ |
| Avogalrorotmant | $N_{1}$ | 6.02252 | 28 | $10^{20}$ | mol－1 | $10^{5}$ | $\mathrm{mol}^{-1}$ |
| lilertron rest mans． | $m$ 。 | 9.1091 | 4 | $10^{-} \downarrow$ | $\mathbf{k g}$－ | $10^{-m}$ | 5 |
|  |  | 5．48597 | 9 | 10－4 | $u$ | $10^{-4}$ | 13 |
| l＇roton reat masa． | $m$ 。 | 1． 67252 | 8 | $10^{-87}$ | kg | $10^{-9}$ | E |
|  |  | 1． 00727663 | 24 | $10^{\circ}$ | 11 | $10^{\circ}$ | u |
| Neutron reat masa | m＊ | 1.67182 | 8 | $10^{-87}$ | kg | $10^{-9}$ | E |
|  |  | 1.0086654 | 13 | 100 | u | $10^{\circ}$ |  |
| Farailay constant | $F$ | 9．61870 | 16 | 104 | $\mathrm{Cmol}^{-1}$ | $10^{\circ}$ | $\mathrm{cm}^{1 / n_{8} 1^{1 / m o l}{ }^{-1} \text {＊}}$ |
|  |  | 2.89261 | 5 |  |  | $10^{14}$ | $\mathrm{cm}^{2 / 2} \mathrm{~g}^{1 / 8 \mathrm{~s}^{-1} \mathrm{~mol}}{ }^{-1} \dagger$ |
| Planck constant． | h | 6.6256 | 5 | $10^{-24}$ | J s | $10^{-37}$ | erg ${ }^{\text {b }}$ |
|  | $N$ | 1.05450 | 7 | $10^{-24}$ | J s | $10^{-87}$ | erg ${ }^{\text {s }}$ |
| Fine atructure constant | $\boldsymbol{\alpha}$ | 7.29720 | 10 | $10^{-1}$ |  | $10^{-1}$ |  |
|  | 1／a | 1.370388 | 19 | 10 |  | $10^{2}$ |  |
|  | $\alpha / 2 \pi$ | 1． 161385 | 16 | $10^{-1}$ |  | $10^{-3}$ |  |
|  | $a^{1}$ | 5.32492 | 14 | $10^{-3}$ |  | $10^{-3}$ |  |
| Charge to masm ratio for electron．．． | e／m． | 1.758796 | 19 | $10^{11}$ | C kg ${ }^{-1}$ | 107 | $\mathrm{cm}^{1 / 2} \mathrm{~g}^{-1 / 2}$ |
|  |  | 5.27274 | 6 |  |  | $10^{\prime \prime}$ | $\mathrm{cm}^{3 / 2} \mathrm{~g}^{-1 / 2_{8}-1} \dagger$ |
| Quantumeharge ratio． | $h / e$ | 4． 13556 | 12 | $10^{-13}$ | $J \cdot C^{-1}$ | $10^{-7}$ | $\mathrm{cm}^{3} n_{g^{1 / 2}}-1$ |
|  |  | 1.37947 | 4 |  |  | $10^{-17}$ | $\mathrm{cm}^{1 / g^{1 n}} \dagger$ |
| C：mption wavelength of electron．． | $\lambda_{c}$ | 2.42621 | 6 | $10^{-12}$ | m | $10^{-10}$ | cm |
|  | $\lambda_{c} / 2 \pi$ | 3．86114 | 9 | $10^{-13}$ | m | 10－11 | cm |
| Compton wavelength of proton．．．． | $\lambda_{r . p}$ | 1.32140 | 4 | $10^{-15}$ | m | $10^{-12}$ | cm |
|  | $\lambda_{r} \boldsymbol{R}_{\text {s }} / 2 \pi$ | 2． 10307 | 6 | $10^{-16}$ | m | $10^{-14}$ | cm |
| ligdiberf conmtamt | $\boldsymbol{R}_{\text {c }}$ | 1.0973731 | 3 | 107 | $m^{-1}$ | 105 | $\mathrm{cm}^{-1}$ |
| leblir radiua．．．．． | $a_{0}$ | 5.29167 | 7 | $10^{-11}$ | m | 10－＇ | crn |
| Fleriron radius． | $r^{6}$ | 2.81777 | 11 | $10^{-13}$ | m | $10^{-11}$ | cm |
|  | $r_{e}^{2}$ | 7.9398 | 6 | $10^{-50}$ | $\mathrm{m}^{\prime}$ | $10^{-x}$ | cm＇ |
| ＇lhomson croas serlion | $8 \pi r_{3}^{3} / 3$ | 6.6516 | 5 | $10^{-50}$ | $\mathrm{m}^{\prime}$ | $10^{-24}$ | cm ${ }^{3}$ |
| Gyromagnetic ratio of proton．．．． | $\gamma$ | 2.67519 | 2 | $10^{\prime \prime}$ | $\mathrm{rad} 8^{-1} \mathrm{~T}^{-1}$ | $10^{4}$ | rad s ${ }^{-1} \mathrm{G}^{-1}$＊ |
|  | $\gamma / 2 \pi$ | 4.25770 | 3 | 107 | $\mathrm{Hz} \mathrm{T}^{-1}$ | $10^{4}$ | $\mathrm{s}^{-1} \mathrm{G}^{-1}$ ． |
| （uncorrerted for diamagnetism． | $\gamma^{\prime}$ | 2.67512 | 2 | $10^{3}$ | rado－ $\boldsymbol{T}^{-1}$ | $10^{4}$ | rad $\theta^{-1} \mathrm{G}^{-1}$＊ |
| $\mathrm{H}_{2}(\mathrm{O})$ | $\gamma^{\prime} 12 \pi$ | 4.25759 | 3 | $10^{7}$ | $\mathrm{Hz} \mathrm{T}^{-1}$ | $10^{3}$ | ${ }^{-1} \mathbf{G}^{-1}$ ． |
| Buhr magneton． | $\mu_{\text {R }}$ | 9.2732 | 6 | $10^{-4}$ | J T－${ }^{\text {－}}$ | $10^{-21}$ | erg $\mathrm{G}^{-1}$ ． |
| 入urlear magricton | ${ }_{\mu}{ }_{\text {N }}$ | 5.0505 | 4 | $10^{-87}$ | J T－1＊ | $10^{-24}$ | erg $\mathrm{G}^{-1}$＊ |
| 1＇roton moment． | $\mu_{0}$ | 1.41019 | 13 | $10^{-m}$ | J T－1 | $10^{-m}$ | $\operatorname{erg} \mathrm{G}^{-1}$－ |
|  | $\mu_{0} / \mu_{N}$ | 2.79276 | ？ | $10^{\circ}$ |  | $10^{0}$ |  |
| （inmeorrected for diamsgnetism， $\mathrm{ll}_{2} \mathrm{O}$ ） | $\mu^{\prime}{ }_{p} / \mu_{N}$ | 2.79368 | 7 | $10^{0}$ |  | $10^{\circ}$ |  |
| Anomaloum electron moment corrn． | $\left(\mu_{e} / \mu_{0}\right)-1$ | 1． 159615 | 15 | $10^{-3}$ |  | $10^{-2}$ |  |
| Z．erman mplitling constant | $\mu_{R} /$ he | 4． 66.858 | 1 | $10^{1}$ | $m^{-1} \mathbf{T}^{-1}$ | $10^{-5}$ | cm－1G ${ }^{-1}$ |
| Gias ronatant | $\boldsymbol{R}$ | 8.3113 | 12 | $10^{\circ}$ | $\mathrm{J}^{0} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}$ | 107 | erg ${ }^{0} \mathrm{~K}^{-1}$ mol－1 |
| 入ormal vilime periect gas． | ${ }^{\circ}$ | 2.21136 | 30 | $10^{-2}$ | $\mathrm{in}^{\mathbf{2}} \mathrm{mol}^{-1}$ | 104 | $\mathrm{cm}^{3} \mathrm{~mol}-1$ |
| Bultrmant comblat | $k$ | 1． 38051 | 18 | $10^{-20}$ | $\mathbf{J}^{\circ} \mathbf{K}{ }^{-1}$ | $10^{-16}$ | $\operatorname{erg}^{\circ}{ }^{\circ} \mathrm{K}^{-1}$ |
| Firat raliation conctant（ $2 \pi / \mathrm{c}^{2}$ ）． | $c_{1}$ | 3． 7105 | 3 | $10^{-14}$ | $\mathbf{W} \mathrm{m}^{\text {d }}$ | $10^{-3}$ | erg cmin ${ }^{-1}$ |
| Secomil radution comatant | $c_{2}$ | 1.43879 | 19 | 10－1 | $\mathrm{ml}^{\circ} \mathrm{K}$ | $10^{\circ}$ | $\mathrm{cm}^{\circ} \mathrm{K}$ |
| $W_{\text {ient }}$ dioplicrement romatant．． | $b$ | 2.8978 | 4 | 10－3 | $\mathrm{m}^{\circ} \mathrm{K}$ | $10^{-1}$ | $\operatorname{cin}^{\circ} \mathrm{K}$ |
| Siefan－Bolizmant constant | ${ }^{\circ}$ | 5.6697 | 29 | $10^{-8}$ | W me ok－ | $10^{-3}$ | erg $\mathrm{cm}^{-2} \mathrm{n}^{-1}{ }^{0} \mathrm{~K}-4$ |
| Ciravilutiomal romstant | Cr | 6.670 | 15 | 10－11 | $\mathrm{N} \mathrm{m}^{\mathbf{1}} \mathrm{kg}^{\mathbf{- 1}}$ | $10^{-8}$ | dyncmi $\mathrm{g}^{-8}$ |

Table A-IV. Miscellancous Conversion Factors
Standard gravity $g_{0} \quad=9.80655 \mathrm{mi} \mathrm{sec}^{-2}$
Standard atmospheric pressure $P_{0} \quad=1.013250 \times 10^{5}$ newtons $\mathrm{m}^{-2}$
$10^{6}$ dynes $\mathrm{cm}^{-2}$
1 Thermodynamic calorie ${ }^{2}$ cal $_{c}$
$1 I T$ caloric ${ }^{3} \mathrm{cnl}$,
$=4.1840$ joules
$=4.1868$ joules
1 liter 1
$=1.000028 \times 10^{-3} \mathrm{~m}^{3}$
1 Angstrom unit $\AA$
1 Bar
$=10^{-10} \mathrm{~m}$
$=10^{5}$ newtons $\mathrm{m}^{2}$
$10^{6}$ dynes $\mathrm{cm}^{2}$
1 Gal
$=10^{-2} 111 \mathrm{sec}^{-2}$
$1 \mathrm{~cm} \mathrm{sec}^{-2}$
1 Astronomical unit a.u.
1 Light year
1 Parsec
$=1.495 \times 10^{11} \mathrm{~m}$
$=9.46 \times 10^{16} \mathrm{~m}$
$=3.08 \times 10^{16} \mathrm{~m}$
$=3.26$ light years
1 Curie, the quantity of radioactive material undergoing $3.700 \times 10^{10}$ disintegrations $\mathrm{sec}^{-1}$.
1 Roentgen, the exposure of $x$ - or gamma racliation which produces together with its secondaries $2.082 \times 10^{9}$ electron-ion pairs in 0.001293 gin dry air.
Formula for index of refraction of atmosphere for radio waves $\left(f<3 \times 10^{10}\right)(n-1) 10^{6}=(77.6 / T)(p i$ $4810 e / T)$, where $n$ is refractive index; $T$ temperature ${ }^{\circ} \mathrm{K} ; \mathbf{p}$ total pressure in millibars, $e$ water vapor partial pressure in millibars.

Factors for converting the customary United Stntcs units to units of tlie metric system arc given in Table A-v.

Table A-V. Factors for Converting Customary U.S. Units to Metric Units

| 1 yard | 0.0144 meter |
| :---: | :---: |
| 1 foot | 0.3048 meter |
| 1 inch | 0.0254 meter |
| 1 statute mile | 1609.344 meters |
| 1 nautical mile (internutional) | 1852 meters |
| 1 pound (avtlp.) | 0.45359237 kilogram |
| $10 \%$ (avdp.) | 0.0283495 kilogram |
| 1 pound force | 4.44823 newtons |
| 1 slug | 14.5939 kilogr'mms |
| 1 poundal | 0.135255 newtons |
| 1 foot pound | 1.35582 joules. |
| Temperature (Filhrenheit) | $32 \dashv(9 / 5)$ (temperature (edsius) |
| 1 British thermal unit * | 1055 joul's |

[^6]
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# CHAPTER 2* <br> DETERMINATION OF THE ACCURACY AND DYNAMIC RESPONSE OF A SYSTEM FROM STUDIES OF ITS MATHEMATICAL MODEL 

## 2-1 INTRODUCTION

As discussed in par. 1-2, the first step the analyst faces in carrying out a theoretical study of the performance of a system is that of establishing a mathematical model for the system. He doesthis based upon aknowledge of the basic laws that describe mechanical, electrical, hydraulic, and other systems (including combinations of these systems) and upon a thorough and detailed understanding of the particular system with which he is concerned. The result of this step usually takes the form of a differential equation or, more generally, a set of differential equations that, in mathematical terms, describe the performance of the system.

The next step is to solve these equations by either analytic techniques or computer simulation techniques soas to obtain specific information showing how the system would respond to differenttypes of inputs. This enables the designer to select the adjustable system parameters in such a way as to optimize system performance.

The first part of this chapter (see par. 2-2) surveys analytic techniques. Specifically, the application of such mathematical techniques as linear- differential- equation theory, frequency-domain analysis, fre-quency-response techniques, block diagrams and signal-flow graphs, statistical theory, and nonlinear analysis are described. The second part of the chapter (see par. 2-3) provides a brief discussion of the way in which analog and digital simulation techniques can be em-
ployed in studying mathematical models that are too complex for analysis by direct analytic techniques. The thirdpart of this chapter (see par. 2-4) describes the application of digital computation tothe branch of mathematics known as numerical analysis and summarizesthe main aspects of the numerical techniques that can now be employed. Since a thorough discussion of these topics is beyond the scope of this handbook, a number of the more important references in each area are provided in order to enable the reader to obtain further information concerning those topics he finds of particular interest,

## 2-2 MATHEMATICAL TECHNIQUES

## 2-2.1 GENERAL

This summary of mathematical techniques deals with various methods of determining.the dynamic response of physical systems from the differential equations that describe them. The type of response sought depends upon several factors: the specifications of the system; the design procedure adopted; and'the limitations imposed by test conditions encountered when seeking experimental verification of the design performance.

Differential equations can be classified as follows:.
(a) Linear differential equations with constant coefficients.
(b) Linear differential equations with time-varying coefficients.
(c) Nonlinear differential equations.

[^7]Of these three classes, constant-coefficient linear differential equations are, by far, the most widely used and the best understood. The subject matter of par. 2-2.2 through par. 2-2.6 is focused exclusively on methods of solving equations in this class. For a discussion of nonlinear differential equations and some of the techniques employed for treating them, see par. 2-2.7 through par. 2-2.7.3.4. Linear differential equations with time-varying coefficients represent an intermediate case and are discussed in par. 2-2.7 in connection with nonlinear analysis.

## 2-2.2 LINEAR-DIFFERENTIAL-EQUATION THEORY

The general form of a linear differential equation with constant coefficients is

$$
\begin{equation*}
\sum_{i=0}^{n} a_{1} \frac{d^{i} x}{d t_{i}}=\sum_{j=0}^{m} b_{j} \frac{d j_{w}}{\substack{d+j \\ w_{1}}} \tag{2-1}
\end{equation*}
$$

where the a's and b's are the constant coefficients, $x(t)$ is the response function, and $y(t)$ is the input function. The equation is linear because the response to a sum of component input functions equals the sum of the responses to each ofthe component input functions. The highest-order derivative of the response, $x(t)$, that is present in the equation is called the order of the equation. Thus, Eq. 2-1is an equation of the nth order. The information necessary for a complete solution of the equation is astatement of the initial value of the response and the initial values of its first n-1 derivatives, as well as specification of the input, $y(t)$. By changing the initial conditions, one obtains a different solution. In the classical method of solution, the response can be separated into two parts: (1) a general or homogeneous solution, and (2) a particular solution. The complete solution of the differential equation is the sum of the general solution and the particular solution. The general solution always has the form of a sum of exponentials with real and complex arguments; the particular solution has the same form as the input or a sum of the input and its derivatives. The general solution is often called the force- free or transient solution; the particular solution is called the forced or steady-state solution. Each term in thetransient solution is called a nor-
mal response mode or characteristic of the equation.

The complete solution of a linear differential equation can be represented in general terms by the relationship

$$
\begin{equation*}
x(t)=x_{p}(t)+\sum_{k=1}^{n} A_{k} e^{p_{k}{ }^{\prime}} \tag{2-2}
\end{equation*}
$$

where $x_{p}(t)$ is the particular solution, the $p_{k}{ }^{\prime} s$ are the roots of the characteristic equation, and the $A_{k}$ 's are polynomial functions of $t$. If there are no multiple roots, the $A_{k}$ 's are con-stant-amplitude coefficients. The $A_{k}$ 's and $p_{k}{ }^{\prime} s$ are, in general, complex numbers that must occur in conjugate pairs if the coefficients $a_{i}$ (Eq. 2-1) are real.

Theterm "root" is applied to each of the $p_{k}$ 's because these numbers canbe found from the differential equation by treating the differentiating operator $d / d t$ as a real variable, replacing it by the symbol $p$ for convenience, and setting $y(t)$ equal to zero. The algebraic equation that results from making such substitutions in Eq. 2-1 is

$$
\begin{equation*}
\sum_{i=0}^{n} a_{i} p^{i}=0 \tag{2-3}
\end{equation*}
$$

This equation is known as the characteristic equation. The roots of Eq. 2-3, when determined, give the $p_{k}$ 's of the normal response modes of Eq. 2-2.

The classical procedure for solving con-stant- coefficient linear differential equations is covered in many textbooks, for example, see Refs. 1, 2, 3, and 4. The use of more powerful tools for treating differential equations, such as Laplace and Fourier transforms, are discussed in par. 2-2.3 through $2-2.3 .3$. For situations where the input is sinusoidal or is stochastic, additional special techniques are used. These techniques are discussed respectively in par. 2-2.4 and par. 2-2.5. The use of block diagrams and signalflow graphs is described in pars. 2-2.5.1 through 2-2.5.2.

## 2-2.3 FREQUENCY-DOMAIN ANALYSIS

## 2-2.3.1 Laplace and Fourier Transforms

Laplace and Fourier transforms 5 are typical aids for solving linear differential equations that come under the general classi-
fication of frequency-domain analysis. They introduce properties of system performance that enhance the designer's understanding and simplify his task.

The bilateral Laplace transform of a function is defined as follows:

$$
\begin{equation*}
g[f(t)] \triangleq F(s) \triangleq \int_{-\infty}^{\infty} e^{-s t} f(t) d t \tag{2-4}
\end{equation*}
$$

[Girect1
where $s$ is the complex frequency variable, $\sigma+j \omega$, and the symbol $\triangleq$ means "equal by definition". The inverse bilateral Laplace transform has the form

$$
\begin{equation*}
\wp^{-1}[F(s)] \triangleq f(t) \triangleq \frac{1}{2 \pi j} \int_{c-j \infty}^{c t_{j}^{\infty}} e^{s+F}(s) d s \tag{2-5}
\end{equation*}
$$

[Inverse]
where $c$ is a constantthat defines the path of integration.

The single-sided Laplace transform is a useful special case, applicable to time functions that exist only for $t \geqq 0$. The transform and its inverse are defined as follows:

$$
\mathfrak{S}_{+}[f(t)] \stackrel{A}{=} F(s) \triangleq \int_{0}^{\infty} e^{-s t} f(t) d t
$$


where the subscript ${ }^{+}$sign indicates that these two transforms apply for positive time only.

The Laplace transform exists for a large class of functions. For existence, it is necessary onlythat the function $f(t)$ be piecewise differentiable (i.e., finitejumps of the function $f(t)$ are permissible) and be of exponential order (i.e., the integral

$$
\int_{-\infty}^{\infty}|f(t)| e^{-c t} d t
$$

As already noted, the frequencyvariable $s$ in the bilateral Laplace transform is a complex variable. When attention is restricted to the imaginary component $j \omega$, the bilateral Laplace transform becomes identical in form with the Fourier transform. Thus, the Fourier transform can be considered to be a special case of the Laplace transform.::: The Fourier transform and its inverse are defined by the relationships

$$
\begin{equation*}
\mathcal{F}[f(t)] \triangleq F\left(j(c) \triangleq \int_{-\infty}^{\infty} e^{-j^{\prime}+t} f(t) d t\right. \tag{2-7a}
\end{equation*}
$$

[Direct]

$$
\begin{aligned}
& \mathcal{F}^{-1}[F(j=1)] \hat{-} f(t) \triangleq \frac{1}{2 \pi j} \int_{-\infty}^{\infty} e^{j \omega}+F(j \omega) d(j / 2) \\
&=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{j \omega+} F(j \omega) d \omega \\
& \text { LInverse] }
\end{aligned}
$$

The Fouriertransform exists for a more restricted class of functions than the Laplace transform. The requirement for the existence of the Fouriertransform is that $f(t)$ be piecewise differentiable and that the integral

$$
\int_{-\infty}^{\infty}|f(t)| d t
$$

exist.

## 2-2.3.2 Useful Theorems

The following theorems are useful for applying the Laplace and Fourier transforms to the solution of differential equations:

## Linearity Theorems

(a) $\mathfrak{L}[$ af(t)] $=a F(s)$
(b) $\&\left[a f_{1}(t)+\beta f_{2}(t)\right]$

$$
\begin{equation*}
=a \sum\left[f_{1}(t)\right]+\beta \sum\left[f_{2}(t)\right] \tag{2-9}
\end{equation*}
$$

is finite for any finite value of $C)^{42}$.
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## Real Differentiation Theorem

$$
\text { (c) } \begin{align*}
\left.\mathfrak{L} \int_{L} \frac{d^{n} f(t)}{d t^{n}}\right]= & s^{n} F(s)-s^{n-1} f \\
& -s^{n-2} f(0+)-\ldots \\
& -s f(n-2)(0+) \\
& -f^{(n-1)(0+) \quad(2-1} \tag{2-10}
\end{align*}
$$

in which $f(0+) \stackrel{A}{=} \lim _{t \rightarrow 0} f(t)$, where the limit is approached from positive values of $t$ and

$$
f^{(k)}(t) \stackrel{A}{=} \frac{d^{k^{f}(t)}}{d t^{k}}
$$

## Real Integration Theorem

(d)

$$
\begin{aligned}
\mathcal{L} & {\left[\int_{-\infty}^{+} \cdots \int_{-\infty}^{(n+1 \text { mos })} f(t)(d t)^{n}\right] } \\
- & F(s) \\
s^{n} & \frac{\int_{-\infty}^{0+} f(t) d t}{s^{n}}+\frac{\int_{-\infty}^{0+}\left[\int_{-\infty}^{t} f(t) d t\right] d t}{s^{n-1}} \\
& \int_{-\infty}^{0+}\left[\int_{-\infty}^{+(n-1} \cdots \int_{-\infty}^{+i m e s)} f(t)(d t)^{n-1}\right] d t
\end{aligned}
$$

## Normalization Theorem

(e) | $\Omega$ | $f\left(\frac{t}{a}\right)$ | (as) |
| :--- | :--- | :--- |

This relationship is useful when it is desired to change the time scale of a problem.

## Real Convolution Theorem

(f) $\mathfrak{L}\left[\int_{0}^{1} f,(t-\tau) f_{2}(7) d \tau\right]$

$$
\begin{equation*}
=F_{1}(s) F_{2}(s) \tag{2-13}
\end{equation*}
$$

where 7 is a new time variable.
$(g)_{\mathcal{L}}\left[f_{1}(t) f_{2}(t)\right]=\frac{1}{2 \pi j} \int_{c-j \infty}^{c+j \infty} F_{1}(s$.
where the notation * means that $\mathrm{F}_{1}(\mathrm{~s})$ is convolved with $\mathrm{F}_{2}(\mathrm{~s})$.
$(h) \mathscr{L}\left[f_{1}(t) f_{2}(t)\right] \neq F_{1}(s) F_{2}(s)(2-15)$
if neither $f_{1}(t)$ nor $f_{2}(t)$ is equal to zero.

## Real Translation Theorem

$$
\begin{equation*}
\text { (i) } \mathscr{L}[f(t-a)]=e^{-a s} F(s) \tag{2-16}
\end{equation*}
$$

if $\quad f(t-a)=0$ for $0<t<a$
(j) $\mathcal{L}[f(t t a)]=e^{a s} F(s)$
if $\quad f(t+a)=0$ for $-a<t<0$

## Final-Value Theorem

(k) $\quad \lim _{s \rightarrow 0} F(s)=\lim _{t \rightarrow \infty} f(t)$

## Initial-Value Theorem

(1) $\quad \lim _{s \rightarrow \infty} F(s)=\lim _{t \rightarrow 0} f(t)$

Theorems (a), (b), (e), (f), (g), (h), and (k) also apply to the Fourier transform.
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## 2-2.3.3 Solution Procedure

The solution of ordinarylinear differential equations is accomplished by means of theorems (a), (b), (c), and (d) of par. 2-2.3.2. Application of these theorems to Eq. 2-1 shows that

$$
\left[\sum_{i=0}^{n} a_{i} s^{i}\right] X(s)-A(s)-\left[\sum_{j=0}^{m} b_{j} s^{j}\right] Y(s)+B(s)
$$

where $A(s)$ is a polynomial in $s$ depending upon the a's and the initial values of $x$ and its first ( $n-1$ ) derivatives, and $B(s)$ is a polynomial in $s$ depending upon the $b$ 's and the initial values of $y$ and its first ( $\mathrm{m}-1$ ) derivatives. The responsetransformcanbe obtained by solving Eq. 2-20 for $X(s)$, i.e.,

$$
\begin{equation*}
X(s)=\left[\frac{\sum_{j=0}^{m} b_{j} s^{j}}{\sum_{i=0}^{n} a_{i} s^{i}}\right] Y(s)+\left[\frac{B(s)+A(s)}{\sum_{i=0}^{n} a_{i} s^{\prime}}\right] \tag{2-21}
\end{equation*}
$$

In words, this equation can be written

$$
\begin{align*}
\binom{\text { response }}{\text { transform }}= & \binom{\text { system }}{\text { function }}\left(\begin{array}{c}
\text { input } \\
\text { transform }
\end{array}\right. \\
& +\binom{\text { initial condition }}{\text { function }} \tag{2-22}
\end{align*}
$$

The ratio of the response transform to the input transform when all initial conditions are zero (i.e., when the initial condition function is zero) is called thesystem function or the transfer function of the system. This functiondepends only uponthe coefficients of the differential equation and is independent of the input and the initial conditions. As will be shown later, the transform of an impulse function is unity. Therefore, a comparison of Eq. 2-22 (with initial condition functionset equal to zero) with Eq. 2-20 shows that the transfer function of a system equals the trans-
form of the impulse response of the system for a unit impulse.

Transforminga differential equation enables the analyst to replace the processes of differentiation and integration by simple algebraic processes. Then, the transform X(s) can be found algebraically. Subsequently, the system response $x(t)$ corresponding to the response transform $X(s)$ canbe found by using the inverse Laplace transform (see Eq. 2-7). However, this inverse transform usually involves contour integration in the complex $s$ plane. To avoid this integration, tables of transform pairs have been constructed that give the time function correspondingto a given transform directly. A brief list of commonly used transform pairs is given in Table 2-1. More extensivetables canbe found in Refs. 5 and 6.

If tables of transform pairs are unavailable, or if the particular transform whose inverse is sought is not listed in the tables, the method of partial fractions may be used to expand the transform into a sum of terms, each of which is readily recognized as the transform of a simple time function. If the transform whose inverse is sought is a ratio of rational polynomials, the roots of the numerator polynomial are called the zeros of the function and the roots of the denominator polynomial are called the poles:: of the function. If the poles of the function are not repeated, they are called simple poles. The order of a pole is the number of times the pole is repeated. For a function containing only simple poles, the partial-fraction expansion of the function is

$$
\begin{equation*}
F(s) \stackrel{\Delta N(s)}{D(s)}=\sum_{k=1}^{n} \frac{K_{k}}{s-s_{k}} \tag{2-23}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{k} \triangleq\left[\frac{\left(s-s_{k}\right) N(s)}{D(s)}\right]_{s=s_{k}}=\left[\frac{N(s)}{D(s)}\right]_{s=s_{k}} \tag{2-24}
\end{equation*}
$$

and $s_{k}$ is the $k$ th root of the denominator polynomial $D(s)$.

[^10]TABLE 2- 1. COMMONLY USED LAPLACE TRANSFORM PAIRS.

| No. | $F(s)$ | $f(t), t \geqq 0$ |
| :---: | :---: | :---: |
| 1 | 1 | $\delta_{0}(t)$, unit impulse |
| 2 | $\frac{1}{s}$ | 6-, (t), unit step |
| 3 | $\frac{1}{s^{2}}$ | $\delta_{-2}(t)$, unit ramp |
| 4 | $\frac{1}{T s+1}$ | $\frac{1}{T} e^{-t^{\prime} T}$ |
| 5 | $\frac{\omega}{s^{z}+\omega^{2}}$ | $\sin$ tot |
| 6 | $\frac{S}{s^{2}+\omega^{2}}$ | $\cos 0{ }^{\text {f }}$ |
| 7 | $\frac{1}{s^{z}+2 \zeta \omega_{n} s+\omega_{n}{ }^{2}}$ | (1) $\zeta<1: \frac{1}{\omega_{n} \sqrt{1}-\zeta^{2}} e^{-\zeta \omega_{n}{ }^{\prime} \sin \omega_{n} \sqrt{1-\zeta^{\prime \prime} t}}$ <br> (2) $\zeta=1:$ te $^{-w_{n} t}$ <br> (3) $\zeta>1: \frac{1}{\omega_{n} \sqrt{\zeta^{2}-1}} e^{-5 \omega_{n} t} \sin t \omega_{n} \sqrt{\zeta^{2}-1 t}$ |
| 8 | $\frac{1}{(s+\alpha)^{2}+\beta^{2}}$ | $\frac{1}{\beta} e^{-a t} \sin \beta t$ |
| 9 | $\frac{s+\alpha}{(s+a)^{\prime}+\beta^{2}}$ | $e^{-\alpha t} \cos \beta t$ |
| 10 | $\frac{1}{s^{n}}$ | $\frac{1}{(n-1)!} t^{t "-1}$ |
| 11 | $\frac{1}{(T s+1)^{n}}$ | $\frac{1}{(n-1)!} \frac{t^{n-1}}{T^{a}} e^{-i ; T}$ |

If the transform contains multiple-order poles, the partial-fraction expansion of the function is

$$
\begin{equation*}
F(s) \triangleq \frac{N(s)}{D(s)}=\sum_{k=1}^{n} \sum_{j=1}^{m_{k}} \frac{K_{k j}}{\left(s-s_{k}\right)^{m} k^{-j}+1} \tag{2-25}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{k j} \triangleq \frac{1}{(j-1)!}\left\{\frac{d^{j^{-1}}}{d s^{j-1}}\left[\frac{\left(s-s_{k}\right) m_{k} N(s)}{D(s)}\right]\right\}_{s=s_{k}} \tag{2-26}
\end{equation*}
$$

and $m_{k}$ is the order of the pole of $F(s)$ at $s=s_{k}$.
From Eqs. 2-23 and 2-25, it is obvious that the expansion of a rational function that is inverse transformed produces a sum of exponentialterms for the corresponding time
function. Terms containing simple poles, as in Eq. 2-23, may be inverse-transformed by the use of transform 4 of Table 2-1. For multiple- order poles with real roots, transform 11 is employed. More commonly, the multiple-order poles appear in complex conjugatepairs; in this case, transforms 8 and 9 are employed, and the time functions are combined to form product terms (exponentials multiplied by a sine or cosine function) representing damped sinusoids.

An alternative to the partial- fraction expansion methodis the method of residues. If $F(s)$ has a simple pole at $s=s_{k}$, then the residue $\phi\left(s_{k}\right)$ is given by the relationship

$$
\begin{equation*}
\phi\left(s_{k}\right)=\frac{N(s)}{\left(s-s_{k}\right) D(s)} \tag{2-26a}
\end{equation*}
$$

and the term of $f(t)$ corresponding to that pole is $\phi\left(s_{k}\right) e^{s_{k} t}$. The complete time function is the sum of the residues of $F(s)$ multiplied by $e^{\text {st }}$, for all the poles. For multiple-order poles, the residue formula is ${ }^{43}$

$$
\begin{equation*}
\phi\left(s_{k}\right)=\frac{1}{(n-1)!}\left[\frac{\partial^{n-1}}{\partial s^{n-1}}\left(s-s_{k}\right)^{n} \frac{N(s)}{D(s)} e^{s t}\right]_{s=s_{k}} \tag{2-26b}
\end{equation*}
$$

where $n$ is the order of the pole. Eq. 2-26b reduces to Eq. 2-26a for $n=1$.

Example. The system defined by the equation

$$
\begin{equation*}
\frac{d^{4} x}{d t^{4}} \pm 10.65 \frac{d^{3} x}{d t^{3}} \pm 89.0 \frac{d^{2} x}{d t^{2}} t 15.50 \frac{d x}{d t}+27.0 x=27.0 y \tag{2-27}
\end{equation*}
$$

is initially at rest. At $t=0$, a unit ramp input is applied. Find the difference between the input $y$ and theoutput $x$ as a functionof time.

Solution. Since the system is initially at rest, all initial conditions are zero. Transforming Eq. 2-27 results in

$$
\begin{equation*}
X(s)=\frac{27.0}{s^{4} t 10.65 s^{3} t 89.0 s^{2}+15.50 s+27.0} Y(s) \tag{2-28}
\end{equation*}
$$

Let

$$
\begin{equation*}
e(t)=y(t)-x(t) \tag{2-29}
\end{equation*}
$$

Then, transforming Eq. 2-29 and substituting for $X(s)$ from Eq. 2-28 gives

$$
E(s)=\frac{s\left[s^{3} t 10.65 s^{2}+89.0 s+15.501\right.}{s^{4} t 10.65 s^{3}+89.0 s^{2}+15.50 s+27.0} Y(s)
$$

Determination of the solution of Eq. 2-30 requires that the denominator of the equation be put in factored form. Unfortunately, determination of the roots of equations of order higher than the third is difficult unless the roots happen to be real. One of the methods best suited to paper-and-pencil computations is Lin's method ${ }^{7}$. This is a division technique in which a trial divisor is assumed and re-
fined by repeated trials until a factoris found to the accuracy desired.

Consider an equation of the form

$$
\begin{array}{rl}
s^{n} & t B_{n-1} s^{n-1}+B_{n-2} s^{n-2} \\
& +\ldots+B_{2} s^{2}+B_{1} s+B_{0}=0 \tag{2-31}
\end{array}
$$

The first step when $n$ is even is to select a trial divisor formed from the last three terms. This divisor takes the form

$$
\begin{equation*}
s^{2}+\frac{B_{1}}{B_{2}} s+\frac{B_{0}}{B_{2}} \tag{2-32}
\end{equation*}
$$

This is divided into the original equation as follows:
$s^{2} \cdot \frac{B_{1}}{B_{2}} s \cdot \frac{B_{0}}{B_{2}} \int^{s^{n-2} \cdot \cdots} \cdot B_{n-1}^{s^{n-1}}, B_{n-2}^{s^{n-2}} \cdot \cdots \cdot B_{2^{s^{2}}} \cdot-B_{1} s \cdot B_{0}$

$$
\begin{aligned}
& C_{2} s^{2}+C_{1} s \cdot C_{0} \\
& D_{2} s^{2} \cdot D_{1}{ }^{5} \cdot D_{0} \\
& \text { Remainder }
\end{aligned}
$$

If the remainder is negligible, then the divisor selected is a quadratic factor of the original equation. If the remainder is not negligible, then a second trial divisor is formed as follows:

$$
\begin{equation*}
s^{2}+\frac{C_{1}}{C_{2}} s+\frac{C_{0}}{C_{2}} \tag{2-33}
\end{equation*}
$$

where the C's are determined from the preceding division. The second trial divisor is divided into the original equation as was the first. If the remainder is negligible, the second trial divisor is a quadratic factor of the original equation. If not, the processis again repeated. After one factor is found, the method is applied inthe same way to the resulting polynomial, which is now of ordern-2.

When the highest power of the original equation is odd, a linear factor of the form

$$
\begin{equation*}
s+\frac{B_{0}}{B_{1}} \tag{2-34}
\end{equation*}
$$

is taken as the trial divisor.

This method maybe applied to find the roots of the denominator of Eq. 2-30 as follows:

The first trial divisor is

$$
s^{2} t \frac{15.50}{89.0} s+\frac{27.0}{89.0}=s^{2} t 0.174 s+0.303
$$

This is then divided into the original equation to give

The second trial divisor becomes

$$
s^{2} t \frac{12.32}{86.9} s+\frac{27.0}{86.9}=s^{2}+0.142 s+0.311
$$

Division then yields

$$
\begin{aligned}
& \begin{array}{ll} 
& s^{2}+10.51 s+872 \\
\cline { 2 - 3 } & s^{2}+0.142 s+0.31 \\
s^{4}+10.65 s^{3}+89.0 s^{2}+1550 s+27.0
\end{array} \\
& \frac{s^{4}+0.14 \mathrm{~s}^{3}+03 \mathrm{~s}^{2}}{1051 \mathrm{~s}^{3}, 887 \mathrm{~s}^{2}+1550 \mathrm{~s}} \\
& \underline{1051 s^{\prime}+15 s^{2}+327 s} \\
& 872 s^{\prime}+1223 \mathrm{~s} \cdot 270 \\
& \frac{872 s^{2}+1238 s+2712}{-015 s-012}
\end{aligned}
$$

The remainder is such that the greatest error inany term is $1 \%$. This is sufficiently small for this example; so now the denominator may be written in factored form as

$$
\left(s^{2}+0.142 s+0.311\right)\left(s^{2}+10.51 s+87.2\right)
$$

The roots of each of these quadratics may now be found by application of the quadratic formula.

At this stage, it is possible to write Eq. $2-30$ in the factored form
$E(s)=\frac{s\left[s^{3}+10.65 s^{\prime}+89.0 s+15.501\right.}{\left(s^{2}+0.142 s+0.311\right)\left(s^{2}+10.51 s t 87.2\right)} Y(s)$

$$
(2-35)
$$

Since it is desiredto evaluate $E(s)$ when $y(t)$ is a unit ramp applied at $t=0$, the transform of the unit ramp is found from Table2-1 and substituted in Eq. 2-35. Since the transform of a unit ramp is $1 / \mathrm{s}^{2}$, the result is
$E(s)=\frac{s^{3} t 10.65 s^{\prime}+89.0 s t 15.50}{s\left(s^{2}+0.142 s+0.311\right)\left(s^{2} t 10.51 s+87.2\right)}$

The inverse transform of $E(s)$ is found by reducing the expression for $E(s)$ into the sum of a number of terms for each of which the transform is known or can be obtained from a table. This means that a partialfraction expansion of Eq. 2-36 must be made. This expansion * takes the form:

$$
\begin{gather*}
E(s)=\frac{k_{1}}{s}+\frac{K_{1}}{s-s_{1}}+\frac{K_{1}{ }^{*}}{s-s_{1}^{*}}+\frac{K_{2}}{s-s_{2}}+\frac{K_{2}{ }^{*}}{s-s_{2}{ }^{*}}  \tag{2-37}\\
{\left[\begin{array}{l}
K, \text { and } K_{1}^{*} \text { are complex conjugates } \\
K_{2} \text { and } K_{2}^{*} \text { are complex conjugates }
\end{array}\right]}
\end{gather*}
$$

since the roots of each of the quadratic terms are complex conjugates, i.e.,

$$
\begin{array}{ll}
s_{1}=-a_{1}+j \omega_{1} & s_{2}=-a_{2}+j \omega_{2} \\
s_{1}^{*}=-a_{1}-j \omega_{1} & s_{2}^{*}=-a_{2}+j \omega_{2} \tag{2-38}
\end{array}
$$

The undriven or transient response of any system whose characteristic equation is a linear constant- coefficient differential equation with real coefficients takes the form:

$$
\begin{align*}
c(t)= & \left.k_{1} e^{-\sigma_{1} t}+k_{2} e^{-\sigma_{2} t} t \ldots+K, e^{t}-a_{1}+j \omega_{1}\right) t \\
& +K_{N}^{*} e^{\left(-\alpha_{1}-j \omega_{1}\right) t}+\ldots+K_{. .} e^{\left(-a_{N}+j \omega_{N}\right) t} \\
& +K_{N}^{*} e^{\left(-a_{N}-j \omega_{N}\right) t} \tag{2-39}
\end{align*}
$$

[^11]where $\mathrm{K}_{\mathrm{i}}$ and $\mathrm{K}_{\mathrm{i}}{ }^{*}$ are complex conjugates; $\mathrm{i}=1,2, \ldots, \mathrm{~N}$.

The constants $\mathrm{K}_{\mathrm{i}}$ and $\mathrm{K}_{\mathrm{i}}$ * in Eq. 2-37 ( $\mathrm{i}=1,2$ ) are therefore complex conjugates and may be written as

$$
\begin{equation*}
K_{1}=a_{1}+j b_{1} \text { and } K_{1}^{*}=a_{1}-j b_{i} \tag{2-40}
\end{equation*}
$$

Insertion of the expression of Eq. 2-38 and Eq. 2-40 into Eq. 2-37 yields

$$
\begin{array}{r}
E(s)=\frac{k_{1}}{s}+\frac{a_{1}+j b_{1}}{\left(s+a_{1}\right)-j \omega_{1}}+\frac{a_{1}-j b_{1}}{\left(s+a_{1}\right)+j \omega_{1}} \\
\frac{a_{2}+j b_{2}}{\left(s+a_{2}\right)-j \omega_{2}}+\frac{a_{2}-j b_{2}}{\left(s+a_{2}\right)+j \omega_{2}} \tag{2-41}
\end{array}
$$

The terms with complex conjugate roots can be combined to yield

$$
\begin{equation*}
E(s)=\frac{k_{1}}{s}+\frac{2 a_{1}\left(s+a_{1}\right)-2 b_{1} \omega_{1}}{\left(s+a_{1}\right)^{2}+\omega_{1}^{2}}+\frac{2 a_{2}\left(s+a_{2}\right)-2 b_{2} \omega_{2}}{\left(s+a_{2}\right)^{2}+\omega_{2}^{2}} \tag{2-42}
\end{equation*}
$$

The valuesof $a_{1}, b_{1}, a_{2}$, and $b_{2}$ are found in the usual manner following Eq. 2-24. The results, in general, are complex numbers and the real part is associated with the $a_{i}$ terms and the imaginary part with the $b_{i}$ terms in accordance with Eq. 2-40.

In the example at hand, the quadratic terms in the denominator may be factored using the quadratic formula. The results are

$$
\begin{array}{ll}
a_{1}=+0.071 & a_{2}=+5.26  \tag{2-43}\\
\omega_{1}=0.553 & \omega_{2}=7.72
\end{array}
$$

$K$, may then be found as

$$
\begin{align*}
& K_{1}-a_{1} \cdot j b_{1}\left[\left(s-s_{1}\right) \frac{N(s)}{D(s)}\right] \\
& \left.\frac{\left(s^{3}+1065 s^{2} \cdot 890 s \cdot 1550\right)}{s i s+0071+j 0553)\left(s^{2} \cdot 1051 \mathrm{~s}+872\right)}\right|_{s}(2-44) \tag{2-44}
\end{align*}
$$

Straightforward substitution of $s=s_{1}$ entails considerable manipulation. This may be simplified by reducing the expression for $\mathrm{K}_{1}$ to its completely factored form and then employing an evaluation scheme 'based upon a graphical approach. In factored form, after substitution of $s=s_{1}$,

$$
\begin{equation*}
K_{1} \frac{\left(s_{1}+0178\right)\left(s_{1}+524-j 773\right)\left(s_{1}+524-j 773\right)}{s_{1}\left(s_{1}+0071+\jmath 0553\right)\left(s_{1}+526-\jmath 772\right)\left(s_{1}+526+\jmath 772\right)} \tag{2-45}
\end{equation*}
$$

The roots of Eq. 2-45 appear in the s-plane as shown in Fig. 2-1.

It is now possible to evaluate K , interms of the length and angle of the phasors* drawn to the root $s_{1}$ from the other poles and zeros of the function; i.e.,

$$
\begin{align*}
& K_{1} \cdot \frac{\left(056 \quad \mid \underline{9.1^{\circ}}\right)\left(9 4 4 \quad ( 6 1 . 3 ^ { \circ } ) \left(849 \quad\left(3023^{\prime \prime}\right)\right.\right.}{\left(0557 \angle 973^{\circ}\right)\left(111 \angle 90^{\circ}\right)\left(885 \quad \underline{305} 9^{\circ}\right)\left(976\left\langle 57.9^{\circ}\right)\right.} \\
& \left.0840 \leq-1084^{\prime \prime}-0265-\jmath 0797 a_{1}+\right\lrcorner b_{1} \tag{2-46}
\end{align*}
$$

Then

$$
\begin{equation*}
K_{1}^{*}=0.840 \angle+108.4^{\prime}=-0.265 \pm j 0.797=a_{1}-j b_{1} \tag{2-47}
\end{equation*}
$$

Similarly, $K_{2}$ and $K$, * can be found to be

$$
\begin{align*}
K=2.29 \times 10^{-4} \angle 111^{\circ} & =(-0.82-j 2.14) \times 10^{-4} \\
& =a_{2}+j b_{1}  \tag{2-48}\\
K_{2}^{*}=2.29 \times 10^{-4} \angle-111^{\circ} & =(-0.82-j 2.14) \times 10^{-4} \\
& =a_{2}-j b_{2} \tag{2-49}
\end{align*}
$$

Substitution of these values of $a_{1}, b_{1}, a_{2}$, and $b$, and the value of $k$, into Eq. 2-42 yields

[^12]\[

$$
\begin{align*}
E(s) & \frac{0572}{s}+\frac{2(-0265)(s+0071)-2(-0797)(0553)}{(s+0071)^{2}+(0553)^{2}} \\
& +\frac{2\left(-082 \times 10^{-4}\right)(s+526)-2\left(-214 \times 10^{-4}\right)(772)}{(s+526)^{2}+(772)^{2}} \\
& \frac{0572}{s} \frac{-0530(s+0071)}{(s+0071)^{2} \cdot(0553)^{2}}+\frac{0881}{(s+0071)^{2}+(0553)^{2}} \\
& \frac{164 \times 10^{-4}(s+526)}{(s \times 526)^{2}+(772)^{2}}+\frac{3304 \times 10^{-4}}{(s+526)^{2}+\frac{(772)^{2}}{}} \tag{2-50}
\end{align*}
$$
\]



Figure 2-1. Locations of the roots of
Eq. 2-45 in the s-plane.

Each of these terms is now in a form that appears directly in the table of transforms. It is, therefore, now possible to write directly

$$
\begin{align*}
e(t)= & 0.572-0.530 e^{-0.071 t} \cos 0.553 t \\
& +\frac{0.881}{0.553} e^{-0.071 t} \sin 0.553 t \\
& -1.64 \times 100^{4} e^{-5.25 t} \cos 7.72 t \\
& \frac{33.04 \times 10^{-4}}{7.72} e^{-5.26 t} \sin 7.72 t \\
= & 0.572+e^{-0.071 t}[-0.530 \cos 0.553 t+ \\
& 1.593 \sin 0.553 t]+e^{-5.26 t}[-1.64 \sin 7.72 t \\
& -4.28 \cos 7.72 t] \times 10^{-4} \\
= & 0.572+1.679 e^{-0.071 t} \cos \left(0.553 t-108.4^{\prime \prime}\right) \\
& t 4.584 e^{-5.26 t} \cos \left(7.72 t-249.0^{\circ}\right) \times 10^{-4} \tag{2-51}
\end{align*}
$$

## 2-2.4 FREQUENCY-RESPONSE TECHNIQUES

It is often important to find the output response $x$ of a system to a sinusoidal input $y$. For a sinusoidal input, $A_{y} \sin \left(\omega t+\phi_{y}\right)$, the output of the system will also be sinusoidal, after the transients have died out, i.e., $A_{x} \sin \left(\omega t+\phi_{x}\right)$. The amplitude and phase angle of the output relative to the input are then dependent only upon $W(s)$, the transfer function of the system, and can be determined by letting $s=j \omega$ in the transfer function, where $\omega$ is the frequency (in rad/sec) of the input sinusoid. The ratio of output amplitude to input is then given by

$$
\begin{equation*}
\frac{A_{x}}{A_{y}}=|W(j \omega)| \tag{2-52}
\end{equation*}
$$

where $A$, is the output amplitude, $A_{y}$ is the input amplitude, and $W(j \omega)$ is the transfor
function of the system evaluated for real frequencies. The phase angle of the output $\phi_{x}$ relative to the phase angle of the input $\phi_{y}$ is given by

$$
\begin{equation*}
\phi_{x}-\phi_{y}=\angle W(j<i) \tag{2-53}
\end{equation*}
$$

where $\mathcal{W}(j a)$ is the argument (phase angle) of the transfer function.

When the transfer function of a system is evaluated as a function of frequency for a sinusoidal input, the complex function that results is called the frequency response of the system.

## 2-2.5 BLOCK DIAGRAMS AND SIGNALFLOW GRAPIIS

## 2-2.5.1 Block Diagrams

Eqs. 2-20 and 2-22 demonstrate that, with zero initial conditions, the transform of the output of a system can be expressed in terms of the input transform and the system function. The system function can be thought of as an operator, i.e., the system function operates on the input transform to produce the output transform. In a similar manner, the system operates on the input to produce the output in the time domain, the operation being defined by the convolution integral and depending only upon the impulse response of the system. The concept of an operator is presented pictorially by the technique shown as operational block diagram algebra. The block diagram of a system is the pictorial representation of the mathematical operations involved in the differential equations that describe the system.

Table 2-2 presents a list of symbols used in the block-diagram representation of a system and Fig. 2-2 summarizes some of the reductions that enable one to simplify or reduce the block diagrams of a system. Since the block diagram contains no more information than the differentialequations, the manipulation of a block diagram is merely a pictorial process of manipulating the differential equations. The advantage of ablock-diagram representation is that the operational relations in a system are emphasized rather than the hardware. By becoming familiar with common block arrangements, the designer

TABLE 2-2. BLOCK-DIAGRAM SYMBOLS.

| Symbol | Description | Operation |
| :---: | :---: | :---: |
| $\xrightarrow{\mathrm{X}}$ | vorioble | - |
| $\xrightarrow{X} A \xrightarrow{Y}$ | operator | $Y=A X$ |
|  | summing point | $Y=X-W$ |
| $\xrightarrow[i_{x}]{x}$ | splitiong point | $x=x$ |
|  | multiplier | $Y=X Z$ |

can interpret the function of various elements in a system much more rapidly than would be possible from aninspection of the differential equations.

Example. A servomotor cirives an inertial load coupled to the motor through a flexible shaft as shown schematically in Fig. 2-3. The transformed equations of this system are

$$
\begin{equation*}
T_{m}=\left(J_{m} s^{2}+f_{m} s\right) D_{m}+K\left(\theta_{m}-\theta_{L}\right) \tag{2-54}
\end{equation*}
$$

and

$$
\begin{equation*}
K\left(\theta_{m}-\theta_{L}\right)=J_{L} s^{2} \theta_{L}+T_{L} \tag{2-55}
\end{equation*}
$$

where
$\mathrm{T}_{\mathrm{m}}=$ motor-generated torque
$\mathrm{J}_{\mathrm{m}}=$ motor moment of inertia
$f_{m}=$ motor damping
$n_{\mathrm{m}}=$ angular displacement of the motor end of the shaft
$K \quad=$ shaft stiffness (spring constant)
$G_{i}=$ angular displacement of the load end of the shaft
$J_{L}=$ load moment of inertia
= externally applied load torque and $s$ is the complex frequencyvariable. The damping of the flexible shaft is assumed to be negligible. Draw the block diagram of the system and reduce the diagram, keeping the


Figure 2-2. Block-diagram manipulation and reduction "rules". (Sheet 1 of 3)


Figure 2-2. Block-diagram manipulation and reduction "rules". (Sheet 2 of 3)


Figure 2-2. Block-diagram manipulation and reduction "rules". (Sheet 3 of 3)


Figure 2-3. Mechanical schematic diagram of a servomotor coupled to an inertial load by means of a flexible shaft.
motor angle $\theta_{\mathrm{m}}$ and the load angle $\theta_{\mathrm{L}}$ in evidence.

Solution. The block diagram of the system is drawn in its "primitive" form in Fig. 2-4(A). The successive steps necessary to reduce the "primitive" diagram to the desired form are shown in Figs. 2-4(B) to 2-4(I), with the rules used for each step indicated below each step.

2-2.5.2 Signal-Flow Graphs ${ }^{8,9,44}$
An alternative procedure for representing the differential equations of a system pictorially is Mason's signal-flow graph method. In a signal-flow graph, variables are
represented by points called nodes and transfer functions are represented by directed lines or branches called transmittances. The distinction between the summing points and the splitting points of block-diagram algebra is eliminated in the signal-flow graph, The rules for drawing a signal-flow graph are as follows:
(a) Signals travel along branches onlyin the direction of the arrows.
(b) A signal traveling along any branch is multiplied by the transmittance of that branch.
(c) Tine value of the variable represented by any node is the sum ofallsignals entering the node.


(C) Use of Rule 3 of Fig. 2-2

(D) Use of Rule 11 of Fig. 2-2


Figure 2-4. Block-diagram examples. (Sheet 2 of 3 )

(F) Use of Rules 6 and 8 of Fig. 2-2

(H) Use of Rule 1 of Fig. 2-2

(I) Use of Rule 1 of Fig. 2-2

Figure 2-4. Block-diagram examples. (Sheet 3 of 3 )
(d) The value of the variable represented by any node is transmitted on all branches leaving that node.

Example. As an example of this procedure, the two equations

$$
\begin{align*}
& x_{1}=t_{01} x_{0}+t_{11} x_{1}+t_{21} x_{2}  \tag{2-56}\\
& x_{2}=t_{02} x_{0}+t_{12} x_{1}+t_{22} x_{2} \tag{2-57}
\end{align*}
$$

are represented by a signal-flow graph in Fig. 2-5.

For convenience, the signal-flow graph is usually drawn such that no branch enters an input node or leaves an output node. This is accomplished by introducing an additional node connected by a unity-transmittance branch to each input and output node as shown in Fig. 2-5, where the input node is assumed to be $x_{0}$ and the output node is assumed to be $\mathrm{x}_{1}$.

The order of a signal-flow graph is a measure of the number of independent feedback loops and thus indicates the complexity of the system. The order of the signal-flow graph is the minimum number of essential nodes-- those nodes that must be removedto eliminate all feedback paths. A node is removed either by setting the variable asso- ${ }^{\text {- }}$ ciated with the node equal to zero or by delcting all branches leaving the node. Signal-flow


Figure 2-5. Signal-flow graph in threc variables.
graphs of orders one and two are shown in Figs. 2-6 and 2-7, respectively. The signalflow graph of Fig. 2-5 is of order two, the essential nodes being $x_{1}$ and $x_{2}$.

The reduction of signal-flow graphs is accomplished by application of the following rules:
(a) Two parallel paths may be replaced by a single path with a transmittance equal to the sum of the two original transmittances (see Fig. 2-8).
(b) Two cascaded paths are equivalent to a single path with a transmittance cqual to the product of the two original transmittances (see Fig. 2-9).
(c) The termination of a branch with transmittance $t$ can be shifted one node forward by th? following steps (see Fig. 2-10):

(A) Original Graph

(B) Essential Node Removed

Figure 2-6. Signal-flow graph of order one.


Figure 2-7. Signal-flow graph of ordcr two.

(A) Original Graph

(B) Equivalent Graph

Figure 2-8. Signal-flow graph showing addition of parallel branches.

(A) Original Graph

(B) Equivalent Graph

Figure 2-9. Signal-flow graph showing multiplication of cascaded branches.
(1) Determine all the branches leaving the original terminating node $x$ of branch $t$.
(2) Draw new branches from the starting node $x_{0}$ of brancht totheterminatingnodes of all the branches leaving the terminatingnode x .
(3) To each of the new branches thus drawn assign a transmittance equal to the product oft times the transmittance froin node $x$ to the node on which the new branch terminates.
(4) Eliminate the original branch $t$.
(5) Change the variable of the original node $x$ to $x^{\prime}=x-t x_{0}$.

(A) Original Graph $\mathbf{- t}$ to be Moved From x to $\mathrm{x}_{2}$

(B) Steps (1) and (2) - Introduction of New Branches

(C) Steps (3) , (4), and (5) - Elimination of Old Branch; Labelling of New Branches, Change of Variable at Terminating Node of Old Branch

Figure 2-10. Signal-flow graph showingtermination shifted one node forward.
(d) The starting point or origin of a branch with transmittance $t$ can be shifted one node backward by the following steps (seeFig. 2-11):
(1) Determine all the branches entering the original starting node $x$ of branch $t$.
(2) Draw new branches from the starting nodes of all the branches entering starting node $x$ to the tcrininating node $x_{i}$ of branch $t$.

(A) Original Graph -t to be Moved From x to $\mathrm{x}_{1}$

(C) Steps (3) and (4) - Elimination of Old Branch and Labelling of New Branches

Figure 2-11. Signal-flow graph showing origin shifted one node backward.
(3) To each of the new branches thus drawn assign a transmittance cqual to the product of times the transmittance from the node at which the new branch starts to node $x$.
(4) Eliminate the original branch $t$.
(e) A self-loop with transmittance $t$ of a node $x$ can be removed by dividing the transmittances of all branches entering node $x$ by (1-t) and eliminating the loop (seeFig. 2-12; in this figure, $t \equiv t,$, where the first subscript denotes the node on which the branch originates and the second subscript denotes the node on which the branch terminates). Note, in rule (c), that a self-loopis created at node $x_{0}$ for a branch starting from the terminating node $x$ of branch $t$ and ending on the starting node $x_{0}$ of branch $t$ (Fig. 2-10 does not happen to have such a branch). In rule (d), a self-loop is created at node $x_{i}$ for a branch starting from the terminating node $x_{i}$ of branch $t$ and ending on the starting node $x$ of branch $t$.

As an example of the reduction of signalflow graphs, the various stepsinvolvedin reducing the second-order signal-flow graph of Fig. 2-5 are shown in Fig. 2-13.

## 2-2.6 STATISTICAL THEORY ${ }^{10,11}$

The response $r(t)$ of a linear systemtoa stochastic input cannot be expressed as a specific function of time. The only way to describe system behavior in the presence of stochastic inputs is in terms of the statistics of the input and the response. Theoretically, an infinite number of statisties is required to describe a stochastic process completely. Practically, however, only a few statistics arcused.

(A) Original Graph

(B) Equivalent Graph

Figure 2-12. Signal-flow graph showing elimination of a self-loop.

(A) Original Signal-Flow Graph (Second Order)

(B) .Reduction to First-Order Graph by Eliminating Self-Loops

(C) Movement of Branch $\left(\frac{t_{12}}{1-1_{22}}\right)$ Termination From
Node $x_{2}$ to Node $x_{1}$

(D) Cascade and Parallel Branches Combined


Figure 2-13. Signal-flow graph showing reduction of second-order graph.

As discussed in Chapter 4 of Ref. 49, probability density functions are directmeasures of the chance of occurrence of certain events in a stochastic process. The first probability density function of the stochastic variable $r(t) *$ is denoted and defined as follows:

$$
\begin{aligned}
p_{1}\left(r_{1}, t_{1}\right) \triangleq & \text { probability density func- } \\
& \text { tion expressing the prob- } \\
& \text { ability that the variable } \\
& \text { has a valuc } r_{1} \text { at time } t_{1}
\end{aligned}
$$

Similarly, the second probability density function is denoted and defined as follows:

$$
\begin{aligned}
\mathrm{P}_{2}\left(\mathrm{r}_{1}, t_{1} ; r_{2}, t_{2}\right) \triangleq & \text { probability density } \\
& \text { function expressing } \\
& \text { the probability that } \\
& \text { the variable has a } \\
& \text { value } r_{1} \text { at time } t_{1} \\
& \text { and also a valuc } r_{2} \\
& \text { at time } t_{2}
\end{aligned}
$$

In practice, only these first two probability density functions are used. For a stationary stochastic process, the first probability density function is independent of the time $t$, the second probability density function is a function only of the time difference ( $t_{2}-t_{1}$ ).

Two commonly used probability density functions are the normal distribution and the Poisson distribution. The normal distribution is given by

$$
p(r) d r \frac{1 / r-i)^{2}}{\sigma \sqrt{2 \pi}}
$$

where $p(r) d r$ is the probability of finding $r$ between $\mathbf{r}$ and $\mathbf{r}+\mathrm{dr}, \overrightarrow{\mathbf{r}}$ is the mean value of $\mathbf{r}$ (to be definedbelow), and $\sigma$ is the standard deviation of $r$ (to be defined below). The Poisson distribution is given by

$$
\begin{equation*}
P(N, A t)=\frac{(\nu \Delta t)^{N} e-j \hat{N} t}{N!} \tag{2-59}
\end{equation*}
$$

[^13]where $p(N, \Delta t)$ is the probability of finding $N$ events in a time interval $A t$, and $\nu$ is the average frequency of occurrence of the events.

In general, the average or mean value of a stochastic variable $r$ is given by

$$
\begin{equation*}
\bar{r} \xlongequal[=]{\int_{-\infty}^{+\infty} r p(r, t) d r} \tag{2-60}
\end{equation*}
$$

For a stationary stochastic process, the mean value is independent of time and can also be found from

$$
\begin{equation*}
\bar{r} \triangleq \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-}^{+\tau} r(t) d t \tag{2-61}
\end{equation*}
$$

The mean-square value of a stochastic variable or process is given by

$$
\begin{equation*}
\overline{r^{2}} \triangleq \int_{-\infty}^{+\infty} r^{2} p(r, t) d r \tag{2-62}
\end{equation*}
$$

For a stationary stochastic process, the mean-square value is also given by

$$
\begin{equation*}
\overline{r^{2}} \triangleq \lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{+T} r^{2}(t) d t \tag{2-63}
\end{equation*}
$$

The root-mean-square ( rms ) value is the square root of the mean-squart value.

The variance $v$ of a stochastic process is given by

$$
\begin{equation*}
v \triangleq|r-\bar{r}|^{2-} \tag{2-64}
\end{equation*}
$$

The standard deviation $\sigma$ is the square root of the variance. It can be expressed interms of the mean value and the mean-squarevalue as follows:

$$
\begin{equation*}
o^{2}=\overline{r^{2}}-[\bar{r}]^{2} \tag{2-65}
\end{equation*}
$$

In most applications, rms values and mean values are the most common statistics used. To aid in the determination of these quantities, statistics called correlation functions are used. The autocorrelation function
$(\tau)$ of a stationary stochastic process $r(t)$ $15^{r}$ defined as the mean value of the product of the function $r$ at time $t$ by the function $r$ at time $t+\tau$, i.t.,

$$
\begin{align*}
\operatorname{trr}(\tau) \triangleq & \overline{\mathrm{r}(\mathrm{t}) \mathrm{r}(\mathrm{t}+\tau)}  \tag{2-66}\\
& \lim _{\mathrm{T} \rightarrow \infty} \frac{1}{2 T} \int^{+\tau} \mathrm{r}(\mathrm{t}) \mathrm{r}(t+\tau) d t \tag{2-67}
\end{align*}
$$

The crosscorrelation function $\phi_{r u}(\tau)$ between two stationary stochastic processes $r(t)$ and $u(t)$ is defined as the mean value of the product of the function $r$ attimet by the function $u$ at time $t+\tau$ i.e.,

$$
\begin{equation*}
\phi_{\mathrm{ru}}(\tau) \triangleq \overline{\mathrm{r}(t) \mathrm{u}(t+\tau)} \tag{2-68}
\end{equation*}
$$

$$
\begin{equation*}
\lim \quad \int r(t) v(t+\mu) d t \tag{2-69}
\end{equation*}
$$

From the definition of the autocorrelation function (Eq. 2-66), it is evident that the mean-square value of a stochastic process equals the value of the corresponding autocorrelation function with zero argument, i.c.,

$$
\begin{equation*}
\overline{r^{2}}=\phi_{r r}(0) \tag{2-70}
\end{equation*}
$$

Useful properties of the correlation functions arc as follows:
(a) $\phi_{r r}(\tau)=\phi_{r r}(-\tau)$ [even function] (2-71)
(b) $\quad\left|\psi_{r r}(\%)\right| \leqq \psi_{r r}(0)$
(c) $\quad \lim _{\tau \rightarrow \infty} \phi_{\mathrm{rr}}(\tau)=0$

$$
\begin{equation*}
\lim _{r \rightarrow, 0} f_{r r}(\tau)=\overline{r^{2}(t)} \tag{2-73b}
\end{equation*}
$$

$\lim _{\tau \rightarrow 0} \neq-r(\tau)>|d i \cdot r(\tau)|$ for $\tau \neq 0$
Li.e., the maximum aiways occurs at $\tau-0_{j}$
(d) $\quad \psi_{\text {ru }}(7)=\psi_{\text {ur }}(-\tau)$
(e) $\left|f_{\text {ru }}(7)\right| \leqq \sqrt{\phi_{H}(0) \phi_{u u}(0)}$
(2-75)
(f)

$$
\begin{gather*}
\lim _{\tau \rightarrow \infty} \phi_{\mathrm{ru}}(\tau)=0  \tag{2-76a}\\
\lim _{\tau \rightarrow 0} \phi_{\mathrm{ru}}(\tau)=\overline{\mathrm{r}(t) \mathrm{u}(t)} \tag{2-76b}
\end{gather*}
$$

A few examples illustrating the use of autocorrelation functions follow. If $r(t)$ is a rectangular wave with values $+\beta$ or $-\beta$ and with zero crossings located at even points that are Poisson-distributed in time with an average frequency of $\nu$, the autocorrelation function of the process is given by*

$$
\begin{equation*}
\phi_{I I}(\tau)=\beta^{2} e^{-2 \nu|\tau|} \tag{2-77}
\end{equation*}
$$

If $r(t)$ is a rectangular wave with amplitude values distributed in any fashion and with zero crossings located at event points Poisson-distributed in time with an average frequency $\nu$, the autocorrelation function of the process is given by

$$
\begin{equation*}
\psi_{r \prime}(\tau)=\sigma^{2} e^{-\nu|\tau|}+\overline{r^{2}} \tag{2-78}
\end{equation*}
$$

where $\sigma$ is the standard deviation of the amplitude distribution, and $r$ is the meanvalue of the amplitude distribution.

If $r(t)$ is a train of identical finitepulses whose starting points are Poisson-distributed in time with average frequency $\nu$, the autocorrelation function of the process (knownas "shot noise") is given by

$$
\begin{equation*}
\phi_{1 r}(\tau)-\nu \int_{-\infty}^{+\infty} f(t) f(t+\tau) d t \bar{t} \overline{r^{2}} \tag{2-79}
\end{equation*}
$$

where $f(t)$ is the time variation or waveform of a single pulse and $r$ is given by

$$
\begin{equation*}
\bar{r}=\nu \int_{-\infty}^{+\infty} f(t) d t \tag{2-80}
\end{equation*}
$$

If $r(t)$ is pure or "white" noise, the autocorrelation function is given by

$$
\begin{equation*}
\phi_{r f}(\tau)=\gamma \delta_{0}(\tau) \tag{2-81}
\end{equation*}
$$

where $y$ is a constant that depends on how the process is generated and $\delta_{0}(\tau)$ is a delta function whose value is unity at $\tau=0$ and is zero for all other values of $\tau$. Thus, if "white" noise is considered as a limiting case of shot noise generated by exponential pulses of amplitude $A$ and time constant $T$ (where the amplitude approaches infinity and the time constant approaches zero with the area $S$ under the pulse held constant), then the constant $y$ is given by

$$
\begin{equation*}
y=\frac{2 S}{2} \tag{2-82}
\end{equation*}
$$

where $\nu$ is the average frequency of occurrence of the pulses.

Because the correlation functions are completely defined as functions of a time variable $\tau$, they are Fourier transformable. By convention, $1 / 2 \pi$ times the Fouriertransform of a correlation function is called a power spectrum or a power density spectrum. Thus, the power-density spectrum $\boldsymbol{\Phi}_{\mathrm{rr}}(\mathrm{s})$ of a stochastic process is defined as

$$
\begin{equation*}
\boldsymbol{\Phi}_{r r}(\mathrm{~s}) \triangleq \frac{1}{2 \pi} \int_{-\infty}^{+\infty} \mathrm{e}^{-\mathrm{s} \tau} \phi_{r r}(\tau) \mathrm{d} \tau \tag{2-83}
\end{equation*}
$$

The cross-power density spectrum between two stochastic processes $r(t)$ and $u(t)$ is defined as

$$
\boldsymbol{\Phi}_{r u}(\mathrm{~s}) \triangleq \frac{1}{2 \gamma_{i}} \int_{-\infty}^{+\infty} \mathrm{e}^{-\mathrm{s} \tau} \phi_{r u}(\tau) \mathrm{d} \tau(2-84)
$$

Given the power spectra, the corresponding correlation functions can be found by inverse transformation, i.e.,

$$
\begin{align*}
& \phi_{r r}(\tau)=\frac{1}{j} \int_{c-j \infty}^{c+j \infty} \Phi_{r r}(s) e^{s \tau} d s  \tag{2-85}\\
& \phi_{r u}(\tau)=\frac{1}{j} \int_{c-j \infty}^{c+j \infty} \Phi_{r v}(s) e^{s \tau} d s \tag{2-86}
\end{align*}
$$

[^14]In terms of the power-density spectrum, the mean-squarc value of a stochastic process can be found by evaluating the following integral:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \Phi_{r r}(s) d s \tag{2-87}
\end{equation*}
$$

Useful properties of the power spectra are

$$
\begin{gather*}
\Phi_{r r}(s)=\Phi_{r r}(-s) \text { (even function) }  \tag{2-88}\\
\Phi_{r v}(s)=\Phi_{u r}(-s) \tag{2-89}
\end{gather*}
$$

With some of the statistics of stationary stochastic processes having been established, the response of a linear system to a stochastic input can now be described. If $\phi_{r r}(\tau)$ is the autocorrelation function of the input $r(t)$ of a linear system whose impulse response is $w(t)$, the autocorrelation function of the output $c(t)$ is given by*:

$$
\begin{align*}
& \phi_{c c}(7)= \\
& \quad \int_{-} d t_{1} w\left(t_{1}\right) \int_{-} d t_{2} w\left(t_{2}\right) \phi_{r f}\left(\tau+t_{1}-t_{\rho}\right) \tag{2-90}
\end{align*}
$$

The crosscorrelation function between the input and the output is given by

$$
\begin{equation*}
\phi_{\text {re }}(\tau)=\int_{-\infty}^{+\infty} d t w(t) \phi_{r r}(\tau-t) \tag{2-91}
\end{equation*}
$$

which can be recognized as a convolution integral.

Extending the description of the stochastic response of a linear system to the frequency domain, if $W(s)$ is the transfer function of the system and $\Phi_{r r}(s)$ is the input powerdensity spectrum, the output power-density spectrum is given by

$$
\begin{equation*}
\boldsymbol{\Phi}_{c c}(s)=W(s) W(-s) \boldsymbol{\Phi}_{r r}(s) \tag{2-92}
\end{equation*}
$$

The cross-power-density spectrum between input $r(t)$ and output $c(t)$ is given by

$$
\begin{equation*}
\boldsymbol{\Phi}_{r c}(s)=W(s) \boldsymbol{\Phi}_{r i}(s) \tag{2-93}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\Phi}_{c r}(s)=W(-s) \boldsymbol{\Phi}_{r r}(s) \tag{2-94}
\end{equation*}
$$

If $\mu(\mathrm{t})$ is another signal and $\mu \mathrm{r}(\mathrm{s})$ is the: cross-power-density spectrum betwe en $\mu(t)$ and the input $r(t)$, the cross-powerdensity spectrum between $\mu(\mathrm{t})$ and the output $c(t)$ is given by

$$
\begin{equation*}
\boldsymbol{\Phi}_{\mu \mathrm{c}}(\mathbf{s})=W(s) \boldsymbol{\Phi}_{\mu \mathbf{r}}(\mathbf{s}) \tag{2-95}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\Phi}_{c \mu}(\mathbf{s})=W(-s) \boldsymbol{\Phi}_{r}(\mathbf{s}) \tag{2-96}
\end{equation*}
$$

In summary, once the properties of a stochastic process are expressed interms of correlation functions, the analysis of system behavior is a straightforward problem that can be treated through the use of the definitions and properties of the correlation functions and their transforms, the power spectra. In particular, where rms values are of interest, Eqs. 2-70 and 2-87 are of great use.
2-2.7 NONLINEAR ANALYSIS ${ }^{12-40}$

## 2-2.7.1 General

All of the techniques of system analysis discussed in previous paragraphs of this chapter are restricted in their application to linear, time-invariant systems. This linearity restriction imposes two limitations on design. First, components must be of high quality if they are to operate in alinear manner when amplitudes and frequencies of signals vary widely. Second, the linearity restriction limits the realizable system characteristics, the types of systems, and the tasks that can be acomplished.

Whereas techniques for the analysis and synthesis of linear time-invariant systems

[^15]are well established and generally adequate to handle most of the problems met in practice, this happy situation does not exist in the case of nonlinear or time-varying systems A number of techniques are available that give more or less satisfactory results, but no really unified general theory for nonlinear systems exists -- and itis doubtful that it will for many years to come, if ever. Many quite ordinary situations exist for which there are no really satisfactory solution techniques. These factors make the analysis of nonlinear systems very interesting, but sometimes very frustrating.

Before proceeding further, it is inorder to define specifically what is meant when a system is termed nonlinear. Unfortunately, this is not easily done. In fact it is necessary to look first at the definition of a linear system and then proceed from there.

The most fundamental characteristic of a linear system is that it obeys the principle of superposition. This principle canbe stated in the followingterms: The total response of a linear system is the sum of the responses due to all the applied inputs acting individually because each applied input produces a response independent of the response to any other applied input. This same criterion for linearity applies whether or not the system parameters are timc varying. Mathematically, a system is linear if the expressionrelating the input and output variables involves only first powers of the input and output variables and their derivatives.

This principle is usually stated as follows: If an excitation $A$, produces an effect $B$, and an excitation $A$, produces an effect $B_{2}$ when each is applied independently, then the system is linear providing that for the simultaneous application of $A$, and $A$, in any proportion the effect is made up of $B$, plus $B_{2}$ in the same proportion. Thus,

$$
\begin{aligned}
& \text { if } k_{1} A,(t) \rightarrow k, B,(t) \\
& \text { and } k_{2} A_{2}(t)=k_{2} B_{2}(t) \\
& \text { then } k_{1} A_{1}(t)+k_{2} A_{2}(t) \rightarrow k_{1} B_{1}(t) \\
& +k_{2} B_{2}(t)
\end{aligned}
$$

At first glance, it might apptar that the outputinput relationship for the circuit of Fig. 2$14(\mathrm{~A})$ violates this definition of a linear circuit, whereas one certainly has the firm conviction that such a circuit must be linear since it includes only linear resistors and a battery. Consideration of the output-vs-input curve of Fig. 2-14(B) shows that a simple change in variable would translate the curve to the origin and that in terms of this new variable the definition of superposition as given is indeed valid. It is necessary to recognize this possibility as it is the basis for the study of nonlinear systems by piecewise linear techniques.

Consider for a moment what the consequences are of being fortunate enough to be dealing with a linear system. In addition to the fact that the mathematics associated with linear systems are relatively simple, it should be noted that linear systems allow great freedom for the experimentalist. A truly linear system can be tested with any one of a variety of convenient test signals such asimpulses, steps, or sinusoids. Furthermore, the observed system characteristics are independent of the amplitude of the test signal used. Unfortunately, no real physical system is entirely linear and, as a result, attempts to increase the linear range of operation of a


Figure 2-14. A simple circuit and its associated input-output relationship.
system usually lead to a requirement for components with larger power ratings or higher quality. Consequently, in spite of the attractiveness of linear systems from the analysis point of view, the designer is becoming increasingly interested in nonlinear systems -- first, because he is unable to build systems that operate entirely in the linear range, and second, because he can obtain a more satisfactory solution to some problems by the intentional introduction of nonlinear components in a system. A contactor servo might be thought of as a typical example.

Several additional characteristics possessed by a linear constant-coefficient system should be noted. First, the output of a linear constant-coefficient system cannot contain components at frequencies not present in the input. Second, the question of stability is clearly defined and the stability or instability of a system is not dependent on the driving function or any initial conditions. For the general nonlinear systems, however, neither the principle of superposition nor these other characteristics are valid.

Linear systems with time-varying coefficients represent an intermediate case. The principle of superposition can be extended to include this type of system but, on the other hand, it may not be possible to obtain a simple answer to system stability. In fact, the question of stability may have no significance.

The analysis of constant-coefficient linear systems is relatively simple and a variety of techniques has been developed for handling such systems. During the past ten years, transform techniques (see par. 2-2.3.1) have come into wide usage for analyzing constantcoefficient linear systems. In fact, once a correct mathematical representation has been obtained for a constant-coefficient linear system, the use of transform techniques reduces the problem of determining the response of the system to a simple input to a cookbook type of problem.

For time-varying systems, the concepts of operational mathematics still are valid, but the details involved in obtaining answers to specific problems usually become either very involved or impossible to carry out. For nonlinear systems, this whole concept must be
discarded because here the principle of superposition no longer applies and application of operational techniques implies validity of the principle of superposition.

One might ask at this point, "Why all the discussion of linear systems when what is really of interest is the definition of a nonlinear system?" The answer is simply that the definition of a nonlinear system is really a negative one. A nonlinear system is simply defined as any system that does not obey the principle of superposition.

As a practical matter, most systemsare linear only by assumption, but this assumption leads to a tremendous simplification in the problem of analyzing or synthesizing a system and thus is extremely important. One should not jump to the conclusion, however, that linear systems are good and nonlinear systems are bad. The basic characteristics of many important systems arerealized only because some elements in these systems are nonlinear.

In spite of the fact thatdetermination, or even specification, of the performance of nonlinear systems is apt to be rather difficult, control system engineers are becoming more and more interested in this class of systems either because they are confronted with systems that contain nonlinearities they cannot (or cannot afford to) remove, or because they feel that there is a good possibility that they could devise a nonlinear system that would achieve a desired end either more cheaply or more reliably than a linear system.

Basically, the methods that have been developed for analyzing nonlinear systems can be divided into the following three main categories:

1. Methods that can be carried out byan analyst having at his disposal only the ordinary analytic tools
2. Numerical techniques and methods involving the use of modern computers
3. Methods based on extensive experimentation with an actual system

The methods of Category 1 can be further subdivided as follows:

1. Analytic and Quasi-Analytic Techniques
a. Direct solution of nonlinear differential equations
b. Variation-of -parameters technique
c. Piecewise linearization
d. Series solution
e. Pcrturbation theory
f. Describing-function methods
(1) Applicd to systems with deterministic inputs
(2) Applied to systems with random inputs
2. Graphical Techniques
a. Graphical integration
b. Isocline mcthod
c. Phase-plane method
d. Phase-spacc method

In addition to the foregoing, there are various tcchniques that have been developed for investigating the stability of nonlinear systems.

Refs. 12 through 36 should be consulted for detailed information concerning these various methods and techniques.

## 2-2.7.2 Nonlinearities Found in Many Control Systems

The paragraphs which follow describe several types of nonlinearities that are frequently encountered in control-systems work. In addition, somc of the system performance characteristics that are uniquc ly attributable to tlie presence of a nonlinearity are noted.

## 2-2.7.2.1 Limiting

'The saturation or limiting type of nonlinearity shown in Fig. 2-15is frequently met in control-systems work. For small signals, the effect or output is proportional to the cause or input, but for signals greater than a critical valuc, the output ceases to be proportional to the input and finally remains essentially constant no matter how large tlie input. The solid curve in Fig. 2- 15 represents what is sometimes referred to as soft limiting, while tlie dotted curve represents sharp limiting. In the first case, a smooth transition occurs between the linear and the saturated regions, while in the second this transition occurs abruptly.


Figure 2-15. Plot depicting the limiting type of nonlinearity.

## 2-2.7.2.2 Dry Friction

Dry or Coulomb friction is a friction force that is constant in magnitude, regardless of the relative velocity of the moving parts, but reverses sign when the velocity changes sign. This type of friction can be represented as shown in Fig. 2-16. Some Coulomb friction is present in any mechanical system. In those systems that operate with a high nonlinear-friction effect, accurate analysis should include this nonlinear effect, In a well-lubricated system, however, the friction will be approximately proportional to the velocity and thus will not introduce a nonlinearity. This latter type of friction isgenerally referred to as viscous friction.

## 2-2.7.2.3 Hysteresis

Hysteresis is a complex type of nonlinearity in which the response of anelement is determined by past history as well as by the instantaneous value of the excitation. Fig. 2-17 illustrates this effect, which occurs in electromagnetic circuits and in mechanical devices (such as strain gages and preseure transducers) that utilize materials for which


Figure 2-16. Graphical representation of Coulomb friction..


Figure 2-17. Graphical representation of hysteresis.
the stress-strain relationship is determined by the history of strain. Backlash, such as occurs in gearing and mechanical linkages, is somewhat related to hysteresis. Analysis of systems containing backlash is complicated by the fact that changes in the inertia distribution between the driving and driven members lead to significant changes in the influence of the backlash.

## 2-2.7.2.4 Relays

Relays are used in many control systems because they provide a simple means for realizing a very high amplification. However, the relay is a discontinuous-type amplifier. The simplest representation of such a device is shown in Fig. 2-18. For inputs of magnitude less than A, the output is zero. A positive input greater than $A$ is transformed into a fixed positive output, and a negative input whose magnitude exceeds $A$ is transformed into a fixed negative output. The region from - A to +A is termed "dead-space".
DEAD SPACE:

Figure 2-18. Graphical representation of a relay with dead-space but no hysteresis

A more complete representation of a relay would include both dead-space and a hysteresis effect to take into account the fact that the voltage required to switch the relay from the nonenergized position to the energized position is somewhat higher than that at which the relay switches back from the energized to the nonenergized state.

An even more complete model of a relay would include a time delay to account for (1) the fact that the inductance of the relay coil causes the control current to lag behind the applied control voltage, and (2) the time required for the armature to move from one position to the other.

## 2-2.7.2.5 Diodes

Diodes represent another type of nonlinear device that the control-systems designer may wish to use in order to protect equipment from excessive signals or to achieve special effects. An ideal diode offers zero resistance to the flow of current for one polarity of applied voltage but infinite impedance to the flow of currentfor the opposite polarity of applied voltage. For many purposes, practical diodes can be treated as though they are ideal.

## 2-2.7.2.6 Orifices

In one class of hydraulic control systems, the flow of hydraulic fluid in the system is controlled by a valve that consists of several variable orifices. For the case of a sharpedged orifice, which can usually be assumed in a spool or flapper type of valve, the rate of fluid flow through the valve is proportional to the area of the orifice and to the square root of the pressure drop across it. Because of this basic characteristic, a complete hydraulic valve may insert a significant nonlinearity into a system.

## 2-2.7.2.7 Products and Transcendental Functions

Control systems are made nonlinear not only by the types of nonlinearities just described but also by the presence of components or of arrangements that introduce
products or powers of the dependent variables or their derivatives. The presence of transcendental functions of the dependent variable also leads to a nonlinear equation because such functions can be expanded as aseries of terms of progressively higher powers.

A typical example of a system whose mathematical description involves powers of the dependent variable is that of a mass attached to a nonlinear spring. As a first approximation, this nonlinear spring might be described by the relationship

$$
\begin{equation*}
\text { FORCE }=k\left(1 \pm a^{2} x^{2}\right) x \tag{2-97}
\end{equation*}
$$

in which $k$ and a are constants describingthe spring and $x$ is the deflection. A plus sign would be used in Eq. $2-97$ to represent a spring that effectively becomes stiffer as it is deflected while the minus sign would represent a spring that becomes weaker as it is deflected. In this latter case, the mathematical model of Eq. 2-97 applies only for small deflections since for $|x|>\frac{1}{a}$ the forcereverses sign.

The differential equation that describes the motion of a constant mass Mattached to a spring described by Eq. 2-97 is given by the equation

$$
\begin{equation*}
M \frac{d^{2} x}{d t^{2}} \geq k\left(1 \pm a^{2} x^{2}\right) x=0 \tag{2-98}
\end{equation*}
$$

where it is assumed that no friction exists. For nonzero values of a, Eq. 2-98 involves the cube of the dependent variable and is thus a nonlinear differentialequation. However, this particular type of differential equation has been studied extensively and its solution can be obtained in the form of elliptic functions.

## 2-2.7.3 Classification of Nonlinear Systems

The definition of a nonlinear system given in par. 2-2.7.1 was negative in that it did not describe a nonlinear system but, instead, relegated all systems that did not meet the very specific test for linearity to the category of nonlinear systems. This rather unsatisfactory approach is taken because no really
good scheme has been devised for classifying nonlinear systems. The present discussion has followed the plan of merely cataloging typical systems without trying to classify them. Examination of the nonlinearities described, however, indicates several schemes of classification that might be employed.

## 2-2.7.3.1 Continuous and Discontinuous Nonlinearities

From a mathematical point of view, itis sometimes desirable to distinguish between nonlinearities that can be described by continuous curves and those in which the output-vs-input relationship exhibits jumps. This method, then, would distinguish between a limiting type of nonlinearity and a relay.

## 2-2.7.3.2 Incidental and Essential Nonlinearities

A different scheme of classification might distinguish between (1) those nonlinearities that are introduced because the performance of supposedly linear physical devices deviates from the ideal as a result of mechanical tolerances or the characteristics of materials, and (2) those nonlinearities that the designer deliberately introduces into the system. This scheme, for example, would distinguish between (1) a system that is driven into the saturation region for very large signals but that normally operates in the linear region, and (2) a relay, which does not behave as a linear element for any amplitude of input signal.

## 2-2.7.3.3 Zero-Memory and Nonzero-Memory Nonlinearities

Another important characteristic of a nonlinearity is whether its instantancous output is determined uniquely by the instantaneous input, in which caseit would betermed a zero-memory or amnesic nonlinearity, or whether its instantaneous output is determined by the history of its inputs, in which case it would be called a nonzero-memory or nonamriesic nonlinearity. A relay with
hysteresis is a typical example of a nonzeromemory nonlinearity since, over a region, the output of the relay depends not only on the instantaneous value of the input but also upon the manner in which the input arrived at its present value.

## 2-2.7.3.4 Phenomena Peculiar to Nonlinear Systems 37-40

Nonlinear systems lead to several special problems because they may exhibit phenomena that never occur in a purely linear system. One of the most frequently observed phenomena of this type is the limit cycle, an oscillation of fixed amplitude and period but arbitrary wave shape that may be excited under certain conditions. The motion of the escapement in a watch and the voltage in a vacuum-tube oscillator are typical examples of limit cycles. It is basically the nonlinearities in these systems that determine the amplitude of oscillations for, if the systems were actually linear in the ideal sense, the oscillations would grow to unlimited amplitude. Obviously, this would be physically impossible.

Another phenomenon observed in some nonlinear systems is that of self-excitation. This phenomenon can take either of two forms. Systems that break into oscillations when subjected to a very smallinput signal or disturbance are said to exhibit soft self-excitations. Such systems may become stable when the amplitude of the input signal is increased sufficiently. Hard self-excitation, on the other hand, is exhibited by a system that must be excited with signals of at least some minimum amplitude before it becomes unstable. Systems with quantizers may exhibit either of these types of self-excitation.

Still another peculiarity of nonlinear systems is that the frequencies of the output signal and of intermediate signals in the system are not necessarily the same as the frequency of the input signal. Thus, some nonlinear control systems exhibit subharmonic oscillations with the output oscillating at some odd-order subharmonic of the input frequency.

Another phenomenon that cannot occur in a strictly linear system is the appearance of
discontinuous jumps in amplitude as the system excitation is continuously increased in amplitude. When this effect occurs, it is usually accompanied by a hysteresis, with the result that the jump occurs at a different amplitude for increasing signals than it does for decreasing signals.

## 2-3 SIMULATION TECHNIQUES

## 2-3.1 GENERAL

Later chapters of this handbook describe both digital and analog computing components, and the combination of such components into digital, analog, or hybrid computers. The paragraphs which follow outline the application of analog and digital simulation techniques for determiningthe performance characteristics of complex mathematical models.

## 2-3.2 ANALOG TECHNIQUES

In the process of arriving at a mathematical model for a system, the designer normally utilizes block diagrams as discussed earlier in this chapter (seepar. 2-2.5 through par. 2-2.5.2) and again in Chapter 6. Fortunately, the programming of an analog computer follows quite simply as a detailed expansion of the block-diagram representation of a system. To make this expansion, the analyst must represent all operations indicated on the block diagram in terms of those operations that can be performed by the computer, namely: integration, addition, multiplication, and generation of arbitrary functions. Each transfer function in the block diagram must be expanded to showin detail its realization in terms of the basic analog elements. Fortunately, this is a straightforward task and represents no real problem.

After a complete representation has been developed in terms of computing components, appropriate scale factorsmust be worked out. Scaling involves two distinct problems. The first is concerned with the magnitudes of the variables in the problem and the second with the time the computer takes to obtain a solution. The computer will produce accurateresults only if the variables in the computer are
substantially larger than the variations rep$r$ cisented by noise in the computingelements. This noise may be broad-band thermal noise generated in resistors, shot noise generated in vacuum tubes, low-frequency noise related to slowly varying offsets in the output of amplifiers, or noise that arises from moving contacts--such as a potentiometer wiper moving over the resistance elemont of the potentiometer. Other sources of noise are ripple' from the: power supplies and noise picked up from disturbing sources completely external to the computer. In a well-designed computer, noise from these sources is usually small, with varying amplifier off sets representing tlie major limitation on accuracy.

At tlie other end of the scale, the accuracy of the computation suffers if the magnitude of any computer variable attempts to rise above a maximum set by the design of the element. For example, an amplifier may saturate and thus cease to follow the linear relationship desired between the voltage at its input and that at its output; or the input applied to a function generator may exceed the maximum value for which it was set up, with the result that the desired functional relationship is lost.

The maximum operating voltage used in the majority of the analog computers employing vacuum tube amplifiers is $\pm 100$ volts. In order to achieve the maximum accuracy, the voltages appearing at all points in the computer should be as closeto 100 volts as possible without ever exceeding this value. However, since the very nature of solutions usually involves large changes in the variables, some of them will usually approach zero during some parts of a solution. The value of very small variables cannot be determined with high accuracy and, if additional accuracy is required, it may be necessary to rescale the problem and rerun a portion of it.

The question of solution running time must also be considered before the task of programming the computer is completed. Some problems to be studied on the computer may represent physical situations in which the actions of interest take place in microseconds, while in others the time is measured in decades.

Depending on whether the computer is designed for so-called "real-time operation", or "high-speed repetitive operation", the most satisfactory solution time will be inthe range of 10 seconds to one minute for realtime computers or $\frac{1}{10}$ to $\frac{-}{100}$ second for highspeed computers. In an analog machine, all elements operate in parallel, so the running time does not increase with the complexity of the problem being studied. The running time depends solely on the gatn of the integrators and may be changed by a factor such as 10 merely by changing the gain of each and every integrator employed by that factor.

Before one can obtain a solution on which to base the selection of scale factors in the computer, he must arrive at some tentative estimates and run a trialbased upon these. If any of the signals exceed the maximum allowable or appear to be too small, new scale factors can be chosen and the solution rerun until an acceptable result is achieved.

## 2-3.3 DIGITAL TECHNIQUES ${ }^{41}$

The effectiveness with which digital computers can be utilized in the study of scientific problems depends as much upon the ease with which the analyst can communicate with the computer as upon the actual characteristics of the computing components of which the computer is made up. These two aspects of a digital computer are generally referred to as its software and its hardware.

In the early stages of digital computer technology, the only programming method available was what has now come to be referred to as machine-language programming. Under this system, the programmer was forced to keep a detailed bookkeeping record of the contents of each memory location and of each transfer of data from a memory location, to the arithmetic unit of the machine, and finally back into another storage location for later use if desired.

As more experience was gained with programming and as appropriate machine hardware changes became possible, symbolic programming techniques were developed. Under these, the programmer was required only to
identify each operation to be performed and each piece of data, but not to make detailed assignments of data to specific storage locations. The first step in obtaining the solution for a problem written in such a language is to have the machine analyze the symbolic program and by means of a compiler program translate the symbolic program into a machine language program.

The development of more and more sophisticated programming languages has received a great deal of attention over the past ten years andvery powerfullanguages such as the FORTRAN series are now available. Nevertheless, the conventional approach to the use of the general-purpose computer is still to develop a library of programs, each program solving a specific or standardproblem type. Yet, the variety of problem types and engineering situations is sogreat that the freedom of the engineer is severely restricted by the fixed program library. Ideally, one would like the ease of communication with the computer to be such that the engineer could quickly and economically write a unique program for each engineering situation as it occurs. For this to be feasible, the language for stating the solution must be very efficient, allowing the engineer todescribe a solution in the same technical terms he would use in instructing a colleague of his own professional competence.

The development of such problem-oriented languages is now receiving a great deal of attention. One example is COGO (for COordinate Geometry) a system for use incivil engineering problems.

## 2-4 NUMERICAL TECHNIQUES

## 2-4.1 GENERAL

Digital computers deal with numbers and are capable of performing simple arithmetic operations at high speed and storing the results. Accordingly, the branch of mathematics known as numerical analysis, which is concerned with the numerical evaluation of mathematical functions and equations, has in recent years seen a great revival of interest and a considerable expansion of techniques.

The methods used for evaluating functions and solvingequations in a digital computer may be generally classified as methods of successive approximations, ormethods of substitution of an approximate expression for an exact expression. Such approximate expressions may be either power series or sets of tabular differences.

In the methods of successive approximations, or iteration, an approximate solution is substituted in the equation so as to yield a better approximation, and so on. Since the computation involves a closed loop, the possibility of instability exists. Iteration, when stable, is useful in the solution of equations and sets of equations, and in the evaluation of certain functions expressed as equations.

The impetus given to the field of numerical analysis by the computational capacity of the high- speed digital computer has led to the investigation of mathematical fields formerly neglected because of the computational difficulties involved. This, in turn, has led to the application of mathematical tools in new areas of engineering, science, and management. A typical example is the solution of large sets of linear algebraic equations. As is discussed in par. 2-4.6, such sets of equations can frequently be solved by iterative methods. Since such equation sets are usually expressed in the shorthand matrix notation, the method is commonly known as "matrix inversion". The inversion of very large matrices is now practicable with the aid of high-speed digital computers.

Certain logistics problems of the armed services and of large corporations can be expressed mathematically by an operations research technique known as "linear programming". Such factors as the size and location of warehouses, the production capacity of suppliers, and the cost/time characteristics of alternative transportation systems are expressible in terms of sets of linear algebraic equations. These sets of equations can be manipulated by a digital computer so as to achieve an optimum solution in terms including cost or delivery time.

Similar methods applied to the solution of sets of simultaneous linear differential equations have proved equally powerful in the investigation of engineering problems. The problem of the flutter of an aircraft wing is
a typical example. Here, the structural dynamics are expressible by a set of differential equations with many coupling terms and with excitation at numerous points of the set.

The ability of the digital computer to store or compute rapidly the values of a function provides a capability of particular value to the fire control field. Except for trigonometric functions where a geometrical analog is available, generation of functions in an analog computer has been principally accomplished by such inflexible methods as mechanical cams and function potentiometers. Methods to be outlined in par. 2-4.2 offer means of generating analytical or empirical functions, and can readily be extended to functions of two or more variables.

The science of statistics has also been a beneficiary of digital-computer techniques. One of the basic problems of statisticsis that of decidingbetweentwo (or more)hypotheses on the basis of experimental data (decision theory or tests of significance). Such decisions arebased on computations that involve the consecutive multiplication of large numbers of probability distribution functions. The digital computer has so enhanced the facility of performing such computations that they are sometimes carried out "on line"; for example, the production output of a manufacturing plant can be continuously monitored and evaluated statistically to provide decisions to adjust or shut down the production machinery if the deviation of the product from the set standard exceeds certain statistical limits.

The following paragraphs of Chapter 2 discuss the main aspects of numerical techniques in terms of (a) the representation of mathematical functions, (b) numerical differentation, (c) numerical integration, (d) methods forsolving differential equations, and (e) methods for solving systems of linear algebraic equations. It should be observed that numerical analysis is partially a science and partially an art. As a result, short of writing a textbookon the subject it would be impossible to indicate the particular circumstances in which even a selected sampling from the vast stock of numerical interpolation, differentation, and integration formulas available would be useful or accurate, or to elucidate the numerical difficulties to which
one might be led by uncritical use. Accordingly, the formulas associated with numerical analysis should never be applied blindly.

## 2-4.2 REPRESENTATION OF MATHEMATICAL FUNCTIONS

One might expect, intuitively, that mathematical functions would be represented in a digital computer by the storage of tabular data, in a manner analogous to the table-lookup procedure employed in hand computations. However, while the storage of functional tables in a digital computer is certainly possible, the high speed of computation and the relatively limited memory capacity that are typical of modern computers make the computation of functions a very attractive procedure. Some functions may be computed from their defining equations (which, in many cases, are differential equations) by iterative techniques. Certain functions, on the other hand, may be readily computed by the use of series approximations.

If a stored table is employed in a digital computer to represent a mathematical function, the storage requirements can be greatly reduced by storing only a few points and using an interpolation formula to approximate the function between these points. Interpolation is also used with input data to reduce the number of points that must be entered. A related process called curve fitting is employed whenever it is known from theoretical considerations that a set of data points should approximate a chosen mathematical function. The best fit between this chosen function and the data can be determined, and the function then used in lieu of the data points.

The paragraphs which followsummarize the pertinent aspects of the aforenoted techniques for representing mathematical functions.

## 2-4.2.1 Iteration

Iterative or recursive processes are fundamental to numerical methods of analysis. In the application of iteration to the evaluation of a function specified by its defining equation (or equations), one starts with a rough estimate of the value of the function
and then computes successivelybetter approximations. In general, if it is desired to evaluate a function

$$
\begin{equation*}
f(x)=0 \tag{2-99}
\end{equation*}
$$

and this equation canbe rewritten in the form

$$
\begin{equation*}
x=F(x) \tag{2-100}
\end{equation*}
$$

the procedure is as follows. Given an estimate $x^{(k)}$ where $x^{(k)}$ represents the kth approximation to the value of the given function $F(x)$, compute $F\left(x^{(k)}\right)$. Set $F\left(x^{(k)}\right)$ equal to $x^{(k+1)}$ and repeat the process--computing $F\left(x^{(k+1)}\right)$, and so on. The computation is terminated when the difference between two successive approximations is equal to or less than the allowable computational error. The evaluation of $\sqrt{\mathrm{N}}$ presented in Example 2-1 illustrates the iterative technique. This example was chosen for its simplicity; it should be noted, however, that most defining equations are differential equations.

## 2-4.2.2 Series Approximation

The representation of functions by series approximations is particularly useful in dig-ital- computer calculations because the function can be generated by a relatively few additions and multiplications. Example 2-2 showsthe ease of computing the sine function from a power series.

The Taylor's series expansion is the general expression for a power-series expansion. If a function $f(x)$ is differentiable at apoint $x=x$, then $f(x)$ can be replaced in the neighborhood of $x_{. o}$ by the power series
$f(x)=f\left(x_{0}\right)+\left(x-x_{0}\right) f^{\prime}\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{2}}{2!} f^{\prime \prime}\left(x_{0}\right)+\ldots$
or, in compact form,

$$
\begin{equation*}
f(x)=\sum_{n=0} \frac{x-x J^{n}}{\ldots}(n)(x) \tag{2-102}
\end{equation*}
$$

where $f^{(n)}\left(x_{0}\right)$ is the $n$th derivative of $f(x)$, evaluated at the point $x=x$. For computa-
tion, the series is truncated after a number of terms, say m terms. The sum of the remaining terms, the remainder, constitutes the errorin the approximation. For the special case of a convergent Taylor's series with decreasing terms and alternating signs, the remainder cannot exceed the magnitude of the $(m+1)$ th term, i.e.,

$$
\begin{equation*}
\left|R_{m}\right| \leqq\left|\frac{\left(x-x_{0}\right)^{m}}{m!} f(m)\left(x_{o}\right)\right| \tag{2-103}
\end{equation*}
$$

where $R_{m}$ is the truncation error after the mth term. An expression that may be used to determine the truncation error in the general case is

$$
\begin{equation*}
R_{m}=\frac{1}{(m-1)!} \int_{0}^{x-x} f(m)(x-t) t^{m-1} d t \tag{2-104}
\end{equation*}
$$

By determiningthe remainder or some bound on the remainder, the maximum error for a given number of terms is known. The computer program may be written to determine this error and to stop adding terms as soon as the error decreases below a desired amount.

## 2-4.2.3 Interpolation

The preceding paragraph discussed the approximation of functions by means of power series. Another technique, useful when a table of values of a function is available, is interpolation. With this technique, the value of the function at some point intermediate between two known points is approximated by a series of polynominals. In hand computation, only a first-order, or linear, interpolation is normally employed. The greater computational capacity of the digital computer, however, permits the use of higherorder polynomials. For the same accuracy, the higher-orderinterpolation requires fewer data points in storage.

If the tabular data are given for values of $x$ spaced at equal intervals $h$, various formulas based on tabular differences can be employed. Newton's formulas are given as

Example 2-1. Iterative procedure for the evaluation of $\sqrt{\mathrm{N}}$

An iterative procedure for the evaluation of $\sqrt{\mathrm{N}}$ can be obtained if the solution is considered to be the intersectionof the curve $\mathrm{xy}=\mathrm{N}$ and the straightline $\mathrm{x}=\mathrm{y}$, as shown by Fig. 1. Start at the point $\left(\mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)$ where $\mathrm{x}^{(0)}=\mathrm{N}$ and $\mathrm{y}^{(0)}=1$. Successive values of x are taken as the arithmetic mean of the preceding values of $x$ and $y$, i. e.,

$$
\begin{equation*}
x^{(1+1)}=\frac{x^{(1)}+y^{(i)}}{2} \tag{1}
\end{equation*}
$$

The corresponding value of $y$ is

$$
\begin{equation*}
y^{(i+1)}=\frac{N}{x^{(1+1)}} \tag{2}
\end{equation*}
$$

It can be readily seen that the solution follows the arrowed path shown in Fig. 1.
A sample calculation for $\mathrm{N}=7$ is shown in Table 1. For the sixplaces carried, $\sqrt{\mathrm{N}}$ $=2.64575$. The error is $7 \times 10^{-6}$.

Table 1.
Sample Calculation of $\sqrt{ } \mathrm{N}$ for the Case When $\mathrm{N}=7$.

| i | $\mathrm{x}^{(\mathrm{i})}$ | $\mathrm{y}^{(\mathrm{i})}$ |
| :---: | :---: | :---: |
| 0 | 7.00000 | 1.00000 |
| 1 | 4.00000 | 1.75000 |
| 2 | 2.87500 | 2.434 .78 |
| 3 | 2.65489 | 2.63664 |
| 4 | 2.64577 | 2.64573 |
| 5 | 2.64575 | 2.64575 |
| $\cdot$ | $\cdot$ |  |
| $\cdot$ | $\cdot$ |  |

$$
\begin{aligned}
& x^{(1+1)}=\frac{x^{(1)}+y^{(i)}}{2} \\
& y^{(i+1)}=\frac{N}{x^{(i+1)}}
\end{aligned}
$$

where
$\mathbf{i}=0,1,2,3, \ldots, i, i+1, \ldots$ for the number of computational steps required to achieve the accuracy specified.


## Sample successivc approximation

$\mathrm{x}^{(2)}, \mathrm{y}^{(2)}$ is reached graphically from $\left(\mathrm{x}^{(1)}, \mathrm{y}^{(1)}\right)$ by moving initially along a perpendicular to the straight line $x=y$, and then dropping to the curve $x y=N$ along aline parallel to the $y$ axis. Numerically,

$$
\begin{aligned}
& x^{(2)}=\frac{x^{(1)}+y^{(1)}}{2} \\
& y^{(2)}=\frac{N}{x^{(21)}}
\end{aligned}
$$

Figure 1. Graphical representation of the path followed in the computation of $\sqrt{N}$.

Example 2-2. Computationof $\sin \mathrm{x}$ by means of a power series.

The power series for $\sin x$ is

$$
\begin{gather*}
\sin x=x-\frac{x^{3}-\frac{x^{5}}{3!}+\frac{1}{5!} \cdots \geq(-1)^{n+1} \frac{x^{2 n-1}}{(2 n-1)!}+\ldots}{n=1,2,3, \ldots} \tag{1}
\end{gather*}
$$

If $x=0.5$ radian, the approximations for $\sin x$ employing one, two, and three tcrms of the serics are, respectively,

$$
\left.\begin{array}{l}
f(1)=0.500000  \tag{2}\\
f^{(2)}=0.479167 \\
f^{(3)}=0.479427
\end{array}\right\}
$$

The error is already quite small; inclusion of the fourth term reduces the least significant figure by one unit.
typical. Otherformulas of Stirling and Bessel will be found in the literature $46,47$.

If a function $f(x)$ is known at points $x_{i}$, evenly spaced by the interval $h$ along the $x$ axis, then

$$
\begin{equation*}
x_{i}=x_{0}+i h \quad(i=0,1,2,3, \ldots) . \tag{2-105}
\end{equation*}
$$

The values of the function at $x_{i}$ are denoted , by $f_{i}=f\left(x_{i}\right)$. The firstcentraldifference between $f_{i}$ and $f_{o}$ is denoted $\delta f_{1 / 2}$, and is defined by

$$
\begin{equation*}
\delta f_{1 / 2}=f,-f, \tag{2-106}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\delta f_{3 / 2}=f_{2}-f, \tag{2-107}
\end{equation*}
$$

and so on. The second, third, etc., central differences are denoted $\delta^{2} \mathrm{f}, \delta^{3} \mathrm{f}$, etc., respectively. The second differences are the differences between adjacent first differenences, the third differences are the differences between adjacent second differences, and so on. Table 2-3illustrates the method.

If a new variable $m$ is introduced such that $x=x_{o}+h m$, Newton's forward-difference formula can be expressed as*

$$
\begin{aligned}
& f(m)-f_{0}+m \delta f_{1 / 2} t \frac{m(m-1)}{2!} \delta^{2} f, \\
& \\
& \frac{m(m-1)(m-2}{3!} \delta^{3} f_{3 / 2}+\ldots \\
& \quad t \frac{m(m-1) \ldots(m-n t 1)}{n!} \delta^{n} f_{(1 / 2) n}
\end{aligned}
$$

It is also possible to work backwards from $\mathrm{f}_{\mathrm{o}}$, using Newton's backward- difference formula; this procedure yields

$$
\begin{align*}
f(m)= & f_{o}+m \delta f_{-1 / 2}+\frac{m(m+1)}{2!} \delta^{2} f_{-1} \\
& t \frac{m(m+1)(m+2)}{3!} \delta^{3} f_{-3 / 2}+\ldots \\
& \mathbf{t} \frac{m(m+1) \ldots(m+n-1)}{n!} \delta^{n} f_{-(V / 2) n} \tag{2-109}
\end{align*}
$$

When the tabulated data points $x_{i}$ are not equally spaced, Lagrangian interpolation by polynomials of any desired degree canbe employed. The general form of the Lagrangian interpolation is

$$
f(x)=\sum_{j=0}^{n} \frac{\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{j-1}\right)\left(x-x_{1+1}\right) \ldots\left(x-x_{n}\right)}{\left(x_{1}-x_{0}\right)\left(x_{j}-x_{1}\right) \ldots\left(x_{j}-x_{j-1}\right)\left(x_{j}-x_{j+1}\right) \ldots\left(x_{j}-x_{n}\right)}
$$

where $f_{j}=f\left(x_{j}\right)$. See Example 2-3 for an illustrative application of this relationship.

## 2-4.2.4 Curve Fitting

Where interpolation assumes no knowledge of a functional relationship between data points, curve fitting is the process by which a chosen function is adjusted to best fit a set of data points. The function may be chosen because it appears to fit the data well or, more commonly, because physical reasoning indicates that the data should fit some particular function. While many methods of curve fitting are used--some quite elabo-rate--only the most commonly used technique, that of the least-squares fit, will be described here.

[^16]See Section 20.4-2 of Ref. SO for example.

TABLE 2-3. ARRAY OF TABULAR DIFFERENCES

| 1 | $\mathrm{x}_{\mathrm{i}}$ | $\mathrm{f}_{\mathrm{i}}$ | ${ }^{\delta} \mathrm{f}_{\mathrm{i}}$ | $\delta^{2} \mathrm{f}_{\mathrm{i}}$ | $\delta^{3}{ }_{\text {fi }}$ | $\delta^{4}{ }_{\text {fi }}$ | $\delta^{5}{ }_{\text {fi }}$ | $\delta^{6}{ }_{\text {f }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\mathrm{x}_{0}$ | $\mathrm{f}_{0}$ |  |  |  |  |  |  |
| 1/2 |  |  | $\mathrm{f}_{1}-\mathrm{f}_{0}$ |  |  |  |  |  |
| 1 | $\mathrm{x}_{1}$ | $\mathrm{f}_{1}$ |  | $\delta^{\text {f }} \mathbf{3 / 2}^{-\delta f_{1 / 2}}$ |  |  |  |  |
| 3/2 |  |  | $\mathrm{f}_{2}-\mathrm{f}_{1}$ |  | $\delta^{2} f_{2}-\delta^{2} \mathrm{f}_{1}$ |  |  |  |
| 2 | ${ }^{\text {x }}$ | $\mathrm{f}_{2}$ |  | $\delta f_{5 / 2}-\delta f_{3 / 2}$ |  | $\delta^{3} \mathrm{f}_{5 / 2}-\delta^{3}{ }^{\text {f }}$ 3/2 |  |  |
| 5/2 |  |  | $\mathrm{f}_{3}-\mathrm{f}_{2}$ |  | $\delta^{2} \mathrm{f}_{3}-\delta^{2} \mathrm{f}_{2}$ |  | $\delta^{4} f_{2}-\delta^{4} f_{2}$ |  |
| 3 | $\mathrm{x}_{3}$ | $\mathrm{f}_{3}$ |  | $\delta^{8 / 2}{ }_{7 / 2}-\delta f_{5 / 2}$ |  | $\delta^{3}{ }_{f_{7 / 2}}-\delta^{3}{ }^{\text {f }}$ 5/2 |  | $\delta^{5} \mathrm{f}_{7 / 2}-\delta^{5} \mathrm{f}_{5 / 2}$ |
| 7/2 |  |  | $\mathrm{f}_{4}-\mathrm{f}_{3}$ |  | $\delta^{2} \mathrm{f}_{4}-\delta^{2} \mathrm{f}_{3}$ |  | $\delta^{4}{ }^{4} 4-\delta^{4} \mathrm{f}_{3}$ |  |
| 4 | $\mathrm{x}_{4}$ | $\mathrm{f}_{4}$ |  | $\delta f_{9 / 2}-\delta f_{7 / 2}$ |  | $\delta^{3} \mathrm{f}_{9 / 2}-\delta^{3} \mathrm{f}_{7 / 2}$ |  |  |
| 9/2 |  |  | $\mathrm{f}_{5}-\mathrm{f}_{4}$ |  | $\delta^{2} f_{5}-\delta^{2} f_{4}$ |  |  |  |
| 5 | $\mathrm{x}_{5}$ | $\mathrm{f}_{5}$ |  | $\delta \mathrm{f}_{11 / 2}-\delta \mathrm{f}_{9 / 2}$ |  |  |  |  |
| 11/2 |  |  | $\mathrm{f}_{6}-\mathrm{f}_{5}$ |  |  |  |  |  |
| 6 | $\mathrm{x}_{6}$ | $\mathrm{f}_{6}$ |  |  |  |  |  |  |

Let $\mathrm{y}=\mathrm{g}(\mathrm{x})$ be a curve fitted by a functional relationship between $x$ and $y$ having the gencralized form

$$
\begin{equation*}
y=c_{1} f_{1}(x)+c_{2} f_{2}(x)+\ldots+c_{n} f_{n}(x) \tag{2-111}
\end{equation*}
$$

where the functions $f_{1}(x), f_{2}(x), \ldots, f_{n}(x)$ are known. It is desired to satisfy the set of equations

$$
\begin{align*}
& Y_{1}=c_{1} f_{1}\left(x_{1}\right)+c_{2} f_{2}\left(x_{1}\right)+\ldots+c_{n} f_{n}\left(x_{1}\right) \\
& Y_{1}=c_{1} f_{1}\left(x_{2}\right)+c_{2} f_{2}\left(x_{2}\right)+\ldots+c_{n} f_{n}\left(x_{2}\right) \\
& \vdots  \tag{2-112}\\
& y_{m}=c_{1} f_{1}\left(x_{m}\right)+c_{2} f_{2}\left(x_{m}\right)+\ldots+c_{n} f_{n}\left(x_{m}\right)
\end{align*}
$$

for the $m$ sets of data points $\left(x_{1}, y_{1}\right)\left(x_{2}, y_{2}\right)$, $\ldots,\left(x_{m}, y_{m}\right)$. However, in general, cach
value of $y$ will differ from its functional representation by the "residual" error $6_{i}$ where

$$
\begin{gather*}
\delta_{1}=y_{1}-c_{1} f_{1}\left(x_{1}\right)-c_{2} f_{2}\left(x_{i}\right)-\ldots-c_{n} f_{n}\left(x_{1}\right) \\
(i-1,2, \ldots, m) \tag{2-113}
\end{gather*}
$$

In order to minimize the sum of the squarcs of the residuals, solutions of the following set of "normal equations" are obtained.
$c_{1} \sum f_{1}^{2}(x) \quad+c_{2} \sum f_{1}(x) f_{2}(x)+\ldots+c_{n} \sum f_{1}(x) f_{n}(x)=\sum y_{1} f_{1}(x)$
$c_{1} \sum f_{2}(x) f_{1}(x)+c_{2} \sum f_{2}^{2}(x)+\ldots+c_{n} \sum f_{2}\left(x_{1}\right) f_{n}(x)=\sum y_{1} f_{2}(x)$
$c_{1} \sum \dot{f}_{n}(x) f_{1}\left(x_{1}\right)+c_{2} \sum!_{n}\left(x_{1}\right) f_{2}(x)+\cdots+c_{n} \sum!_{n}^{f_{n}^{2}\left(x_{1}\right)}=\sum \sum_{r_{n}}(x)$
where all summations are fromi=1 to $i=m$. Methods for the solution of these equations are given in par. 2-4.6. An example showing the application of these equations appcars in Example 2-4.

## Example 2-3. Sample application of Lagrange's interpolation formula

## Given:

| $x$ | $f_{j}$ |
| :---: | :---: |
| $x_{0}=13$ | $67.8=f_{0}$ |
| $x_{1}=16$ | $63.2=f_{1}$ |
| $x_{2}=32$ | $45.4=f_{2}$ |
| $x_{3}=36$ | $40.3=f_{3}$ |

Find:
$f(x)$ when $x=26$ and $f(x)$ when $x=27$

## Solution:

Use the relationship

$$
\begin{aligned}
f(x)= & \frac{\left(x-x_{1}\right)\left(x-x_{2}\right)\left(x-x_{3}\right)}{\left(x_{0}-x_{1}\right)\left(x_{0}-x_{2}\right)\left(x_{0}-x_{3}\right)} f_{0}+\frac{\left(x-x_{0}\right)\left(x-x_{2}\right)\left(x-x_{3}\right)}{\left(x_{1}-x_{0}\right)\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} f_{1} \\
& +\frac{\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{3}\right)}{\left(x_{2}-x_{0}\right)\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} f_{2}+\frac{\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{2}\right)}{\left(x_{3}-x_{0}\right)\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} f_{3}
\end{aligned}
$$

When $x=26$,

$$
\begin{aligned}
f(x) & =\frac{(10)(-6)(-10)}{(-3)(-19)(-23)}(67.8)+\frac{(13)(-6)(-10)}{(3)(-16)(-20)}(63.2) \\
& +\frac{(13)(10)(-10)}{(19)(16)(-4)}(45.4)+\frac{(13)(10)(-6)}{(23)(20)(4)}(40.3) \\
& =\frac{(600)}{(-1311)}(67.8)+\frac{(780)}{960}(63.2) \\
& t \frac{(-1300)}{(-1216)}(45.4)+\frac{(-780)}{(1840)}(40.3) \\
& -31.02975+51.35+48.53618-17.08370 \\
& =51.77273
\end{aligned}
$$

When $x=27$,

$$
\begin{aligned}
f(x) & =\frac{(11)(-5)(-9)}{(-3)(-19)(-23)}(67.8)+\frac{(14)(-5)(-9)}{(3)(-\mathrm{i} 6)(-20)} \\
& \mathrm{t} \frac{(14)(11)(-9)}{(19)(16)(-4)}(45.4)+\frac{(14)(11)(-5)}{(23)(20)(4)}(40.3) \\
= & \frac{495}{(-1311)}(67.8)+\frac{630}{960}(63.2) \\
& \mathbf{t} \frac{(-1386)}{(-1216)}(45.4)+\frac{(-770)}{1840}(40.3) \\
& -25.59954+41.475+48.53618-16.86467 \\
= & 47.54697
\end{aligned}
$$

Example 2-4. Application of the least-squares curve-fitting technique to range-vs-time- of-flight data.
?roblem:
Fit the following range-vs-time-of-flight source data by a relationship of the form

$$
\begin{equation*}
y=c, x^{2}+c_{2} x+c_{3} \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
x & =\text { target range, in thousands of yards } \\
y & =\text { time of flight, in seconds } \\
c_{1}, c_{2}, c_{3} & =\text { constants }
\end{aligned}
$$

| Range-vs-Time-of- Flight Source Data |  |  |
| :---: | :---: | :---: |
| Data-Point Designation i | Target Range $\mathrm{x}_{\mathrm{i}}$ (yards) | $\begin{aligned} & \text { Time of } \\ & \text { Flight } \\ & y_{i} \\ & \text { (seconds) } \end{aligned}$ |
| 1 | 0.6 | 0.70 |
| 2 | 0.8 | 0.96 |
| 3 | 1.0 | 1.24 |
| 4 | 1.2 | 1.50 |
| 5 | 1.4 | 1.82 |
| 6 | 1.6 | 2.12 |
| 7 | 1.8 | 2.46 |
| 8 | 2.0 | 2.80 |
| 9 | 2.2 | 3.16 |
| 10 | 2.4 | 3.52 |

## Example 2-4. (Continued)

Solution:
Equation 1 can be rewritten in the form of the generalized functional relationship between $x$ and $y$ that is given by Eq. 211 ; i.e.,

$$
\begin{equation*}
y=c_{1} f_{1}(x)+c_{2} f_{2}(x)+c_{3} f_{3}(x) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{1}(x)=x^{2} ; \quad f_{2}(x)=x ; f(x)-1 \tag{3}
\end{equation*}
$$

The constants $c_{1}, c_{2}$, and $c_{3}$ can be determincd by the use of equations that correspond to the generalized relationships expressed by Eq. 2-114. For the problem under consideration, these equations are

$$
\begin{align*}
& c_{1} \sum_{i=1}^{i=10} f_{1}^{2}\left(x_{i}\right)+c_{2} \sum_{i=1}^{i=10} f_{1}\left(x_{i}\right) f_{2}\left(x_{i}\right)+c_{3} \sum_{i=1}^{i=10} f_{1}\left(x_{i}\right) f_{3}\left(x_{i}\right)=\sum_{i=1}^{i=10} y_{i} f_{1}\left(x_{i}\right) \\
& c_{1} \sum_{i=1}^{i=10} f_{2}\left(x_{1}\right) f_{1}\left(x_{1}\right)+c_{2} \sum_{i=1}^{i=10} f_{2}^{2}\left(x_{i}\right)+c_{3} \sum_{i=1}^{i=10} f_{2}\left(x_{1}\right) f_{3}\left(x_{1}\right)=\sum_{i=1}^{i=10} y_{i} f_{2}\left(x_{1}\right)  \tag{4}\\
& c_{1} \sum_{i=1}^{i=10} f_{3}\left(x_{i}\right) f_{1}\left(x_{1}\right)+c_{2} \sum_{i=1}^{i=10} f_{3}\left(x_{1}\right) f_{2}\left(x_{1}\right)+c_{3} \sum_{i=1}^{i=10} f_{3}{ }^{2}\left(x_{1}\right)=\sum_{i=1}^{i=10} y_{i} f_{3}\left(x_{i}\right)
\end{align*}
$$

Application of the relationships given by Eqs. 3 to Eq. 4 yields the following set of equations:

$$
\begin{align*}
& c_{1} \sum_{i=1}^{i=10} x_{i}^{4}+c_{2} \sum_{i=1}^{i=10}\left(x_{i}^{2}\right)\left(x_{1}\right)+c_{3} \sum_{i=1}^{i=10}\left(x_{1}^{2}\right)(1)=\sum_{i=1}^{1=10}\left(y_{i}\right)\left(x_{i}^{2}\right) \\
& c_{1} \sum_{i=1}^{i=10}\left(x_{i}\right)\left(x_{1}^{2}\right)+c_{2} \sum_{i=1}^{i=10} x_{i}^{2}+c_{3} \sum_{i=1}^{i=10}\left(x_{i}\right)(1)=\sum_{i=1}^{i=10}\left(y_{i}\right)\left(x_{1}\right)  \tag{5}\\
& c_{1} \sum_{i=1}^{i=10}(1)\left(x_{i}^{2}\right)+c_{2} \sum_{i=1}^{i=10}(1)\left(x_{i}\right)+c_{3} \sum_{i=1}^{i=10}(1)=\sum_{i=1}^{i=10}\left(y_{i}\right)(1)
\end{align*}
$$

The computations on the source data that are required for substitution in Eqs. 5 are summarized in the following tabulation.

Example 2-4. (Continued)

| Summary of the Required Computations on the Source Data |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{i}$ | $\mathrm{x}_{\mathrm{i}}$ | Yi | $\mathrm{x}_{\mathrm{i}}{ }^{2}$ | $\mathrm{x}_{\mathrm{i}}{ }^{3}$ | $\mathrm{x}_{\mathrm{i}}{ }^{4}$ | $\left(\mathrm{y}_{\mathrm{i}}\right)\left(\mathrm{x}_{\mathrm{i}}\right)$ | $\left(\mathrm{y}_{\mathrm{i}}\right)\left(\mathrm{x}_{\mathrm{i}}{ }^{2}\right)$ |
| 1 | 0.6 | 0.70 | 0.36 | 0.216 | 0.1296 | 0.420 | 0.2520 |
| 2 | 0.8 | 0.96 | 0.64 | 0.512 | 0.4096 | 0.768 | 0.6144 |
| 3 | I .0 | 1.24 | 1.00 | 1.000 | 1.0000 | 1.240 | 1.2400 |
| 4 | 1.2 | 1.50 | 1.44 | 1.728 | 2.0736 | 1.800 | 2.1600 |
| 5 | 1.4 | 1.82 | 1.96 | 2.744 | 3.8416 | 2.548 | 3.5672 |
| 6 | 1.6 | 2.12 | 2.56 | 4.096 | 6.5536 | 3.392 | 5.4272 |
| 7 | 6.8 | 2.46 | 3.24 | 5.832 | 10.4976 | 4.428 | 7.9704 |
| 8 | 2.0 | 2.80 | 4.00 | 8.000 | 16.0000 | 5.600 | 11.2000 |
| 9 | 2.2 | 3.16 | 4.84 | 10.648 | 23.4256 | 6.952 | 15.2944 |
| 10 | 2.4 | 3.52 | 5.76 | 13.824 | 33.1776 | 8.448 | 20.2752 |
| $\mathrm{i}=10$ | 15.0 | 20.28 | 25.8 | 48.6 | 97.1088 | 35.596 | 68.0008 |
| $\sum_{i=1}$ |  |  |  |  |  |  |  |

The substitution of these computations in Eqs. 5 yields the following system of linear equations that can be used to determinc $c_{1}, c_{2}$, and $c_{3}$;

$$
\begin{aligned}
& 97.1088 c_{1}+48.6 c_{2}+25.8 c_{3}=68.0008 \\
& 48.6 c_{1}+25.8 c_{2}+15.0 c_{3}=35.596 \\
& 25.8 c_{1}+15.0 c_{2}+10.0 c_{3}=20.28
\end{aligned}
$$

In matrix form, Eq. 6 becomes
$\left.\left\lvert\, \begin{array}{lll}97.1088 & 48.6 & 25.8 \\ 48.6 & 25.8 & 15.0 \\ 25.8 & 15.0 & 10.0\end{array}\right.\right] \quad\left|\begin{array}{l}c_{1} \\ c_{2} \\ c_{3}\end{array}\right|=\left|\begin{array}{l}68.0008 \\ 35.596 \\ .20 .28\end{array}\right|$
(7)

## Example 2-4. (Continued)

The solution set of this matrix equation is
$\left[\begin{array}{l}c_{1} \\ c_{2} \\ c_{3}\end{array}\right]-\left[\begin{array}{l}0.17803 \\ 1.03439 \\ 0.01709\end{array}\right]$

The application to Eq. 1 of this solution setand the tabulated computations on the source data establishes the following table of computed values for $y_{i}$ and the resulting residual errors in these computed values. As defined by Eq. 2-113, a negative errormeans that the computed value of $y_{i}$ is greater than the actual value of $y_{i}$, i. e., the value given in the range-vs-time- of-flight source data.

| Summary of Computed Values for $y_{i}$ and <br> the Resulting Residual Errors $\delta_{i}$ |  |  |
| :---: | :---: | :---: |
| Data-Point <br> Designation <br> $i$Computed Value of <br> Time of Flight <br> $\mathrm{y}_{\mathrm{i}}$ (corputed) <br> (seconds) | Error in $\mathrm{y}_{\mathrm{i}}$ (comnuted) <br> $\delta_{\mathrm{i}}$ <br> (seconds) |  |
| 1 | 0.702 | -0.002 |
| 2 | 0.959 | 0.001 |
| 3 | 1.230 | 0.010 |
| 4 | 1.515 | -0.015 |
| 5 | 1.814 | 0.006 |
| 7 | 2.128 | -0.008 |
| 8 | 2.456 | 0.004 |
| 9 | 2.798 | 0.002 |
| 10 | 3.154 | 0.006 |

## 2-4.3 NUMERICAL DIFFERENTATION

Numerical differentiation is closely related to the interpolation methods described in par. 2-4.2.3. If a function is represented by interpolating polynomials, the polynomial expression can be differentiated.

Numerical differentiation is very dangerous to use, however, because it is subject to errors that are due to the approximating polynomial of a given function, insufficient data, and many other reasons. As an illustration of this danger, consider the determination of the derivative of a relationship $y=f(x)$ that is given by a table $\left\{\left(x_{0}, y_{o}\right)\right.$, $\left.\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ at the point for which $\mathrm{x}=\zeta$, where $\mathrm{x}_{\mathrm{o}}<\zeta<\mathrm{x}$,. The table is first approximated by a polynomial $P_{a}(x)$. The derivative $\int_{a}(x)$ of this approximating polynomial is then evaluated at $x=<$. The resulting number $\mathrm{P}_{\mathrm{a}}^{\prime}(\zeta)$ is used as the derivative of $f(x)$ at $x=\zeta$. Although the approximatingpolynomial $P_{a}(\zeta)$ maybe avery satisfactory fit to $y=f(x)$, the number $P_{a}^{\prime}(\zeta)$ may actuallybe averypoorapproximationto $\mathrm{f}^{\prime}(\zeta)$. For example, consider the relationship $y=$ $f(x)$ and its approximating polynomial $P_{a}(x)$ that is depicted in Fig. 2-19. This figure shows that $P_{a}^{\prime}(\zeta)$, the slope of the tangent to $P_{a}^{\prime}(x)$ at $x=\zeta$, is close to zero but that $f^{\prime}(\zeta)$ is far from zero. (Observe, however, that although the approximation to $f^{\prime}(x)$ at $x=\zeta$ is very poor the approximation to $f^{\prime}(x)$ at $\mathrm{x}=\zeta_{1}$ is very good.)

The various difference formulas (ref. par. 2-4.2.3) can be differentiated to provide suitable numerical differentation formulas. For example, in the case of a given function $y=f(x)$, the differentiation of Newton's (Gregory-Newton) forward-difference formula yields the numerical differentiation formula:::

$$
\begin{array}{r}
\left.d f\right|_{x=} \cong \frac{1}{h}\left(\Delta y_{k}-\frac{1}{2}\right. \\
 \tag{2-115}\\
\\
\\
\\
\\
\\
\end{array}
$$

where

$$
\begin{equation*}
x_{k}=x_{0}+k h \tag{2-115a}
\end{equation*}
$$

$h=$ equal intervals at which the tabular values of $x$ are spaced

$$
\begin{equation*}
\Delta y_{k}=y_{k+1}-y_{k} \tag{2-115b}
\end{equation*}
$$

$=$ standard first-order difference
and

$$
\begin{align*}
& \Delta^{n} y_{k}=\Delta^{n-1} y_{k}+1-\Delta^{n-1} y_{k}  \tag{2-115c}\\
&= \text { nth-order difference } \\
& n-2,3, \ldots \\
& k=0, t l, \pm 2, \ldots
\end{align*}
$$

As an example of the application of Eq. 2-115, consider the tabular function described by the following set of values for $x$ and y : $\{(2.0,0.69315),(2.1,0.74194)$, (2.2, 0.78846 ), $(2.3,0.83291),(2.4,0.87547)\}$. Find the derivative at $x=2.1$, using Eq. 2-115 and the following forward-difference table.

| k | $\mathrm{x}_{\mathrm{k}}$, | $\mathrm{y}_{\mathrm{k}}$ | $\Delta \mathrm{y}_{\mathrm{k}}$ | $\Delta^{2} \mathrm{y}_{\mathrm{k}}$ | $\Delta^{3} \mathrm{y}_{\mathrm{k}}$ | $\Delta^{4} \mathrm{y}_{\mathrm{k}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2.0 | 0.69315 | 0.04879 |  |  |  |
| 1 | 2.1 | 0.74194 | 0.04652 | -0.00227 |  |  |
| 2 | 2.2 | 0.78816 | 0.0445 | -0.00207 | 0.00020 |  |
| 3 | 2.3 | 0.83291 | 0.00018 |  |  |  |
| 4 | 2.4 | 0.87547 | 0.04256 | -0.001891 |  |  |

With $\mathrm{h}=0.1, \quad \mathrm{k}=1, \Delta \mathrm{y}_{1}=0.04652, \quad \mathrm{~A}^{2} \mathrm{y}_{1}=$ -0.00207 , and $\Delta^{3} \mathrm{y}_{1}=0.00018$, Eq. $2-115$ shows that

$$
\begin{aligned}
f^{\prime}(2.1) & \frac{1}{0.1}\left(0.04652-\frac{1}{2}\{-0.00207\}+\frac{1}{3}(0.00018\}\right) \\
& \simeq \frac{1}{0.1}(0.04652+0.00104+0.00006) \\
& \simeq \frac{1}{0.1}(0.04762) \\
& \cong 0.4762
\end{aligned}
$$

*. See, for example, Eq. 20. 6-1 in Section 20.6 of Ref. 50
2-44


Figure 2-19. The difference between the derivative of a given function and the derivative of its approximating polynomial.

Thetabular function used inthis example was takenfrom a natural log table, that is, $f(x)=$ $\ln \mathrm{x}$, which yields $\mathrm{f}^{\prime}(\mathrm{x})=1 / \mathrm{x}$ for $\mathrm{x}>0$. When the number 2.1 is substituted for x , the result is $f^{\prime}(2.1)=1 / 2.1=0.47619$. Thus, the approximation obtained for $f^{\prime}(2.1)$ is excellent. Such a result cannot always be expected, however, as already observed.

It should be noted that Eq. 2-115 is only one of many possible numerical differentiation formulas.: The particular problem concerned and one's personal experienceinusing numerical differentiation formulas normally determine which formula is to be used. The choice of an appropriate formula is a subjective process and hence is in the nature of an art rather than a science.

## 2-4.4 NUMERICAL INTEGRATION

The process of evaluating a definite integral (sometimes known as "quadrature") is a laborious task that has been greatly eased by the availability of digital computers. The basis of numerical integration is inherent in the definition of integration: integration of a function $f(x)$ is accomplished by adding the areas of a series of strips of width $A x$ and height $\mathrm{f}(\mathrm{x})$, as $\Delta \mathrm{x} \rightarrow 0$. Since it would be necessary to sum a large number of such incremental areas in order to obtain an accurate integration, various formulas have been developed to reduce the number of increments required.

Of the many integration formulas that have been developed, $\dagger$ only one of the best.

[^17]known, Simpson's rule, will be described. In applying this rule, a parabola is passed through threc consecutive equally-spaced points located on the function to be integrated. It can be shown $*$ that the area under the curve is given by
\[

$$
\begin{equation*}
A=\frac{h}{3}\left(y_{1}+4 y_{2}+y_{3}\right) \tag{2-116}
\end{equation*}
$$

\]

$\rightarrow$
where the quantities are defined in Fig. 2-20. For an even number $n$ values of $x$, the area is

$$
\begin{gather*}
A \cong \frac{h}{2}\left[f\left(x_{0}\right)+4 f\left(x_{1}\right)+2 f\left(x_{2}\right)+4 f\left(x_{3}\right)+2 f\left(x_{4}\right)\right. \\
\left.\quad t \ldots+4 f\left(x_{n-1}\right)+f\left(x_{n}\right)\right] \tag{2-117}
\end{gather*}
$$

where

$$
h=\frac{x_{n}-x_{0}}{n}
$$

Simpson's rulc is exact for the integration of polynomials up to the third order. Example 2-5 gives an illustrative application of Simpson's rule.

## 2-4.5 METHODS FOR SOLVING DIFFERENTIAL EQUATIONS

Since a differential equation describes the behavior of a function by considering infinitesimally small changes, the general method of its solution on a digital computer is intuitively obvious. However, the desire to improve the accuracy of solution and to reduce the amount of storage required has led to the development of rather involved methods of solution. A simple method originated by Euler, two more-complex methods provided by Runge and Kutta, and a predictorcorrector method due to Milne will be described here. Other methods will be found in the literature.

Consider, first, the simplefirst-order differential equation in the form

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{2-118}
\end{equation*}
$$

both forits own great usefulness and because higher-order equations canbe reduced to this form, as will be explained in this paragraph. If the independent variable is divided into increments (notnecessarily equal)by the points


Figure 2-20. Integration by means of Simpson's Rule.

Example 2-5. Sample application of Simpson's rule.
Simpson's rule will be used to evaluate $\int_{1.6}^{2.0} f(x) d x$ when $f(x)$ is given by the follo ing tabulation for an initial value $x_{0}$ and $n$ additional values of $x$ :

| n | $\mathrm{x}_{\mathrm{n}}$ | $\mathrm{f}\left(\mathrm{x}_{\mathrm{n}}\right)$ |
| :---: | :---: | ---: |
| 0 | 1.6 | 12.6894 |
| 1 | 1.7 | 12.8724 |
| 2 | 1.8 | 13.0352 |
| 3 | 1.9 | 13.1943 |
| 4 | 2.0 | 13.3654 |

For $n=4$, Eq. 2-117 shows that

$$
A \cong(h / 3)\left[f\left(x_{1}\right)+4 f\left(x_{1}\right)+2 f(x)+4 f(x)+f\left(x_{4}\right)\right]
$$

where

$$
h-\frac{x_{4}-x_{0}}{n}=\frac{2.0-1.6}{4}=\frac{0.4}{4}=0.1
$$

Substitution from the tabulation yields

$$
\begin{aligned}
A & \cong \frac{0.1}{3}[12.6894+4(12.8724) \pm 2(13.0352)+4(13.1943)+13.36541 \\
& \cong 0.0333[12.6894+51.4896+26.0704+52.7772 \pm 13.3654] \\
& \cong 0.0333[156.39201=5.2078
\end{aligned}
$$

$x_{0}, x_{1}, \ldots, x_{i}, x_{i+}, \ldots$, , the value of $y$ at any point, say, $i+1$, may be approximated by extrapolating the value of $y$ at the previous point (i), using the known value of the slope at $i$; thus,

$$
\begin{equation*}
y_{i+1}=\left\lceil\left.\frac{d y}{d x} \right\rvert\, \quad\left(x_{i+1}-x_{i}\right)+y_{i}\right. \tag{2-119}
\end{equation*}
$$

where $y_{i}$ is the value of $y$ at $x=x_{i}$ and $y_{i+1}$ is the value of $y$ at $x=x_{i+1}$. Substitution of Eq. 2-118 in Eq. 2-119 yields

$$
\begin{equation*}
y_{i+1}=\left(x_{i+1}-x_{i}\right) f_{i}+y_{i} \tag{2-120}
\end{equation*}
$$

where $f_{i}$ is the value of $f(x, y)$ at $x=x_{i}, y=y_{i}$. Eq. 2-120, known as Euler's formula, has a truncation error with an order of magnitude equivalent to the square of the increment in $x$.

As an example, the equation

$$
\begin{equation*}
\frac{d y}{d x}=y-x \tag{2-121}
\end{equation*}
$$

has been solved explicitly in Example 2-6 for values of $x$ between 0 and 0.7 , and also by Euler's formula for the same range in x . The evaluation of the Taylor's series for Eq. 2-121 at $x=0$ is also shown in Example 2-6. The evaluation of the series expansion is accurate nearthe point at which the derivatives are evaluated, but requires considerable computational labor.

To apply the Runge-Kutta method, again considerthe differential equation of the form

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{2-122}
\end{equation*}
$$

If the solution at some point $x=x_{i}$ can be determined by the Taylor's series

$$
\begin{array}{r}
y\left(x_{i}+h\right)=y\left(x_{i}\right)+h f\left(x_{i}, y_{i}\right)+\frac{h^{2}}{2} f^{\prime}\left(x_{i}, y_{i}\right) \\
 \tag{2-123}\\
\text { t } \frac{h^{3}}{6} f^{\prime \prime}\left(x_{i}, y_{i}\right)+\ldots \quad(2-1
\end{array}
$$

where $h=x_{i+1}-x_{i}$, then the Runge-Kutta method determines an expression $y\left(x_{i}\right)+\mathrm{k}$ that is identical with Eq. 2-123, where

$$
\begin{equation*}
\bar{k}=R, k_{1}+R k_{1}+R k_{1} \mathbf{t} \ldots \tag{2-124}
\end{equation*}
$$

and

$$
\left.\begin{array}{l}
k_{1}=h f\left(x_{1}, y_{1}\right)  \tag{2-125}\\
k_{2}=h f\left(x_{1}+\alpha h, y_{i}+\beta k_{1}\right) \\
k_{3}=h f\left(x_{i}+a_{1} h, y_{i}+\beta_{1} k_{1}+y_{1} k_{2}\right) \\
\text { etc. }
\end{array}\right\}
$$

The constants $\mathrm{R}_{1}, \mathrm{R}, \mathrm{R},, \ldots, \alpha, \alpha_{1}, \ldots, \beta, \beta_{1}$, $\ldots, \gamma_{1}, \ldots$ etc., are determined by setting $\mathrm{y}\left(\mathrm{x}_{\mathrm{i}}\right)+\overline{\mathrm{k}}$ equal to a specificnumber of terms of the expansion for $y\left(x_{i}+h\right)$. Except for the second-orderexpression (which is formed by discardingterms in Eq. 2-123 beyond the $\mathrm{h}^{2}$ term), the constants are not uniquely determined; moreover the derivations are quite involved. The second- and fourth-order expressions are as follows:

## Second-Order

$$
\left.\begin{array}{l}
\bar{k}=h f\left(x_{i}+\frac{h}{2}, y_{i}+\frac{k_{1}}{2}\right)  \tag{2-126}\\
k_{1}=h f\left(x_{i}, y_{i}\right)
\end{array}\right\}
$$

## Fourth-Order

$$
\begin{align*}
& \bar{k}=\frac{-}{6}\left(k_{1}+2^{1} k_{2}+2 k_{1}+k_{4}\right) \\
& k_{1}=h f\left(x_{1}, y_{i}\right) \\
& k_{2}-h f\left(x_{1}+\frac{h}{2}, y_{i}+\frac{k_{1}}{2}\right)  \tag{2-127}\\
& k_{3}=h f\left(x_{1}+\frac{h}{2}, y_{i}+\frac{k_{2}}{2}\right) \\
& k_{4}=h f\left(x_{1}+h, y_{i}+k_{3}\right)
\end{align*}
$$

Example 2-6. The numerical solution of $\frac{d y}{d x}=y-x$ by the exact method and by four approximate methods.

In order to show the application of the methods developed inpar. 2-2.3.2, the exact solution of the differential equation

$$
\begin{equation*}
\frac{d y}{d x}=y-x \tag{1}
\end{equation*}
$$

is determined for a starting point of $x=0, y=4$ and an interval in $x$ of 0.1 . The same equation under these same conditions is then solved by Taylor's series, by Euler's method, by the Runge-Kuttasecond-order method, and by the Runge-Kutta fourth-order method.

## 1. Exact Solution

$$
y=a e^{x}+x+1
$$

## Initial Conditions: $\quad x=0$ and $y=4$

The substitution into Eq. 2 of these initial conditions shows that $a=3$.
For $x_{0}=0$
$\overline{\text { When } x_{0}=0,}$, then $e^{x_{0}}=1.00000$
Therefore, $y_{0}=\mathrm{ae}^{x_{0}}+\mathrm{x}_{0}+1$
$=3(1)+0+1=4.00000$
For $\mathrm{x}_{1}=0.1$
When $x_{1}=0.1$, then $e^{x_{1}}=1.10517$
Therefore, $y_{1}=a e^{x_{1}}+x_{1}+1$
$=3(1.10517)+0.1+1=4.41551$
For $\mathrm{x}_{2}=0.2$
When $x_{2}=0.2$, then $\mathrm{e}^{\mathrm{x}_{2}}=1.22140$
Therefore, $y_{2}=a e^{x_{2}}+x_{2}+1$
$=3(1.22140)+0.2+1=4.86420$
For $\mathrm{x}_{3}=0.3$
When $\mathrm{x}_{3}=0.3$, then $\mathrm{e}^{\mathrm{x}_{3}}=1.34986$
Therefore, $y_{3}=\mathrm{ae}^{\mathrm{x}_{3}}+\mathrm{x}_{3}+1$

$$
=3(1.34986)+0.3+1=5.34958
$$

For $\mathrm{x}_{4}=0.4$
$\overline{W h e n ~} \mathrm{x}_{4}=0.4$, then $\mathrm{e}^{\mathrm{x}_{4}}=1.49182$
Therefore, $y_{4}=a e^{x_{4}}+x_{4}+1$

$$
=3(1.49182)+0.4+1=5.87546
$$

For $\mathrm{x}_{5}=0.5$
When $\mathrm{x}_{5}=0.5$, then $\mathrm{e}^{\mathrm{x}_{5}}=1.64872$
Therefore, $\mathrm{y}_{5}=\mathrm{ae} \mathrm{x}_{5} .5+\mathrm{x}_{5}+1$

$$
=3(1.64872)+0.5+1=6.44616
$$

Example 2-6. (Continued)

```
For \(x_{6}=0.6\)
When \(x_{6}=0.6\), then \(0^{x_{6}}=1.82212\)
Therefore, \(y_{6}=a e^{x_{6}}+x_{6}+1\)
    \(=3(1.82212)+0.6+1=7.06636\)
```

For $x_{7}=0.7$
When $x_{7}=0.7$, then $e^{x_{7}}=2.01375$
Therefore, $y_{7}=\mathbf{a e}^{\mathbf{x}_{7}}+\mathrm{x}_{7}+1$

$$
=3(2.01375)+0.7+1=7.74125
$$

The exact solution, to five decimal places, is summarized in Table 1 for values of $\mathbf{x}$ from 0 to 0.7 and an interval of 0.1 .

Table 1. Exact Solution

| x | $\mathrm{e}^{\mathrm{x}}$ | $\mathrm{y}_{\text {exact }}$ |
| :---: | :---: | :---: |
| 0 | 1.00000 | 4.00000 |
| 0.1 | 1.10517 | 4.41551 |
| 0.2 | 1.22140 | 4.86420 |
| 0.3 | 1.34986 | 5.34958 |
| 0.4 | 1.49182 | 5.87546 |
| 0.5 | 1.64872 | 6.44616 |
| 0.6 | 1.82212 | 7.06636 |
| 0.7 | 2.01375 | 7.74125 |

2. Taylor's Series Solution

The Taylor's series through the third-order term is:

$$
\begin{gathered}
y(x) \cong y(0)+x y^{\prime}(0)+\frac{x^{2}}{2!} y^{\prime \prime}(0)+\frac{x^{3}}{3!} y^{\prime \prime \prime}(0) t \ldots \\
y(0)=4 \quad y^{\prime \prime}=y^{\prime}-1 \quad y^{\prime \prime}(0)=3 \\
y^{\prime}(0)=4 \quad y^{\prime \prime \prime}=y^{\prime \prime} \quad y^{\prime \prime \prime}(0)=3
\end{gathered}
$$

Therefore,

$$
y(x)=4+4 x+\frac{\pi}{2} x^{2}+\frac{1}{2} x^{3}+.
$$

For $\mathrm{x}_{0}=0$
When $x_{0}=0$,
then $y_{0}(x)=4+4 x_{0}+(3 / 2) x_{0}{ }^{2}+(1 / 2) x_{0}{ }^{3}+\ldots$

$$
=4+0+0+0+\ldots=4.00000
$$

For $x_{1}=0.1$
When $x_{1}=0_{0} 1$,
then $y_{1}(x)=4+4 x_{1}+(3 / 2) x_{1}{ }^{2}+(1 / 2) x_{1}{ }^{3}+\ldots$

$$
=4+0.4+0.015+0.0005+\ldots=4.41550
$$

Example 2-6. (Continued)

For $x_{3}=0.2$
When $x_{2}=0.2$,
then $\mathrm{y}_{2}(\mathrm{x})=4+4 \mathrm{x}_{2}+(3 / 2) \mathrm{x}_{2}^{2}+(1 / 2) \mathrm{x}_{2}^{3}+\ldots$.

$$
=4+0.8+0.06+0.004+\ldots=4.86400
$$

For $x_{3}=0.3$

$$
\text { When } \mathrm{x}=0.3,
$$

then $\begin{aligned} \mathrm{y}_{3}(\mathrm{x}) & =4+4 \times 3+(3 / 2) \mathrm{x}_{3}^{2}+(1 / 2) \mathrm{x}_{3}{ }^{3}+\ldots \\ & =4+1.2+0.135+0.135=5.34850\end{aligned}$
For $x_{4}=0.4$
When $x=0.4$,
then $\mathrm{y}_{4}(\mathrm{x})=4+4 \mathrm{x}_{4}+(3 / 2) \mathrm{x}_{4}{ }^{2}+(1 / 2) \mathrm{x}_{4}{ }^{3}$

$$
=4+1.6+0.24+0.032=5.87200
$$

For $\mathrm{x}_{5}=0.5$
$\overline{\text { When } x=0.5}$,
then $\mathrm{y}_{5}(\mathrm{x})=4+4 \mathrm{x}_{5}+(3 / 2) \mathrm{x}_{5}{ }^{2}+(1 / 2) \mathrm{x}_{5}{ }^{3}$

$$
=4+2+0.375+0.0625=6.43750
$$

For $\mathrm{x}_{6}=0.6$
When $x=0.6$,
then $\mathrm{y}_{6}(\mathrm{x})=4+4 \mathrm{x}_{6}+(3 / 2) \mathrm{x}_{6}{ }^{2}+(1 / 2) \mathrm{x}_{6}{ }^{3}$

$$
=4+2.4+0.54+0.108=7.04800
$$

For $\mathrm{x}_{7}=0.7$
When $x=0.7$,

$$
\text { then } \begin{aligned}
\mathrm{y}_{7}(\mathrm{x}) & =4+4 \mathrm{x}_{7}+(3 / 2) \mathrm{x}_{7}^{2}+(1 / 2) \mathrm{x}_{7}{ }^{3} \\
& =4+2.8+0.735+0.1715 \stackrel{ }{=} 7.70650
\end{aligned}
$$

The Taylor's Series Solution is summarized in Table 2, together with the error between it and the exact solution.

Table 2. Taylor's Series Solution

| x | Y | $\mathrm{y}-\mathrm{y}$ exact |
| :---: | :---: | ---: |
| 0 | 4.00000 | 0.00000 |
| 0.1 | 4.41550 | -0.00001 |
| 0.2 | 4.86400 | -0.00020 |
| 0.3 | 5.34850 | -0.00108 |
| 0.4 | 5.87200 | -0.00346 |
| 0.5 | 6.43750 | -0.00866 |
| 0.6 | 7.04800 | -0.01836 |
| 0.7 | 7.70650 | -0.03475 |

Note that the error magnitude increases rapidly as the deviation from the point of evaluation of the derivatives ( $x=0$ ) increases.

## 3. Solution by Euler's Method

Euler's method makes use of the formula

$$
\begin{equation*}
y_{i+1}=\left(x_{i+1}-x_{1}\right) f_{1}+y_{i} \tag{4}
\end{equation*}
$$

with $f_{i}=y_{i}-x_{i}$ and initial values $x_{0}=0$ and $y_{0}=4$, and with $x_{i+1}-x_{i}$ always equal to 0.1.

For $x_{0}=0$
1nitial values: $x_{0}=0$ and $y_{0}=4.00000$
For $x_{1}=0.1$

$$
\begin{aligned}
y_{1} & =\left(x_{1}-x_{0}\right) f_{0}=\left(x_{1}-x_{0}\right)\left(y_{0}-x_{0}\right)+y_{0} \\
& =(0.1-0.0)(4.00000-0.0)+4.00000 \\
& =4.40000
\end{aligned}
$$

For $\mathrm{x}=0.2$

$$
\begin{aligned}
\mathrm{y}_{2} & =\left(\mathrm{x}_{2}-\mathrm{x}_{1}\right)\left(\mathrm{y}_{1}-\mathrm{x}_{1}\right)+\mathrm{y}_{1} \\
& =(0.2-0.1)(4.40000-0.1)+4.40000 \\
& =4.83000
\end{aligned}
$$

For $\mathrm{x}_{3}=0.3$

$$
\begin{aligned}
\mathrm{y}_{3} & =(0.1)\left(\mathrm{y}_{2}-\mathrm{x}_{2}\right)+\mathrm{y}_{2} \\
& =0.1(4.83000-0.2)+4.83000 \\
& =5.29300
\end{aligned}
$$

For $x_{4}=0.4$

$$
\begin{aligned}
\mathrm{y} 4 & =(0.1)\left(\mathrm{y}_{3}-\mathrm{x}_{3}\right)+\mathrm{y} 3 \\
& =(0.1)(5.29300-0.3)+5.29300 \\
& =5.79230
\end{aligned}
$$

For $\mathrm{x}_{\mathrm{s}}=0.5$

$$
\begin{aligned}
\mathrm{y} 5 & =(0.1)\left(\mathrm{y}_{4}-\mathrm{x}_{4}\right)+\mathrm{y} 4 \\
& =(0.1)(5.79230-0.4)+5.79230 \\
& =6.33153
\end{aligned}
$$

For $x_{6}=0.6$

$$
\begin{aligned}
y_{6} & =(0.1)\left(y_{5}-x_{5}\right)+y_{5} \\
& =(0.1)(6.33153-0.5)+6.33153 \\
& =6.91468
\end{aligned}
$$

For $x_{7}=0.7$

$$
\begin{aligned}
y_{7} & =(0.1)\left(y_{6}-x_{6}\right)+y_{6} \\
& =(0.1)(6.91468-0.6)+6.91468 \\
& =7.54615
\end{aligned}
$$

The Euler's Method Solution is summarized in Table 3, together with the error between it and the exact solution.

## Example 2-6 (Continued)

Table 3. Solution by Euler's Method.

| x | $\mathrm{y}_{\mathbf{i}}$ | Error <br> $\mathrm{y}_{\mathbf{i}}$ <br> Yexact |
| ---: | ---: | ---: |
| 0 | 4.00000 | 0.00000 |
| 0.1 | 4.40000 | -0.01551 |
| 0.2 | 4.83000 | -0.03420 |
| 0.3 | 5.29300 | -0.05658 |
| 0.4 | 5.79230 | -0.08316 |
| 0.5 | 6.33153 | -0.11463 |
| 0.6 | 6.91468 | -0.15168 |
| 0.7 | 7.54615 | -0.19510 |

4. Solution by the Runge-Kutta Second-Order Method

$$
\begin{align*}
& y_{i+1}= y\left(x_{1}+h\right)=y\left(x_{1}\right)+\bar{k}=y_{i}+\bar{k} \\
& \bar{k}  \tag{5}\\
&=h f\left(x_{1}+\frac{h}{2}, y_{i}+\frac{k_{1}}{2}\right) \\
& k_{1}=h f\left(x_{i}, y_{i}\right)
\end{align*}
$$

where $\mathrm{h}=0.1$.
For $x_{0}=0$
Initial values: $\quad x_{0}=0$ and $y_{i}=4.00000$

$$
\mathrm{k},=\mathrm{hf}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\mathrm{h}\left(\mathrm{y}_{0}-\mathrm{x}_{0}\right)=0.1(4.00000-0)=0.4
$$

$$
\begin{aligned}
\overline{\mathrm{k}} & =\mathrm{h} \mathrm{f}\left(\mathrm{x}_{0}+\frac{\mathrm{h}}{2}, \mathrm{y}_{0}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =0.1 \mathrm{f}(0+0.05,4+0.2) \\
& =0.1(4.20-0.05) \\
& =0.1 \times 4.15=0.41500
\end{aligned}
$$

For $x_{1}=0.1$

$$
\begin{aligned}
& \mathrm{y}_{1}=\mathrm{y}_{0}+\overline{\mathrm{k}} \\
& =4.00000+0.415 \\
& =4.41500 \\
& \mathrm{k}_{1}=\mathrm{h} f\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)=\mathrm{h}\left(\mathrm{y}_{1}-\mathrm{x}_{1}\right) \\
& =0.1(4.41500-0.1)=0.43150 \\
& \overline{\mathrm{k}}=\mathrm{h} \mathrm{f}\left(\mathrm{x}_{1}+\frac{\mathrm{h}}{2}, \quad \mathrm{y}_{1}+\frac{\mathrm{K}_{1}}{2}\right) \\
& =(0.1) f(0.1+0.05,4.41500+0.21575) \\
& =(0.1)(4.48075) \\
& =0.448075=0.44808
\end{aligned}
$$

Example 2-6. (Continued)
For $\mathrm{x}_{2}=0.2$

$$
\begin{aligned}
\mathrm{y}_{2} & =\mathrm{y}_{1}+\overline{\mathrm{k}}=4.415+0.44808 \\
& =4.86308 \\
\mathrm{k}_{1} & =\mathrm{h} f\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)=\mathrm{h}\left(\mathrm{y}_{2}-\mathrm{x}_{2}\right) \\
& =0.1(4.86308-0.2)=0.1(4.66308) \\
& =0.466308=0.46631 \\
\overline{\mathrm{k}} & =\mathrm{h} f\left(\mathrm{x}_{2}+\frac{\mathrm{h}}{2}, \mathrm{y}_{2}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =(0.1) \mathrm{f}(0.2+0.05,4.86308+0.233155) \\
& =(0.1) 4.846235=0.4846235 \\
& =0.48462
\end{aligned}
$$

For $x_{3}=0.3$

$$
\begin{aligned}
\mathrm{y}_{3}= & \mathrm{y}_{2}+\overline{\mathrm{k}}=4.86308+0.48462 \\
& =5.34770 \\
& \\
\mathrm{k}_{1} & =\mathrm{h} f\left(\mathrm{x}_{3}, \mathrm{y}_{3}\right)=\mathrm{h}\left(\mathrm{y}_{3}-\mathrm{x}_{3}\right) \\
& =0.1(5.34770-0.3)=0.1(5.04770) \\
& =0.50477 \\
\mathrm{k} & =\mathrm{h} f\left(\mathrm{x}_{3}+\frac{\mathrm{h}}{2}, \quad \mathrm{y}_{3}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =(0.1) \mathrm{f}(0.3+0.05,5.34770+0.252385) \\
& =(0.1)(5.250085) \\
& =0.52501
\end{aligned}
$$

For $x_{4}=0.4$

$$
\begin{aligned}
\mathrm{y}_{4} & =\mathrm{y}_{3}+\overrightarrow{\mathrm{k}}=5.34770+0.52501 \\
& =5.87271 \\
\mathrm{k}_{1} & =\mathrm{h} \mathrm{f}\left(\mathrm{x}_{4}, \mathrm{y}_{4}\right)=\mathrm{h}\left(\mathrm{y}_{4}-\mathrm{x}_{4}\right) \\
& =0.1(5.87271-0.4) \\
& =0.1(5.47271) \\
& =0.54727 \\
\overrightarrow{\mathrm{k}} & =\mathrm{h} \mathrm{f}\left(\mathrm{x}_{4}+\frac{\mathrm{h}}{2}, \mathrm{y}_{4}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =0.1(0.4+0.05,5.87271+0.273635) \\
& =0.1(5.69635) \quad=0.56964
\end{aligned}
$$

For $x_{5}=0.5$

$$
\begin{aligned}
y_{5} & =y_{4}+\bar{k}=5.87271+0.56964 \\
& =6.44235
\end{aligned}
$$

Example 2-6. (Continued)

$$
\begin{aligned}
\mathrm{k}_{1} & =\mathrm{h} f\left(\mathrm{x}_{5}, \mathrm{y}_{5}\right)=\mathrm{h}\left(\mathrm{y}_{5}-\mathrm{x}_{5}\right) \\
& =0.1(6.44235-0.5) \\
& =0.1(5.94235) \\
& =0.59424 \\
\overrightarrow{\mathrm{k}} & =\mathrm{h} f\left(\mathrm{x}_{5}+\frac{\mathrm{h}}{2}, y_{5}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =0.1(0.5+0.05,6.44235+0.29712) \\
& =0.1(6.18947) \\
& =0.61895
\end{aligned}
$$

For $x_{6}=0.6$

$$
\begin{aligned}
y_{6} & =y_{5}+\overrightarrow{\mathrm{k}}=6.44235+0.61895 \\
& =7.06130 \\
\mathrm{k}_{1} & =\mathrm{hf}\left(\mathrm{x}_{6}, \mathrm{y}_{6}\right)=\mathrm{h}\left(\mathrm{y}_{6}-\mathrm{x}_{6}\right) \\
& =0.1(7.06130-0.6) \\
& =0.64613 \\
\overline{\mathrm{k}} & =\mathrm{hf}\left(\mathrm{x}_{6}+\frac{\mathrm{h}}{2}, \mathrm{y}_{6}+\frac{\mathrm{k}_{1}}{7}\right) \\
& =(0.1) \mathrm{f}(0.6+0.05,7.06130+0.323065) \\
& =(0.1)(6.734365) \\
& =0.67344
\end{aligned}
$$

For $x_{7}=0.7$

$$
\begin{aligned}
& y_{7}=y_{6}+\bar{k}=7.06130+0.67344 \\
& =7.73474 \\
& \mathrm{k}_{1}=\mathrm{h} \mathrm{f}\left(\mathrm{x}_{7}, \mathrm{y}_{7}\right)=\mathrm{h}\left(\mathrm{y}_{7}-\mathrm{x}_{7}\right) \\
& =0.1 \text { (7.73474-0.7) } \\
& =0.1(7.03474) \\
& =0.70347 \\
& \left.\overline{\mathbf{k}}=\mathrm{hf} \mathrm{x}_{7}+\frac{\mathrm{h}}{2^{\prime}} \mathrm{y}_{7}+\frac{\mathrm{k}_{1}}{2}\right) \\
& =(0.1) f(0.7+0.05,7.73474+0.351737) \\
& =(0.1)(7.336477) \\
& =0.73365
\end{aligned}
$$

## For $\mathrm{x}_{8}=0.8$

$$
\begin{aligned}
\mathrm{y}_{8} & =\mathrm{y}_{7}+\overline{\mathrm{k}}=7.73474+0.73365 \\
& =8.46839
\end{aligned}
$$

Example 2-6. (Continued)
The solution obtained by the Runge-Kutta sccond-order method is summarized in Table 4 , together with the error between it and the exact solution.

Table 4. Solution by the Runge-Kutta Second-Order Method.

| $\mathrm{x}_{\mathrm{i}}$ | $\mathrm{y}_{\mathrm{i}}$ | $\mathrm{k}_{1}$ | $\overline{\mathbf{k}}$ | Error <br> $\mathrm{y}_{\mathrm{i}}$-Y exact |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 4.00000 | 0.40000 | 0.41500 | 0.00000 |
| 0.1 | 4.41500 | 0.43150 | 0.44808 | 0.00051 |
| 0.2 | 4.86308 | 0.46631 | 0.48462 | 0.00112 |
| 0.3 | 5.34770 | 0.50477 | 0.52501 | 0.00188 |
| 0.4 | 5.87271 | 0.54727 | 0.56964 | 0.00275 |
| 0.5 | 6.44235 | 0.59424 | 0.61895 | 0.00381 |
| 0.6 | 7.06130 | 0.64613 | 0.67344 | 0.00506 |
| 0.7 | 7.73474 | 0.70347 | 0.73365 | 0.00651 |
| 0.8 | 8.46839 |  |  |  |

5. Solution by the Runge-Kutta Fourth-Order Method

$$
\begin{align*}
& y_{i+1}-y\left(x_{1}+h\right)=y\left(x_{i}\right)+\bar{k}=y_{i}+\bar{k} \\
& \bar{k}=\frac{1}{6}\left(k, t 2 k_{2} \pm 2 k_{3}+k_{4}\right) \\
& k_{1}=h f\left(x_{1}, y_{1}\right)  \tag{6}\\
& k_{2}=h f\left(x_{1}+\frac{\text { h, }}{}, y_{1}+\frac{k}{2}\right) \\
& k_{1}=h f\left(x_{1}+\text { 十, } y_{1}+\frac{k_{i}}{2}\right) \\
& 2
\end{align*}
$$

Example 2-6. (Continued)

For $x_{0}=0$
Initial Values: $\quad x_{0}=0$ and $y_{0}=4.00000$
$\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=0.1\left(\mathrm{y}_{0}-\mathrm{x}_{0}\right)=0.1(4.0000-0)$
$=0.40000$

$$
\begin{aligned}
\mathrm{k}_{2} & =\mathrm{hf}\left(\mathrm{x}_{0}+\frac{\mathrm{h}}{2}, \mathrm{y}_{0}+\frac{\mathrm{k}_{1}}{2}\right)=0.1 \mathrm{f}(0+0.05,4.0+0.2) \\
& =0.1(4.2-0.05)=0.1(4.15) \\
& =0.41500
\end{aligned}
$$

$$
\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{0}+\frac{\mathrm{h}}{2}, \mathrm{y}_{0}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0+0.05,4.0+0.2075)
$$

$$
=0.1(4.2075-0.05)=0.1(4.1575)
$$

$$
=0.41575
$$

$$
\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{0}+\frac{\mathrm{h}}{2}, \mathrm{y}_{0}+\mathrm{k}_{3}\right)=0.1 \mathrm{f}(0+0.1,4.0+0.41575)
$$

$$
=0.1(4.41575-0.1)=0.1(4.31575)
$$

$$
=0.43158
$$

$$
\overline{\mathrm{k}}=\frac{1}{6}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)
$$

$$
=\frac{1}{6}(0.4+2(0.415)+2(0.41575)+0.43158)
$$

$$
=\frac{1}{6}(0.4+0.830+0.83150+0.43158)
$$

$$
=0.41551
$$

For $\mathrm{x},=0.1$
$\overline{y_{1}}=y_{0}+\overline{\mathrm{k}}=4.0+0.41551$
$=4.41551$
$\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)=0.1 \mathrm{f}\left(\mathrm{y}_{1}-\mathrm{x}_{1}\right)=0.1(4.41551-0.1)$
$=0.1$ (4.31551)
$=0.43155$

$$
\begin{aligned}
\mathrm{k}_{2} & =\operatorname{hf}\left(\mathrm{x}_{1}+\frac{\mathrm{h}}{2}, \mathrm{y}_{1}+\frac{\mathrm{k}}{2}\right)=0.1 \mathrm{f}(0.1+0.05,4.41551+0.215775) \\
& =0.1(4.631285-0.15)=0.1(4.481285) \\
& =0.44813
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{k} 3 & =\mathrm{hf}\left(\mathrm{x}_{1}+\frac{\mathrm{h}}{2}, \mathrm{y}_{1}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.1+0.05,4.41551+0.224065) \\
& =0.1(4.639575-0.15)=0.1(4.489575) \\
& =0.44896
\end{aligned}
$$

```
\(\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{1}+\mathrm{h}, \mathrm{y}_{1}+\mathrm{k}_{3}\right)=(0.1+0.1,4.41551+0.44896)\)
    \(=0.1(4.86447-0.2)=0.1(4.66447)\)
    \(=0.46645\)
```
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$$
\begin{aligned}
\overline{\mathrm{k}} & =\frac{1}{6}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k} 3+\mathrm{k} 4\right) \\
& =\frac{1}{6}(0.43155+2(.44813)+2(.14896)+0.46645) \\
& =\frac{1}{6}(0.43155+0.8962 \div+0.89792+0.46645) \\
& =\frac{1}{6}(2.692218) \\
& =0.44870
\end{aligned}
$$

For $x_{6}=0.2$
$\mathrm{y}_{2}{ }_{-}^{-} \mathrm{y}_{1}+\overline{\mathrm{k}}=4.41551+0.44870$
$=4.86421$
$\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{2}, \mathrm{y}_{2}\right)=0.1(4.86421-0.2)=0.1(4.66421)$
$=0.46642$
$\mathrm{k}_{2}=\mathrm{hf}\left(\mathrm{x}_{2}+\frac{\mathrm{h}}{2}, \mathrm{y}_{2}+\frac{\mathrm{k}_{1}}{2}\right)=0.1 \mathrm{f}(0.2+0.05,4.86421+0.23321)$
$=0.1(5.09742-0.25)=0.1(4.84742)$
$=0.48474$
$\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{2}+\frac{\mathrm{h}}{2}, \mathrm{y}_{2}+\frac{\mathrm{k} 2}{2}\right)=0.1 \mathrm{f}(0.2+0.05,4.86421+0.24237)$
$=0.1(5.10658-0.25)=0.1(4.85658)$
$=0.48566$
$\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{2}+\mathrm{h}, \mathrm{y}_{2}+\mathrm{k}_{3}\right)=0.1 \mathrm{f}(0.2+0.1,4.86421+0.48566)$
$=0.1(5.34987-0.3)=0.1(5.04987)$
$=0.50499$
$\mathrm{k}=\frac{-}{\mathrm{n}}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)$
$=\frac{1}{6}(0.46642+2(0.48474)+2(0.48566)+0.50499)$
$=\frac{1}{6}(0.46642+0.96948+0.97132+0.50499)$
$=\frac{1}{6}(2.91221)$
$=0.48537$
For $\mathrm{x}_{\text {, }}=0.3$
$y_{3}=y_{2}+\bar{k}=4.86421+0.48537$
$=5.34958$
$\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{3}, \mathrm{y}_{3}\right)=0.1\left(\mathrm{y}_{3}-\mathrm{x}_{3}\right)=0.1(5.34958-0.3)$
$=0.1$ (5.04958)
$=0.50496$

```
\(\mathrm{k}_{2}=\mathrm{hf}\left(\mathrm{x}_{3}+\frac{\mathrm{h}}{2}, \mathrm{y}_{3}+\frac{\mathrm{k}_{1}}{2}=0.1 \mathrm{f}(0.3+0.05,5.34958+0.25248)\right.\)
    \(=0.1(5.60206-0.35)=0.1(5.25206)\)
    \(=0.52521\)
\(\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{3}+\frac{\mathrm{h}}{2}, \mathrm{y}_{3}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.3+0.05,5.34958+0.262605)\)
    \(=0.1(5.612185-0.35)=0.1(5.202185)\)
    \(=0.52622\)
\(k_{4}=h f\left(x_{3}+h, y_{3}+k_{3}\right)=0.1 f(0.3+0.1,5.34958+0.52622)\)
    \(=0.1(5.8758-0.4)=0.1(5.4758)\)
    \(=0.54758\)
\(\overline{\mathrm{k}}=\frac{-1}{6}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)=\frac{1}{6}(0.50496+2(0.52521)+2(0.52622)+0.54758)\)
    \(=\frac{1}{\sigma}(0.50496+1.05042+1.05244+0.54758)=\frac{1}{\mathrm{t}}(3.15918)\)
    \(=0.52590\)
```

For $x_{4}=0.4$
$y_{4}=y_{3}+\bar{k}$
$=5.34958+0.52590$
= 5.87548
$k_{1}=h f\left(x_{4}, y_{4}\right)=0.1(5.87548-0.4)$
$=0.54755$
$\mathrm{k}_{2}=\mathrm{hf}\left(\mathrm{x}_{4}+\frac{\mathrm{h}}{2}, \mathrm{y}_{4}+\frac{\mathrm{k}_{\mathbf{1}}}{2}>0.1 \mathrm{f}(0.4+0.05,5.87548+0.273775)\right.$
$=0.1(6.149255-0.45)=0.1(5.699255)$
$=0.56993$
$\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{4}+\frac{\mathrm{h}}{2}, \mathrm{y}_{4}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.4+0.05,5.87548+0.284965)$
$=0.1(6.160445-0.45)=0.1(5.710445)$
$=0.57104$
$\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{4}+\mathrm{h}, \mathrm{y}_{4}+\mathrm{k}_{3}\right)=0.1 \mathrm{f}(0.4+0.1,5.87548+0.57105)$
$=0.1(6.44653-0.5)=0.1(5.94653)$
$=0.594 \div 5$
$\bar{k}=\frac{1}{b}\left(k_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)=\frac{1}{6}(0.54755+2(0.56993)+2(0.57104)+0.59465)$
$=\frac{7}{6}(0.54755+1.13986+1.14208+0.59465)=\frac{\text { 曷 }}{6}(3.42414)$
$=0.57069$

```
For \(x_{5}=0.5\)
\(y_{5}=y_{4}+\bar{k}=5.87548+0.57069\)
    \(=6.44 \mathrm{ol} 17\)
\(\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{5}, \mathrm{y}_{5}\right)=0.1(6.44617-0.5)\)
    \(=0.59462\)
\(\mathrm{k}_{2}=\mathrm{hf}\left(\mathrm{x}_{5}+\frac{\mathrm{h}}{2}, \mathrm{y}_{5}+\frac{\mathrm{k}_{1}}{2} \underset{\tau}{ } 0.1 \mathrm{f}(0.5+0.05,6.44617+0.29731)\right.\)
    \(=0.1(6.74348-0.55)=0.1(6.19348)\)
    \(=0.61935\)
\(\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{5}+\frac{\mathrm{h}}{2}, \mathrm{y}_{5}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.5+0.05,6.44617+0.309675)\)
    \(=0.1(6.755845-0.55)=0.1(6.205845)\)
    \(=0.62058\)
\(\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{5}+\mathrm{h}, \mathrm{y}_{5}+\mathrm{k}_{3}\right)=0.1 \mathrm{f}(0.5+0.1,6.44617+0.62058)\)
    \(=0.1(7.06675-0.6)=0.1(6.46675)\)
    \(=0.64668\)
\(\overline{\mathrm{k}}=\overline{6}^{1}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)=\frac{1}{6}(0.59462+2(0.61935)+2(0.62058)+0.64668)\)
    \(=\frac{1}{6}(0.59462+1.23870+1.24116+0.64668)=\frac{1}{6}(3.72116)\)
    \(=0.62019\)
```

For $x_{6}=0.6$
$\mathrm{y}_{6}=\mathrm{y}_{5}+\overline{\mathrm{k}}=6.44617+0.62019$
$=7.06636$
$\mathrm{k}_{1}=\mathrm{hf}\left(\mathrm{x}_{6}, \mathrm{y}_{6}\right)=0.1(7.06636-0.6)$
$=0.64664$
$\mathrm{k}_{2}=\mathrm{hf}\left(\mathrm{x}_{6}+\frac{\mathrm{h}}{2}, \mathrm{y}_{6}+\frac{\mathrm{k}_{1}}{2}\right)=0.1 \mathrm{f}(0.6+0.05,7.06636+0.32332)$
$=0.1(7.38968-0.65)=0.1(6.73968)$
$=0.67397$

## Example 2-6. (Continued)

$$
\begin{aligned}
\mathrm{k}_{3} & =\mathrm{hf}\left(\mathrm{x}_{6}+\frac{\mathrm{h}}{2}, \mathrm{y}_{6}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.6+0.05,7.06636+0.336985) \\
& =0.1(7.403345-0.65)=0.1(6.753345) \\
& =0.67533 \\
\mathrm{k}_{4} & =\mathrm{hf}\left(\mathrm{x}_{6}+{\left.\mathrm{h}, \mathrm{y}_{6}+\mathrm{k}_{3}\right)=0.1(0.6+0.1,7.06636+0.67533)}=0.1(7.74169-0.7)=0.1(7.04169)\right. \\
& =0.70417 \\
\overline{\mathrm{k}} & =\frac{1}{6}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)=\frac{1}{6}(0.64664+2(0.67397)+2(0.67533)+0.70417) \\
& =\frac{1}{6}(0.64664+1.34794+1.35066+0.70417) \\
& =\frac{1}{6}(4.04941) \\
& =0.67490
\end{aligned}
$$

For $\mathrm{x}_{7}=0.7$

$$
\begin{aligned}
y_{7} & =y_{6}+\bar{k}=7.06636+0.67490 \\
& =7.74126
\end{aligned}
$$

$$
k_{1}=h f\left(x_{7}, y_{7}\right)=0.1(7.74126-0.7)
$$

$$
=0.70413
$$

$$
\mathrm{k}_{\mathrm{o}}=\operatorname{hf}\left(\mathrm{x}_{7}+\frac{\mathrm{h}}{\sim}, \mathrm{y}_{\mathrm{m}}+\frac{-1}{\sim}\right)=0.1 \mathrm{f}(0.7+0.05,7.74126+0.352065)
$$

$$
=0.1(8.093325-0.75)=0.1(7.343325)
$$

$$
=0.73433
$$

$$
\mathrm{k}_{3}=\mathrm{hf}\left(\mathrm{x}_{7}+\frac{\mathrm{h}}{2}, \mathrm{y}_{7}+\frac{\mathrm{k}_{2}}{2}\right)=0.1 \mathrm{f}(0.7+0.05,7.74126+0.367165)
$$

$$
=0.1(8.108425-0.75)=0.1(7.358425)
$$

$$
=0.73584
$$

$$
\mathrm{k}_{4}=\mathrm{hf}\left(\mathrm{x}_{7}+\mathrm{h}, \mathrm{y}_{7}+\mathrm{k}_{3}\right)=0.1 \mathrm{f}(0.7+0.1,7.74126+0.73584)
$$

$$
=0.1(8.47710-0.8)=0.1(7.6771)
$$

$$
=0.76771
$$

Example 2-6. (Continued)

$$
\begin{aligned}
\overline{\mathrm{k}} & =\frac{1}{6}\left(\mathrm{k}_{1}+2 \mathrm{k}_{2}+2 \mathrm{k}_{3}+\mathrm{k}_{4}\right)=\frac{1}{6}(0.70413+2(0.73433)+2(0.73584)+0.76771) \\
& =\frac{1}{6}(0.70413+1.46866+1.47168+0.76771) \\
& =\frac{1}{6}(4.41218 \\
& =0.73536
\end{aligned}
$$

For $\mathrm{x}_{8}=0.8$

$$
\begin{aligned}
\mathrm{y}_{8} & =\mathrm{y}_{7}+\overline{\mathrm{k}}=7.74126+0.73536 \\
& =8.47662
\end{aligned}
$$

The results are tabulated in Table 5, together with the error. Note the marked improvement in accuracy over the second-order solution (see Table 4).

Table 5. Solution by the Runge-Kutta Fourth-Order Method.

| $\lambda_{i}$ | $r_{1}$ | ${ }^{1} 1$ | $\mathrm{k}_{2}$ | $\mathrm{k}_{3}$ | $\mathrm{k}_{4}$ | $\bar{k}$ | Error $y_{i}{ }^{-y}$ exact |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\therefore 00000$ | 0.40000 | 0.11500 | 0.41575 | 0.43158 | 0.41551 | 0.00000 |
| 0.1 | i $2+15.51$ | 0.43155 | 0.4481: | 0.44896 | 0.466 .15 | 0.41870 | 0.0000 |
| 0.2 | 4.88421 | U.46642 | 0.43.4i4 | 0.48566 | 0.504393 | $0.485: 37$ | -0.00001 |
| 0.3 | : 3.344 .0 | 0.50496 | 0.52521 | 0.30622 | 0.54758 | 0.52590 | 0.00000 |
| 0.7 | 2.87i48 | 10.54755 | 0.56543 | 0.36104 | 0.59465 | 0.57069 | -0.00002 |
| 0.5 | 6.4.16i\% | 0.59462 | 0.619135 | 0.62038 | 0.64668 | 0.62019 | -0.00001 |
| 0.6 | 7.06633 | 0.64664 | 0.67397 | 0.67533 | 0.70417 | 0.67490 | 0.00000 |
| 0.7 | 7. $\because 1126$ | $0.70+13$ | 0.73433 | 0.73584 | 0.76771 | 0.73536 | -0.00001 |
| 0.8 | $8+766 \%$ |  |  |  |  |  |  |

In Example 2-6, second-order and fourthorder Runge-Kutta solutions of Eq. 2-121 are included.

A number of "predictor-corrector" methods have been developed. The best known, that of Milne, requires a knowledge of the values of $y$ at four consecutive values of $x$. These values may be determined by a Runge-Kutta method or other self-starting methods. By Milne's method, a value of $y$ at a new point $\mathrm{y}_{\mathrm{i}+1}$ is predicted by the formula

$$
\begin{equation*}
y_{i+1}=y_{i-3}+\frac{4 h}{2}\left(2 y_{i}^{\prime},-y_{i-1}^{\prime}+2 y_{i}\right) \tag{2-128}
\end{equation*}
$$

where $y_{i-3}, y_{i-2}, y_{i-1}, y_{i+1}$ are successive values of $y$ at points on the $x$ axis equally spaced bythe interval $h$, and $y^{\prime}{ }_{k}$ denotes the derivative $\frac{d y}{d x}$, evaluated at a point ( $\mathrm{c}_{\mathrm{k}}, \mathrm{y}_{\mathrm{k}}$ ). From the predicted $y_{i+1}$ and $y^{\prime}{ }_{i+1}$, a corrected value for the new $y$, denoted $\overline{\mathrm{y}}_{\mathrm{i}+1}$, is obtained from the formula

$$
\begin{equation*}
\bar{y}_{1+1}=y_{i-1}+\frac{h}{3}\left(y_{i-1}^{\prime}+4 y_{i}^{\prime}+y_{i+1}^{\prime}\right) \tag{2-129}
\end{equation*}
$$

Once the original four points have been obtained, the computation by Milne's method proceeds more rapidly than does a RungeKutta computation of the same step size.

Any of the methods described inthis paragraph can be expanded to solve systems of first-orderlinear equations. A higher-order equation can always be reduced to a system of first-order equations, as follows. Consider the nth-order equation in the general form

$$
\begin{equation*}
\frac{d^{n} y}{d x}-f\left(x, y, \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}, \ldots, \frac{d^{n-1} y}{d x^{n-1}}\right) \tag{2-130}
\end{equation*}
$$

Let $z_{1}=\frac{d y}{d x}, z_{2}=\frac{d^{2} y}{d x^{2}}, \ldots, z_{n-1}=\frac{d^{n-1} y}{d x^{n-1}}$. Then the following set of first-order equations is equivalent to Eq. 2-130:


Thus, the numerical solution of higher-order differential equations is straightforward.

## 2-4.6 METHODS FOR SOLVING SYSTEMS OFLINEAR ALGEBRAIC EQUATIONS

The standard form of a systemof linear algebraic equations, with $n$ equations and variables $x_{i}(i=1,2, \ldots, n)$ is

$$
\begin{align*}
& a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}=c_{1} \\
& a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n}=c_{2}  \tag{2-132}\\
& a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}=c
\end{align*}
$$

In matrix form, Eqs. 2-132 maybe expressed as
$\left|\begin{array}{cccc}a_{11} & a_{12} & \ldots & a_{1 n} \\ a_{21} & a_{22} & \ldots & a_{2 n} \\ \ldots & \ldots & \ldots & \\ a_{n 1} & a_{n 2} & \ldots & a_{n n}\end{array}\right| \quad\left|\begin{array}{c}x_{1} \\ x_{2} \\ \ldots \\ x_{n}\end{array}\right| \quad\left|\begin{array}{c}c_{1} \\ c_{2} \\ \ldots \\ c_{n}\end{array}\right|$

The left-hand matrixin Eq. 2-133 is the matrix of coefficients $A$ and is a square matrix with $n$ rows and $n$ columns. The column matrices are represented by $X$ and $C$, respectively. Eq. 2-133 may then be expressed

$$
\begin{equation*}
A X=C \tag{2-134}
\end{equation*}
$$

The solutions of Eq. 2-134 are, by matrix algebra,

$$
\begin{equation*}
X=A^{-1} C \tag{2-135}
\end{equation*}
$$

where $A^{-1}$ is the inverse matrix of $A$.* The inverse of a square matrix is defined by the the relationship

$$
\begin{equation*}
A A^{-1} \triangleq I \tag{2-136}
\end{equation*}
$$

where I A
$\left[\begin{array}{ccccc}1 & 0 & 0 & \ldots & 0 \\ 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ 0 & . & \ldots & . & . \\ 0 & 0 & 0 & \ldots & 1\end{array}\right]$
is the unit, or identity, matrix.

The solutions to a set of simultaneous linear algebraic equations can thus be obtained by inversion of the matrix of coefficients, followed by multiplication of the inverted matrix by the column matrix of constants. The major operation, that of matrix inversion, canbe performed by severalmethods. The simplest is by the application of Cramer's rule. In matrix form, Cramer's rule states that

(2-137)
where $|A|$ is the determinant of $A$ and $|A|_{i j}$ is the cofactor $\dagger$ of $a_{i j}$ in the determinant |Al.

Application of Cramer's rule in digital computation requires a large number of operations. An alternative procedure is the Gauss-Seideliterative method. The equation set, Eqs. 2-132, mayberewritten in the form

$$
\begin{aligned}
& x_{1}=d_{1}-b_{n} x_{2}-b_{n} x_{3}-\cdots-b_{1 n} x_{n} \\
& x_{2}=d_{2}-b_{21} x_{1}-b_{1} x_{3}-\cdots-b_{2 n} x_{n}
\end{aligned}
$$

$\qquad$

$$
\begin{equation*}
x_{n}=d_{n}-b_{n 1} x_{1}-b_{n 2} x_{2}-\ldots-b_{n, n-1} x_{n-1} \tag{2-138}
\end{equation*}
$$

where $b_{i j}=\frac{a_{i j}}{a_{i i}}$ and $d_{i}=\frac{c_{i}}{a_{i i}}$. By defining the matrices

and

$$
D=\left[\left.\begin{array}{l}
d_{1}  \tag{2-140}\\
d_{2} \\
\cdots \\
d_{n}
\end{array} \right\rvert\,\right.
$$

a simple iterative process may be employed, represented bythe matrix iteration equation

[^18]\[

$$
\begin{equation*}
X^{(k+1)}=D+B X^{(k)} \tag{2-141}
\end{equation*}
$$

\]

Eq. 2-141 states that an improved matrix $X^{(k+1)}$ can be obtained by multiplying the preceding matrix $X^{(k)}$ by $B$ and adding the result to $D$. Eq. 2-141 is the original method of Gauss. The improved Gauss-Seidel method divides the matrix $B$ into upper and lower triangular matrices $U$ and $L$; thus,
$\left.U=-\left\lvert\, \begin{array}{ccccc}0 & b_{12} & b_{13} & \ldots & b_{1 n} \\ 0 & 0 & b_{23} & \ldots & b_{2 n} \\ \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & 0 & \ldots & 0\end{array}\right.\right]$
and


The matrix iteration equation is

$$
X^{(k+1)}=D+U X^{(k)}+L X^{(k+1)} \quad(2-144)
$$

Eq. 2-144 represents the following process: In the first of Eqs. 2-138, the initial value of all the $x^{\prime}$ s except $x_{1}$ is taken as zero. Then $x_{1}^{(1)}=d_{1}$. In the second equation, the improved value of $x_{1}$ is used, but the remaining $x^{\prime}$ s on the right-handside areset to zero, so that $x_{2}{ }^{(1)}=\mathrm{d}_{2}-\mathrm{b}_{21} \mathrm{x}_{1}{ }^{(1)}$, and so on. Both the Gauss and Gauss-Seidel methods converge if the sum of the absolute values of the coefficients $b_{i j}$ is less than or equal to unity in each equation, and is less than unity in at least one equation. This condition canusually be assured by rearranging the equations such that $\mathrm{a}_{\mathrm{ii}}$ is the largest coefficient.

The Gauss-Seidel method is best suited to automatic computation. The widely-used Crout method is best suited to hand computation.
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# PART II <br> COMPUTING DEVICES USEFUL IN FIRE CONTROL SYSTEMS 

# CHAPTER 3 <br> THE CLASSIFICATIONS OF COMPUTING DEVICES USED IN FIRE CONTROL SYSTEMS'" 

## 3-1 INTRODUCTION

## 3-1.1 CHARACTERISTICS OF FIRE CONTROL COMPUTERS

The function of a fire control system is, as discussed in Section $1^{\dagger}$ of the Fire Control Series, to so position a projectile-launching device, or projector, as to cause the projectile to hit the target. This purpose is accomplished by three subsystems: the acquisition and tracking system, the computing system, and the weapon-pointing system. The computing system (generally referred to as simply the "computer" for the sakc of convenience) accepts data from the targettracker and from atmospheric and other measurements, computes the required orientation of the projector, and transmits these data to the weaponpointing system.

The aforenoted functions of a fire-control computer determine its two general basic characteristics:
I. First, a fire-control computcr must usually be fast. In many tactical situations, it is important that the time between the detection of a target and the firing of a projectile be minimized. For this reason, it has been found desirable in many fire control systems to incorporate the computer in the tracking loop. In this case, the computation is performed on the same time base as that on which incoming tracking data a re received. Such a computer is termed a real-time computer. If, on the other hand, the computer is not incorporated in a data loop, it may operate at speeds either faster or slower than real time.
2. Second, the fire control computer must be extremely accurate. Errors in components tend to accumulate, and usually cannot be reduced by feedback. The only effective overall fcedback is obtained from the observation of prior firings. While information obtained in this manner is valuable when the target is fixed or moving at low velocity, this information-transfer process is too slow to be of much help in reducing errors against high-speed targets; in addition, firingsnecessarily disclose the position of the weapon. By way of contrast, a homing guided missile is continually measuring the error in the missile-target line of sight; thus, computers for homing guided missiles may have accuracy requirements that are much Less stringent than those for fire control systems.

Since the computer must be located in proximity to the rest of the weapon system, it must have qualities of portability, reliability, ease of adjustment, and freedom from disturbances caused by the environment which arc commensurate with those of the rest of the system. These qualities are not easy to combine with the requirements forhigh speed and high accuracy.

## 3-1.2 CLASSIFICATION SCHEMES

The fire control system designer is faced with the problem of designing a fast, accurate, compact, and rugged computer which will mechanize the mathematical model of the computer portion of the weapon system. To carry out this task, he has the choice of a wide variety of computing devices and systems: some very old, and others just out of

[^19]the laboratory; some complex and some very simple.

For the purpose of discussing the vast field of fire-control computers, it is useful to consider three classification schemes: (1) from the viewpoint of the user, (2) from the viewpoint of the system designer, and (3) from the viewpoint of the component designer. First of all, however, it is desirable to identify the essential features of any computer or computing device.

## 3-1.3 BASIC COMPUTER CONCEPTS

Excluding direct analogs, in which one physical phenomenon is simulated by another physical phenomenon that has an analogous behavior, all computing processes -- whether they be manual or automatic, digital or ana$\log --$ comprise the elements of computation, programming, memory, input, and output. These elements are best illustrated by an analysis of hand computation.

In solving a complex problem by hand computation, the problem must be broken down into simple computations which can be carried out mentally. Unless the problem is quite simple, it is necessary to write down the steps to be followed -- the program. As the computational steps are carried out under the instructions of the program, the results arerecorded on paper for use in later stages. This sheet of paper constitutes the memory.

The process of computing may be summarized as (1)transfer of data from the input element to the computation element, (2) performance of a series of computations, with the transfer of intermediate results to and from the memory", and (3)transfer of the final result to the output. The sequence of computations performed and the transfers of data are all under the controlof the program, as shown in Fig. 3-1.

For more complex calculations, various aids to computation may be introduced, but the basic concept is not changed. For example, a slide rule, adding machine, ordesk calculator may be employed as a computer instead of the human brain. Tables of mathematical functions may augment the paper-andpencil memory.

When automatic computers are considered, it is found that analog computers perform all parts of a complex calculation simultaneously, so that the memory element disappears completely; also, the programming functionis primarily concerned with the interconnections between a large number of computing elements and a large number of inputs and outputs. In a digital computer, on the other hand, the computing element is relatively simple, while the memory may be large and complex, and divided into various categories, dependent primarily upon speed of access. Thus, the basic concept of the computing process applies, with some modification, to all computers from the simplest hand computation to the largest electronic digitalcomputer.

## 3-1.4 USER CLASSIFICATIONS

From the viewpoint of the user, or operator, it makes little difference whether the computer is digital or analog, electronic or mechanical, as long as it provides the requisite inputs and outputs, and has the required speed and accuracy. The user, therefore, will classify computers primarily by their degree of automaticity. The first classification schemesto be discussed (see pars. 3-2 through 3-4) consider both computing devices that are primarily aids to a chiefly manual computation and computers that are wholly automatic, or almost so. A second classification of importance to the user (see par. 3-7) divides computing devices into specialpurpose and general-purpose groups.

## 3-1.5 DESIGNER CLASSIFICATIONS

From the viewpoint of the system designer, the decision as to the particular type of computer to be employed (i.e., a digital computer, a digital differential analyzer, or an analog computer; see par. 3-5) rests upon a number of interacting factors. Although the designer's own background should, ideally, not influence the decision, it is, practically, often one of the prime factors. However, the decision is influenced, and possibly even forced, by such purely technical considera-
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Figure 3-1. The computing process.
tions as the number and form of the inputs to be fed into the computer and of the outputs required, the accuracy required, the specific computations to be performed, the speed at which solutions must be obtained, etc. Also involved, even in the choice of the basic computer type, are such questions as the range of variables to be handled and the related scalefactor questions, the reliability, and the ease with which the computer could be adapted to handle problems involving different operating conditions or even different basic computations from those originally planned.

From the viewpoint of the component designer, computers may best be classified according to the physical means employed to perform the computations (see par. 3-6). While there has been a strong trend toward electronic computers in recent years, electromechanical and fluid-operated computing devices are of greatimportance, particularly in the specialized fire-control field.

## 3-2 MANUAL COMPUTING DEVICES

A wide variety of useful aids exists for use in manual computing. Of these, the most useful consists of a pencil and a sheet of paper, which provide the simplest possible auxiliary to the human memory. A natural development from this is the provision of tables of commonly-used functions,

## 3-2.1 FIRING TABLES

The firing table (see Chapter 3 of Section 1, Fire Control Systems-General) is a basic computing tool in field-artillery fire control. Here, the problem is to orient a gun-- located at a point whose positional coordinates and al-
titude are known -- so as to fire on a target whose positional coordinates arid altitude have been measured by various observational techniques. The use of a firing table is restricted, of course, to circumstances in which sufficient time is available for manual computations. The results of the computations are three pertinent variables:

1. Azimuth of fire
2. Gun elevation angle
3. Time of flight (for fuze settings, and time-on-target applications).
To compute these values, the following data are required:
4. Muzzle velocity
5. Aerodynamic characteristics of the projectile
6. Position of the target with respect to the weapon, specified in terms of:
a. Range to target
b. Height of target with respect to weapon
c. Azimuth to target.
7. Meteorological message, consisting of:
a. Airpressure and/or air density
b. Air temperature
c. Wind velocity
d. Latitude.

The firing table tabulates weapon elevation angle as a function of range for a given type of weapon and ammunition, under standard atmospheric conditions. To provide corrections for atmospheric variations from standard, unit corrections are listed for each variable. The meteorological message gives the necessary data to acquire the number of units variation from standard, from which the correction is acquired by the product of unit correction and number of units variation. For
the total procedure, the solution is a series of lookups, multiplications and algebraic additions of corrections.

## 3-2.2 NOMOGRAMS

Other aids to manual computation are based on the nomogram, or alignment chart. The simplest nomogram consists of three parallel scales, $A, B$, and $C$ in Fig. 3-2, on which are marked any three functions, $f(A)$, $f(B)$, and $f(C)$, of the variables $A, B$, and $C$. If $A$ and $B$ are the independent variables, $a$ straight line passing through the selected values of $A$ and $B$ will intersect $C$ at apoint determined by

$$
\begin{equation*}
f(C)=R f(B)+(1-R) f(A) \tag{3-1}
\end{equation*}
$$

where $R=c / b$, as defined in Fig. 3-2.
If logarithmic functions are chosen, the nomogram may be used to compute products or quotients. This type of nomogram is so useful that the logarithmic scales and the index line are commonly engraved on slides to form the familiar slide rule. A wide variety of computations may be performed by means of special slide rules and a variety of more complex nomograms.

This brief discussion is intended to provide an introduction to topics which are not covered in detail in this handbook. Further information on the involved process of computing firing tables, and details on the construction of various types of nomograms will be found in References 1 through 5.

## 3-3 MANUALLY OPERATED AUTOMATIC COMPUTERS

The extension of the concept of aiding the manual computation of fire-control dataleads naturally to the use of general-purposedigital computers. A simpleform of this type of computer is the mechanicaldesk calculator, which is sometimes employed in fire-controlwork. This calculator can perform addition, subtraction, multiplication, and division (and in some cases can extract the square root), and


Figure 3-2. Basic nomogram.
can thus supply the arithmetic or computational element in a computing system. The memory and programming are supplied manually.

Any general-purpose digital computer which has sufficient storage capacity for the firing tables can be programmed to solve the field-artillery fire control problem. A portable computer, known as FADAC," has been developed specifically for the solution of this problem in the field. The FADAC is a typical general-purpose digital computer, and indeed can be readily programmed to perform accounting operations, and other computations. It is distinguished from the fully automatic computers used with fire control systems in two respects:

1. It has manual, rather than automatic, inputs and outputs.
2. It need not operate in real time.

With these differences kept in mind, the descriptions of automatic computers in later chapters may be applied to any of the manually operated automatic computers.

## 3-4 AUTOMATIC COMPUTING DEVICES

Most of the computers with which one is concerned in fire-control work are automatic

[^21]Computers that operate with physical rather than mathematical variables asinputs and outputs. Such computers operate in real time and serve as a functional element of a fire control system, Real-time computers are characterized by the same elements (input, program, computation, memory, and output) that are universal to computers, and they may be either digital or analog. Their distinguishing characteristics are an ability to perform computations at the same rate as that at which the input data change, and the provision of equipment to convert the input data into a form acceptable to the computer. Equipment is also provided to convert the computer output into a form suitable for use in positioningthe projector.

The requirement for real-timeoperation makes the fire-control computer a highly specialized design, (General-purpose digital computers generally operate slower than real time; their speed is usually limited by the time of access to the magnetic tape memory most commonly employed for large-volume storage. On the other hand, some electronic analog computers operate considerably faster than real time, making unnecessary the use of drift stabilization in the electronic amplifiers, and making possible the use of cathode-ray-tube output displays.) Real-time analog computers require highly-stable electronic amplifiers and electromechanical elements which have good dynamic response. Realtime digital computers must have high-speed circuitry or redundant elements -- generally both are employed -- and must have rapidaccess storage.

Introduction of datato a real-timedigital computer is accomplished by means of analog-to-digital converters since the data are generally initially generated in analog form. Conversion of theoutput data is accomplished by the provision of digital-to-analog converters on the adjustable axes of the projector. The converter outputs are compared with the computer outputs and the differencesare employed as the error signals to the projector power servos.

Introduction of datato a real-time analog computer involves only the conversion of the
data to a form usable by the computer, generally a voltage or a shaft angle. Control of the projector is usually obtained bymeans of synchro data transmission.

## 3-5 DIGITAL, DIGITAL DIFFERENTIAL ANALYZER, AND ANALOG COMPUTING DEVICES

The most basic decision made by the fire-control-system designer in the design of the computing system is the choice of thetype of computer to be used -- i.e., whether it will be a digital computer, a digital differential analyzer, or an analog computer. The following paragraphs define, and briefly describe these three classes of computers,

A digital computer is one in which the mathematical variables are represented numerically by discrete physical quantities, and all computations arecarried out in numerical form, Typical examples of the discrete quantities employed are the motion of a ratchet actuated by a pawl, the magnetic state (whether magnetized or demagnetized) of a core having a pronounced square hysteresis loop, or the electrical state (left-hand or right-hand transistor conducting) of a transistor bistable circuit commonly referred to as a flip-flop circuit. A digital computer is rnade up of the elements shown in Fig. 3-1, but the computational element is capable only of addition, subtraction, and detection of the sign of a quantity. All other computations are made up of combinations of these basic operations, with the intermediate results transferred to storage between steps.

A digitaldifferential analyzer (frequently abbreviated DDA) is a special form of digital computer in which the variables are represented by trains of electrical pulses (or other discrete quantities). Each pulse represents an increment of the variable and each has an equal value, whereas in a standard* digital computer only those pulses representing the least significant digit of the number are equivalent to an increment in the variable. The DDA is organized much like an analog computer; i.e., particular elements of the machine are designed to perform a particular mathe-

[^22]matical computation (such as multiplication or integration), and these elements are interconnected to perform the complete computation. Since similar basic components are employed, it is possible to look on the DDA as a standard digital computer with unconventional programming, and depending on redundant computing elements to achieve a high solution speed.

An analog computer is one which employs continuous physical quantities to represent the variables. Analog computers are divided into elements which are made up of electrical and mechanical networks so arranged as to produce particular mathematical functions. A given equation is solved by the interconnection of computing elements in the required pattern. For example, an instrument servo with tachometric feedback can accurately reproduce, as a shaft rotation, the time integral of its input voltage. If a shaped potentiometer is coupled to the output shaft, the sine (or some other function) of the integral can be generated.

A special type of analog computer, usually known as a network analyzer, employs electricalnetworks whose response is represented by the familiar second-orderdifferential equation

$$
\begin{equation*}
e=L \underset{d t}{d t}=R i+\frac{1}{\frac{1}{2}} \int i d t \tag{3-2}
\end{equation*}
$$

with many variants, depending on the way in which the elements are combined. Assemblages of such analog networks have proved usefulin the analysis of the vibration of complex structures, the transient response of electrical power networks, and the characteristics of many systems with distributed parameters.

In Part II of this section of the handbook, detailed descriptions of computer design principles have been segregated into individual chapters on digital computers, digital-differential-analyzers, and analog computers since these classifications are of most concern to the systems designer.

Achapter has also been devoted to comparisons between these classes of computers. Obviously, a digital computer is more flexible in its application to different problems than an analog computer or DDA since a new program can be entered electrically without
the necessity of physically changing electrical or mechanical connections. On the other hand, when the inputs and outputs are in analog form, a digital computer requires additional converter equipment. The reliability of a digital computer is inherently greater than that of an analog device since thedigital computer is made up of components with discrete or "yes-no" outputs.

The factors of accuracy, speed, cost, size, weight, and power consumption are interrelated in complex ways for all types of computers. Any particular design is a compromise between these factors, which can often be traded-off against one another. For example, with a given design of digital components, the size of a digital computer is proportional to the product of accuracy and speed.

Further discussion of computer comparisons is reserved for Chapter 8.

## 3-6 TYPES OF PHYSICAL EQUIPMENT EMPLOYED IN COMPUTERS

A classification of computing devices by the physical means employed tocarry out the computation yields the four major classes of electronic, mechanical, electromechanical, and fluid computing devices. Both digital and analog devices are found in all these classes.

Electronic computing devices aredefined as those having electrical inputs and outputs, and performing computations by means of electricalnetworks and electronic amplifiers. Modern high-speed digitalcomputers are almost wholly electronic, with such devices as transistor flip-flops and gates and magneticcore storage elements predominating. Electronic analog computing devices are employed in computers intended for simulation and related operations, but the limited accuracy in such functions as multiplication has limited the application of purely electronic analog devices in fire control computers.

Mechanical computing devices have mechanical inputs and outputs, and compute by means of mechanical components such as linkages, gearing, springs, and cams. The original digital computers of Pascal and Babbage were all mechanical, and they persist in the common desk calculator. Mechanical analog devices were universally employed in early
fire control computers, but now survive principally as components of electromechanical systems.

Electromechanical computing devices may have either electrical or mechanical inputs and outputs in any combination, but more commonly both inputs and outputs are electrical. In digital computation, electromechanical devices of the punched-card variety are employed mainly in accounting machines, and as input-output devices for general-purpose computers. A variety of other electromechanical devices are employed for digitalcomputer input-output functions: punched paper tape machines, magnetic tape recorders, electrictypewriters, and plottingboards, for example.

Electromechanical analog computing devices combine the accuracy of mechanical elements with the flexibility of electrical interconnection. A common technique is to convert a signal voltage into a shaft rotation by means of a position servo. Various combinations of linear and aonlinear potentiometers and electromagnetic devices may be coupled to the shaft in orderto multiply orto generate functions. Most analog fire control computers are of this type.

Fluid computing devices (i.e., hydraulic and pneumatic computing devices) are actuated by a fluid-pressure input and produce a fluid-pressure as the output. Fluid devices for use as digital computing components have only recently been developed. They are fast, reliable, and occupy little space, and will become a more important factor in the future. Fluid analog devices have been employed for many years in process-control technology, and more recently in. engine-fuel controls. In general, they have been preferred to elec-
tronic systems in those applications where electrical signals would create a firehazard.

The format of Section 3 is to describe particular physical realizations of computing devices within the chapter on the particular class of computer involved.

## 3-7 SPECIAL-PUkPOSE AND MULTIPURPOSE COMPUTING DEVICES

Most of the literature on computers is concerned with the design and operation of general-purpose computers intended for a variety of scientific and business computations. This handbook, on the contrary, is concerned primarily with the design of specialpurpose computers.

A special-purpose computer is one designed to solve a fixed set of equations, which are preprogrammed into the machine, to a fixed degree of accuracy. Many special applications also pose requirements as to solution speed, type of input, computer size or weight, and environmental conditions.

As previously stated, the requirements of a special application may lead the designer to prefer one type of computer over another. Once the type of computer has been chosen, the design will usually eliminate the provisions for flexibility in operation that account for much of the cost and complexity of multipurpose computers. The design of a specialpurpose computer places great reliance on the ability of the designer to devise ingenious devices which simplify the equipment, He must also overcome formidable problems associated with limitations on size or difficult environmental conditions. Problems of specialpurpose computers are covered in detail in Chapter 11.
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## CHAPTER 4

## DIGITAL COMPUTERS*

## 4-1 INTRODUCTION

## 4- 1.1 DEFINITION OF A DIGITAL COMPUTER

A digital computer is a calculating machine that, when appropriately programmed, is capable of performing extremely complex numerical mathematics to any accuracy desired. A computer belongs to the "digital" class if it stores and operates upon discrete rather than continuous (analog) quantities. The precision of such a machine is principally determined by the number of digits it is designed to handle,

The digital computer employs the basic operations of addition, subtraction, and detection of the algebraic sign of quantity, All Other computations are made up of combinations of these basic operations. Consequently, in order to use the machine for performing more general computations, these must first be reduced to the basicoperations noted and a program or set of instructions must be established to enable the machine to carry out the basic operations in the order required to accomplish the more difficult desired computation.

Some insight into the manner in which a digital computer operates can be gained by comparing the way in which it operates with the way in which a human operator uses a deskcalculator; see Fig. 4-1. In Fig. 4-1 (A) the arrows to the human brain represent external input parameters and results from the calculator that must be written down, while the arrows from the brain represent commands and actions. In Fig. 4-1(B) the equivalent flow diagram for a digital computer reflects essentially the same process, with appropriate changes in nomenclature.

A programmed digital computer has certain finite times necessary to perform each of its mathematical operations, and the overall time required for the solution of a complex series is the sum of timesused for each part of the series. If the economics of the problem
justify added cost and size, very high cyclic rates can be employed and parallel operation (in which all the digits of a number are accepted simultaneously through individual channels rather than serially through a single channel) can be used to reduce the time factor,

(A) Flow Diagram for Simple Computatiori Performed by a Human Operator With the Aid of o Desk Calculator.

(B) Flow Diagram for DigitalComputer Operation.

Figure 4- 1. Computation flow diagrams.

[^23]The digital computer is thus not usually a "real time" device; i.e., the solutions are not "in step" with the input parameters. However, modern technology has been developed to the point where digital computers can be used to solve real-time fire control problems,

Incremental digital computers represent something of a cross between digital and analog computers. They operate upon digital values and have a high speed of operation, whichstems from the fact that the computation continuously updates a previously calculated solution, rather than starting each calculation "from scratch". This approach makes use of the fact that calculations upon smoothly varying inputs will have solutions that are smoothly varying. Incremental digital computers include digital differential analyzers (see Chapter 5) and operational digital computers.

## 4-1.2 NUMBER SYSTEMS

In the design of computing machinery, three number systems are most often encountered. The decimal system, making familiar use of the 10 digits from 0 through 9 , is our standardmedium for arithmeticalcalculations and numerical records. The binary system, using the base 2 and employing only combinations of 0 's and $1^{\prime} \mathrm{s}$ to express any desired quantity, is most common in digital machines because it offers the most straightforward and economical approach to hardware design. The octal system with the base 8 , digits 0 through 7 , is closely related to the base-2 system in the hardware necessary to handle it, Furthermore, one using the computer is able to convert numbers from base 2 to base 8 or vice versa merely by inspection. Consequently, the use of base 8 may be encountered, for instance, in test printouts as a means of avoiding the difficulty of handling the large number of 0's and 1's in the pure binary notation.

The sexadecimalnumber systems, using the radix 16 , could be used by employing essentially the same designs as binary and octal systems. Apart from this, the radices 3, 10 , and 12 are probably the only other ones that have received serious consideration for computing machinery.

Examples of the decimal, binary and octal number systems are included in Information Summaries 4-1, 4-2, and 4-3. Information Summaries $4-4,4-5$, and $4-6$ provide conversion rulesanddata that can be used to go from the decimal system to the binary system and vice versa.

## 4- 1.3 FUNCTIONAL PARTS OF A DIGITAL MACHINE ${ }^{1,3}$

As indicated by the digital-computer flow diagram of Fig. 4-1(B), a digital computer must comprise the following five major functional parts:

1. An input section
2. A storage unit
3. An arithmetic unit

4, A control unit
5. An output section

The following paragraphs summarize the essential functions of these five principal computer elements. (More detailed information on these functions is provided in subsequent parts of this chapter,)

Input Section: The input section receives the input data, converts this data into the internal language of the computer, and then transmits the converted data to the appropriate parts of the computer -- primarily to the storage unit. Depending on the characteristics of a particular computer, the input section canreceive the input data in various forms. For example, the data may be in binary-coded decimal form from a typewriter, in analog form, or coded in a special way -- such as on punched cards.

Storage Unit: The storage unit (often called the computer memory) receives data from other elements of the computer, holds it in readiness for subsequent use, and transmits it to appropriate points as directed by the control unit.

Arithmetic Unit: The arithmetic unit must be capable of performing the following specific data-processing tasks:

1. Receive two numbers and be able to distinguish between them.

## Number Rase: 10

Permissible Integers:
Integer Multipliers:

| $10^{-\infty}=$ zero | $10^{0}=1$ |
| :--- | :--- |
| $\cdot$ | $\cdot$ |
| $\cdot$ | $10^{1}=10$ |
|  | $10^{2}=100$ |
| $10^{-6}=.000001$ | $10^{3}=1000$ |
| $10^{-5}=.00001$ | $10^{4}=10,000$ |
| $10^{-4}=.0001$ | $10^{5}=100,000$ |
| $10^{-3}=.001$ | $10^{6}=1,000,000$ |
| $10^{-2}=.01$ | $\cdot$ |$\cdot+$.

$$
\begin{array}{ll}
10^{-\infty}=\text { zero } & 10^{0}=1 \\
\cdot & 10^{1}=10 \\
\cdot & 10^{2}=100 \\
\cdot & 10^{3}=1000 \\
10^{-6}=.000001 & 10^{4}=10,000 \\
10^{-5}=.00001 & 10^{5}=100,000 \\
10^{-4}=.0001 & 10^{6}=1,000,000 \\
10^{-3}=.001 & \cdot \\
10^{-2}=.01 & \cdot \\
10^{-1}=.1 & \cdot \\
10^{0}=1 & 10^{\infty}=\text { Infinity }
\end{array}
$$

Example: Deeimal Number 732.625

$$
\begin{aligned}
= & 7 \times 10^{2} \text { or } 700 \\
& +3 \times 10^{1} \text { or } 30 \\
& +2 \times 10^{0} \text { or } 2 \\
& +6 \times 10^{-1} \text { or } \\
& +2 \times 10^{-2} \text { or } 0.6 \\
& +5 \times 10^{-3} \text { or } \frac{0.02}{0.005} \\
= &
\end{aligned}
$$

## Number Base:

## Permissible Integers:

0,1
Integer Multipliers:

$$
\begin{aligned}
& 2^{-\infty}=\text { zero } \\
& 2^{-4}=\frac{1}{16} \\
& 2^{-3}=\frac{1}{8} \\
& 2^{-2}=\frac{1}{4} \\
& 2^{-1}=\frac{1}{2} \\
& 2^{0}=1
\end{aligned}
$$

Example: Decimal 732.625 in Binary

```
=1\times2 9 or 1000000000 512
    +1\times.27 or 10000000 128
    +1\times2\mp@subsup{2}{}{6}\mathrm{ or 1000000 64}
    +1\times24 or 10000 16
    +1\times2 or 1000 8
    +1\times2 % or 100 4
    +1 X 2 or 0.1 0.5
    +1\times2-3 or 0.001 0.125
= 1011011100.101
732.625
Binary
Decimal
```


## INFORMATION SUMMARY 4-3. ANY NUMBER SYSTEM

## Number Base: $N$

## Permissible Integers: <br> 0 , etc., up to but not including N

Integer Multipliers:

$$
\begin{gathered}
N^{-\infty}=\operatorname{zero} \\
1 \\
1 \\
N^{-4}=\frac{1}{N \cdot N \cdot N \cdot N} \\
N^{-3}=\frac{1}{N \cdot N \cdot N} \\
N^{-2}=\frac{1}{N \cdot N} \\
N^{-1}= \\
\mathrm{N}^{0}=\frac{1}{N} \\
N^{2}
\end{gathered}
$$



Example: Decimal Number 732.625 in Number Base $\mathrm{N}=8$

| $=$ | $1 \times 83$ | or | 1000 |  |
| :---: | :---: | :---: | :---: | :---: |
| $+3 \times 8^{2}$ | or | 300 | Decimal | 512 |
| $+3 \times 8$ | or | 30 |  | 192 |
| $+4 \times 8^{0}$ | or | 4 |  | 24 |
| $+5 \times 8^{-1}$ | or | 0.5 |  | 4 |
|  |  |  |  |  |

In the octal (RaseN = 8) System
In the decimal (Base $\mathbb{N}=10)$ System

INFORMATION SUMMARY 4-4. CONVERSION RULES - DECIMAL TO BINARY

To convert a decimal number to a binary number, successively divide the given decimalnumber by 2 and record the remainders of each division. When zero is reached, the remainders taken in reverse order express the binary equivalent of the decimal number.

For example, this process for the decimal number 327 is as follows:

| $2 \lcm{327}$ |  |
| ---: | ---: |
| $2 \lcm{163}$ | 1 |
| $2 \lcm{81}$ | 1 |
| $2 \lcm{40}$ | 1 |
| $2 \lcm{20}$ | 0 |
| $2 \lcm{10}$ | 0 |
| $2 \lcm{5}$ | 0 |
| $2 \underline{2}$ | 1 |
| $2 \lcm{1}$ | 0 |
| 0 | 1 |

Therefore, the binary equivalent of 327 is 101000111 .

## INFORMATION SUMMARY 4-5. CONVERSION RULES - BINARY TO DECIMAL

To convert a binary number to a decimal number, use the formula

$$
N=2^{n-1} d_{n}+2^{n-2} d_{n-1}+2^{n-3} d_{n-2}+\ldots+2^{0} d_{1}
$$

where
$\mathrm{N}=$ the decimal equivalent of the given binary number
$\mathrm{n}=$ the number of digits in the binary number
$\mathrm{d}_{\mathrm{i}}=$ the value (0 or 1 ) of the $\mathrm{ith} \operatorname{digit}(\mathrm{i}=1,2, \ldots, \mathrm{n}$ )
$\mathrm{d}_{1}=$ the least significant digit
For example, consider the binary number 11011001 , which has eight digits Then,

$$
\begin{aligned}
N & =2^{7}(1)+2^{6}(1)+2^{5}(0)+2^{4}(1)+2^{3}(1)+2^{2}(0)+2^{1}(0)+2^{0}(1) \\
& =128+64+16+8+1 \\
& =217
\end{aligned}
$$

See Information Summary 4-6 for values of the powers of 2.

INFORMATION SUMMARY 4-6. BINARY EQUIVALENT OF DECIMAL NUMBERS

| $\underline{\text { Binary Equivalent }}$ | $\underline{2^{\text {n }} \text { Form }}$ | Decimal Number |
| :---: | :---: | :---: |
| 1 | $2^{0}$ | 1 |
| 10 | 21 | 2 |
| 11 | $2^{1}+2^{0}$ | 3 |
| 100 | $2^{2}$ | 4 |
| 101 | $2^{2}+2^{0}$ | 5 |
| 110 | $2^{2}+2^{1}$ | 6 |
| 111 | $2^{2}+2^{1}+2^{0}$ | 7 |
| 1000 | 23 | 8 |
| 1001 | $2^{3}+2{ }_{1}^{0}$ | '3 |
| 1010 | $2^{3}+2^{1}$ | 10 |
| 1011 | $2^{3}+2^{1}+2^{0}$ | 11 |
| 1100 | $2^{3}+2^{2}$ | 12 |
| 1101 | $2^{3}+2^{2}+2^{0}$ | 13 |
| 1110 | $2^{3}+2^{2}+2^{1}$ | 14 |
| 1111 | $2^{3}+2^{2}+2^{1}+2^{0}$ | 15 |
| 10000 | $2^{4}$ | 16 |
| 100000 | 25 | 32 |
| etc., with the | 26 | 64 |
| same number | 27 | 128 |
| of zeroes as in | 28 | 256 |
| the exponent of | 2 | 512 |
| the $2^{\text {n }}$ form. | 211 | 1,024 |
|  | 2112 | 2,048 |
|  | 213 | 4,096 |
|  | 213 | 8,192 |
|  | 215 | 16,384 |
|  | 215 | 32,768 |
|  | 217 | 65,536 |
|  | 218 | 131,072 |
|  | ${ }^{2} 19$ | 262,144 |
|  | 20 | 524,288 $1,048,576$ |
|  | $2{ }^{20}$ | 1,048,576 |

2. Carry out such simple arithmetic operations as addition and subtraction. (In addition, a capability for multiplication and division is usually required, and frequently the capability of performing other operations is provided.)
3. Carry out the logical operation of determining which of two numbers is larger.
4. Transmit the processed result of its operations to anappropriate point -- usually the memory.

Control Unit: The control unit oversees each individual operation in the sequence of computer operations that is required to solve
a particular problem. In order to carry out this function, the control unit must possess the following capabilities:

1. Supply master timing signals.
2. Control switching between the various computer elements.
3. Initiate each computer operation and sense its completion.
4. Transmit the result of a computer operation to storage, but retain a knowledge of how to find it again.
5. Decide upon the next operation to be performed, based on the results of the preceding operation and any instructions that
have been placed in the storage unit.
6. Receive and interpret storedinstructions so as to be able to appropriately apply the foregoing capabilities,

Output Section: The output section receives computed data in the internallanguage of the computer and then converts these data to a useful output form.

It should be noted that it is in the nature of the control circuitry that general-purpose and special-purpose digital computers differ from one another, A general-purpose computer stores the sequence of required operations -- together with the data that are to be operated upon -- in its own storage unit, and can perform many different operations. A special-purpose computer, on the other hand, is designed for a far more limited capability. For a specified precision, it canusually carry out its specific functions much faster, and with much less hardware, than a generalpurpose computer.

## 4-2 SYSTEM DESIGN

## 4-2.1 EQUATIONS TO 13E SOLVED

A digital computer can be used to find solutions for linear equations, linear differential equations, matrices, partial differential equations, and the roots ofpolynomials. It can also solve many other types of equations. In these applications, however, the computer is only able to perform directly the processes of arithmetic. Therefore, to be acceptable to a digital computer, an equation or function must be converted into a numerical approximation. In the case of a trigonometric function, an arithmetic method must be used to obtain an approximationif, for example, the sine of an angle is required. A computer with very large storage could remember a full set oftrigonometric tables, but to eliminate the need for storage, it is possible to use the technique of expanding $\sin ^{\prime}$ $x$ into a rapidly converging series and substitute the values of ' $x$ into this expression. It is possible to solve differential and integral equations by numerical approximation as well.

As a first steptoward designing a digital computer to carryout someparticular set of computations, the original equations are broken down into various subroutines, such as finding the square root and taking the sine of a number. An experienced computer programmer working with the designer will be able to specify the way in which the various steps must be interrelated. Eventually, the number of words of input and output data can be determined and a size of memory can be established that will be adequate to contain the problem data, the program, intermediate results, and constants.

The basic layout of the program-computer combination is a blend of system analysis, circuit design, and logical design. The system analysis creates a mathematical model and a set of requirements for its solution. The circuit design creates combinations of reliable components to store information and to operate on information according io fixed rules. Logical design produces a set of wiring diagrams that connect the components into a complete machine. Actually, the three functions overlap considerably; in particular, the logic design goes hand in hand with system and circuit efforts.

## 4- 2.2 USE OF NUMERICA L ANALYSIS AND OTHER MATHEMATICAL TECHNIQUES

In considering how a digital computer solves an equation, or a set of equations, it is instructive to look first at the so-called "brute force"technique. This approach consists of simply trying successively all possible values of the independent variable and thereby determining whether or not there is a solution.

As an example of the "brute force" technique, consider the following case:: -- in which the technique might actuallyprove to be a practical method of solution. Included inthis example are some of the programming tricks by means of which the computation time and the storage requirements of the computercan be reduced.

[^24]Assume that it is desired to find the roots of the polynominal

$$
\begin{equation*}
y=A x^{4}+B x^{3}+C x^{2}+D x+E \tag{4-1}
\end{equation*}
$$

by means of a digital computer. (This relationship for a given set of real coefficients would have four real roots; see sketch in Fig. 4-2.) Assume that at the start of the problem only the following knowledge exists:

1. All four roots of the polynomial are real and lie in the region $0<x<10$.
2. No two roots differ by as little as 0.001 .


$$
y=A x^{4}+B x^{3}+C x^{2}+D x t E
$$

Figure 4-2. Fourth-degree polynomial, all roots real and positive.

Application of the "brute force" techniqueinthis case means evaluating the polynomial on the right-hand side of Eq. 4- 1 for successive values of $x$ spaced at intervals of 0.001 , starting with zero and continuing until all four roots have been determined. Since a change in the sign of $y$ evidences the presence of a root, the computing' procedure to be used ateach of the successive values of x will be as follows:

1. The computer evaluates $y$ and examines its sign to see whether it has changed from the preceding evaluation.
2. If the sign has not changed, the computer evaluates $y$ for the next incremental value of $x$.
3. If the sign has changed, this means that a root has been found -- to an accuracy determined by the choice' of interval that was made. Therefore, the computer prints out the result.
4. Then, in order to determine whether the computation process should stop, the
computer asks itself whether it has yet located all four roots. If the answer is affirmative, computation ceases; if negative, the computer proceeds to evaluate $y$ at the next incremental value of $x$.

By means of the "brute force" procedure outlined, a typical digital computer could evaluate the specified polynomial- for the requisite values of $x$ ( 10,000 values maximum) in just a few seconds. Unless this evaluation has to be repeated manymore times than this, one might well be willing to sacrifice the few seconds of computing time required, in order to avoid the labor involved in coding a more complex method of solution. Therefore, while the brute-force technique would not generallybe used inpractice, it is not always an unrealistic method.

It shouldbe noted that a verysimple rearrangementof the polynomial would considerably simplify the calculations required of the computer, even if it continued to use the basic brute-force technique that has been outlined. Each evaluation of the polynomial of Eq. 4-1 in its present formrequires a minimum of seven multiplications and four additions. (While it could be evaluated by determining $x^{4}$, multiplying that result by $A$, and then starting all over again by determining $\mathrm{x}^{3}$, and so forth, this would be a wasteful procedure involving a total of ten multiplications and four additions. It would be more economical of effortto startby evaluating $x^{2}$ first, followed by $x^{3}$ and $x^{4}$.) Inasmuch as a multiplication takes much more computer time than an addition, it is worthwhile to attempt to reduce the number of multiplications required in order to evaluate the polynomial. One means of achieving this objective is to divide both sides of Eq. 4-1 by A, thereby yielding

$$
\begin{align*}
& z=\frac{y}{A}= x^{4}+\frac{B}{A} x^{3}+\frac{C}{A} x^{2}+\frac{D}{A} x+\frac{E}{A} \\
& x^{4}+P x^{3}+Q x^{2}+R x^{\prime} S \tag{4-2}
\end{align*}
$$

Thus, in exchange for adding four divisions that are each performed only once, it has been possible to obviate the necessity for performing one multiplication ( $\mathrm{A} \cdot \mathrm{x}^{4}$ ) thousands of times. Eq. 4-2 requires six multi-
plications and four additions. The number of operations can be still further reduced by rearranging Eq. 4-2 into the form

$$
\begin{equation*}
z=S+x\{R+x[Q+x(P+x)]\} \tag{4-3}
\end{equation*}
$$

This equation requires only three multiplications and four additions. The corresponding computer flowdiagram is depicted in Fig. 4-3.

The brute-force technique would not normally be employed by a sophisticated programmer. Instead, some of the techniques known as numerical analysis would be employed. While these techniques are extremely powerful, they have been developed in a pragmatic, rather than a theoretical, context.

Numerical analysis thus comprises a body of individual approximation techniques, each having application to a particular class of equations. The choice of method is determined both by the form of the equations to be solved and the capabilities of the computer; this choice thus depends heavily on the experience and ingenuity of the programmer.

The application of numerical analysis to the important problems of the representation of functions, the fitting of empirical data, the solution of linear simultaneous equations, the solution of nonlinear equations, and the evaluation of integrals and differential equations are briefly examined in the remainder of par. $4-2.2$. For details of the methods noted, the reader is referred to the bibliography at the end of this chapter.


ORI GINAL FORM OF POLYNOMIAL

$$
y=A x^{4}+B x^{3}+C x^{2}+D x+E
$$

## MODIFIED FORM EMPLOYED FOR EASE OF COMPUTATION

$$
z=\frac{y}{A}=S+x\{R+x[Q+x(P+x)]\}
$$

Figure 4-3. Flow diagram depicting the steps involved in computing the roots of a polynomial,

Functions are usually computed if at all possible. A typical example is the power series $€ o r \sin \mathrm{x}$ :

$$
\sin x \quad x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots
$$

This series would be expanded to tlie extent necessary to obtain the accuracy desired. When the function is not readily computable, it rnust be stored as a table in the computer memory. To minimize storage space, the table contains a minimum number of values, and intervening values are obtained by interpolation. A number of interpolation formulas are available, usuallybased on the use of a power polynomial. One of the most useful is the Langrangian interpolation formula:

$$
\begin{aligned}
& =\sum_{j=c}^{n}\left(f_{j} x\right)\left\{i_{j}\right\}
\end{aligned}
$$

where the a, symbols represent the tabulated values of $x$. if equalintervals a re employed, the Langrangian coefficient $\ell_{1}(x)$ may be normali\%ed to permit tlie storage of tables of standard values.

For frequently employed functions, it maybe advantageous to minimize storage by deriving abest-fit polynomial, i.e., one which -- for a limited number of terms -- gives the least error between the approximation and the actual function ${ }^{35}$.

W lien empirical points are given, a curve may be fitted by the method of least squares.

K hile a number of methods for tlie solution of linear simultaneous equations exist, that due to Crout ${ }^{36}$ is the most applicable to consputer mechanization.

The solution of nonlinear equations is accomplished by first finding trial solutions that lie on either side of the desired root and then approximating the function in the interval between these solutions by some simple formula, such as a straight line, tu find the firstapproximation to the root. The process is then repeated (iterated) to achieve an: desired degree of accuracy. Methoils alw <'-
vailahle for increasing the rapidity of convergence of interative processes.

Numerical integration has a noteworthy simplicity: by dividing the area under the curve to be integrated into rectangles, the definition of integration can be employed to write

$$
\begin{aligned}
& \int_{3}^{x_{n}} f(x) d x-\lim _{n} \sum_{1^{-1}}^{n} f\left(y_{i}\right)_{i x} \\
& i_{i} \times i \rightarrow 0 \\
& x_{i-1} \leqslant i-x_{i}
\end{aligned}
$$

The accuracy can be increased by use of a trapezoidal or parabolic approximation, such as Simpson's rule.

Differential equations car be solved by difference techniques, in which one extrapolates by a linear (or more complex) approximation from one point to another along the curve. However, iterative methods of successive substitutions, such as the RungeKutta method 3?-39 arebetter suitedio computer mechanization.

Since numerical analysis is both an art and a science, the designer of fire control systems will not often be called upon to practice it in person. A study of the references noted, to the extent necessary to intelligently supervise the work of tlie professional programmer, is probably all that will ever be required of him.

### 4.2.3 ACCLRACY AND RESPONSF: TIME

The accuracy of a fire control computing system is greatly influenced by the inevitable error at the input. (This is for the case of a rlynamic installation where certain analog values aredigiti\%ed for acceptance by the computer.) The degree of this error is usually known to the designer but is not under his control. This error is the first element in the chain of errors that oseur throughout the computing systern. If it is assumed that the function approximation is a best choice, the principal determinant of the atecuracy of such a computing sistem is the round-off error: the most basic choice open to the designer in setting this accuracy is then the word size specified for the con?puter. For example, the effect of word size on accuracy can be illustrated by the following tabulation: it shows that the greater the wardiongth, the greater the accuracy.

| Word Length |  |
| :---: | ---: |
| In Decimal System | In Binary System |
| 256 | 100000000 |
| 512 | 1000000000 |
| 1024 | 10000000000 |
| Corresponding Approximate <br> Inherent Error due to Round-off |  |
| $0.4 \%$ |  |
| 0.270 |  |
| $0.1 \%$ |  |

It is evident that anaccuracy of 1 part in 256 (i.e., an accuracy of approximately $0.4 \%$ ) can be achieved with a 9-bit word, whereas , an accuracy of 1 part in 512 (approximately $0.2 \%$ ) can be achieved with a 10 -bit word. Furthermore, to prescribe $0.1 \%$ accuracy only in storing or reading out the coded value of some quantity, at least 11 binary bits are needed in the computer word. The addition of a sign bit and the frequently used parity or error-checkingbit then establishes $a$ minimum 13-bit word length.

However, if the demands of internal arithmetic will require using numbers larger than 1000 , each factor of 2 increasing the size of the number will add another bit. Fortunately, manipulative devices such as the introduction of scale factors or the use of float-ing-point arithmetic will avoid the condition of overflow- In scale factoring, the operands are multiplied by appropriate scale factors at each juncture and the prograni keeps track of these factors.

In floating-point arithmetic, the scheme for the decimal system is to express all quantities as numbers between 0.1 and 1 multiplied by some integral power of 10 . The equivalent in floating-point binary is to express each number as being between $1 / 2$ and 1 ( 0.1 and 1.0 binary) multiplied bythe appropriate integral power of 2 .

Even though the word length may be sufficient to express all input quantities to the desired accuracy, the fact that a finite number of digits is used leads to round-off errors that may become significant if a large number of operations must be performed. For example, the product of two 11-bit numbers is a 22 -bit number, but the least- significant 11 bits must be dropped for further computation. The resulting error is called round-off.

Once overflow has been avoided and assurance has been gained that the round-off will not be serious, consideration must be given to errors introduced in truncation. Truncation errors result from the fact that digital computations are carried out in a step-by-step manner with the result that a continuous function is defined only at a succession of discrete points. An increase in the sampling rate of a continuous input function permits $a$ closer approximation of the true function and thus a reduction in this source of truncation .error. Likewise, any reduction in the interval at which a variable is defined within the computation reduces the truncation error. Ilowever, reduction in the interval requires a larger number of steps to carry out the computation for a specified range of the independent variable and therefore increases the time required to carry out the computation.

The response time of the computer in a fire control system must generallybe so rapid that the computer appears to beoperating in real time. This may require that the most artful selection of routines be assigned to the program, and may also require that some compromise with accuracy requirements be made.

## 4-2.4 USE OF SAMPLED-DATA TIIOORY

If continuous functions of time are to be operated upon mathematically or logically by a digital-computer program and be transmitted from the source to a remote location with minimum interference, or be recorded in digital form, the original analog function must be described in terms of discrete samples.

Slated broadly, the sampled-data theorem ${ }^{1}$ says that if the amplitude ot a contin-
uous function of time is periodically sampled at a uniform rate that is at least twice the highest frequency of interest in the continuous function, then the sample series will contain essentially all of the information that was in the original analog function. This statement is made, however, on the assumption that the samplingtime is infinitely small, and that the frequency spectrum of the analog signal has a finite limit. (If high frequencies are present in a function for which only the low frequencies are of interest, then the high frequencies must first be filtered out before sampling.) The theory says further that the analog function may be recovered by passing the sample series through a suitable filter.

There are certain practical difficulties that complicate the design of workable equipment that takes advantage of the sampleddata theorem. However, a good approximation to theoretical system performance can be obtained through the application of proper design considerations.

From a practical engineering standpoint, the'following modifications to the theoretical data-sampling technique are required in the design of workable equipnient:

1. The sampling rate must be at least four times the highest frequency of interest contained in the analog function to be sampled.
2. The analog input to the sampling circuit must be attenuated at frequencies above the highest frequency of interest but, since perfect filters do not exist, the attenuation is determined by practical accuracy-tolerance requirements of the system.
3. Since sampling cannot he performed instantaneously, a requirement arises for some "aperture correction" techniques in systems where the ratio of shortest signal period to tlie sampling aperture time is not high enough to make the sampling-time error neg ligible.
4. Signal-conditioning equipment is often required between the signal source and tlie sampling circuits. In addition to the filtering usually required, there is frequently a need for amplification of signals obtained lrom transducers and other signal sources to increase the signal to a level suitable for sampling. The low-level end of such pre-
amplifiers usually requires special design to eliminate the effects of stray noise pickup and induced common-mode voltage disturbances. At the output, consideration must be given to the d-c level of the output composite signal, as well as the amplitude of the signal itself, in order to make the analog output of the preamplifier compatible with the sampling circuitry.

A discussion of the effects of the sampling process on the design of the system can be found in Chapter 11.

## 4-3 THE GENERAL CONFIGURATION OF A FIRE CONTROL DIGITAL COMPUTER

As a good start toward determining the general configuration required for a fire control digital computer, the computing-system analyst should ask himself the following series of questions:*

1. What is the source of the input data that is to be processed by the fire control computer?
2. What kind of input data will be presented to the computer? (Numerical? alphabetical? other?)
3. How can this input databest betranslated into the internal language of the computer?

4, What is the rate of input-data flow to the computer from the source?
5. What must be done in the way of processing the input data? (Must it be altered? Must it be sorted or combined in some way with other data? If so, how?)
6. How much time is available for the computer to process the input data?
7. Whataccuracy is required in the input data and in the processing? Does this accuracy differ markedly in different parts of the computation?

8, What must be the output rate of the processed data?
9. What is the purpose of the output data and in what manner is it to be employed?
10. Into what form should the output data be translated in order to accomplish its purpose most effectively?

[^25]11. What effect would a computer error have on the flow of data, and how would it affect the particular operation being performed.
12. Can the computer operation be interrupted for emergencies or for regular periods of preventive maintenance?
13. IIow can manually entered data best be entered from a human-engineering standpoint? How can the outpul data be presented so as to be readily readable and understandable?
14. What provisions for internally stored programs should be made to facilitatefuture programming?

In order to provide an appropriate frame of reference in considering the aforenoted questions, the functional diagram of a hypothetical fire control system given in Fig. 4-4 is re-introduced from Chapter 3 of Ref. 104.

This diagram shows three classes of input to the computer:

1. Command decisions
2. Target data
3. Variations frominitial conditions and spotting corrections

Stored in the computer are standard trajectory data. Generated within the computer, prior to final correction, are firing data. The two basic ultimate outputs of the computer are time-of-flight information and corrected firing data.

Residing somewhat innocently at the lower center of Fig. 4-4 is the group of data transmitting elements "introduced between functional elements as required". Such elements at the input andoutput of the computer must be scheduled and controlled for the effective flow of information into and out of the computing system,

## 4-3.1 INPUT AND OUTPUT CONSIDERATIONS

By considering for a moment only the overall organization of a digital computer, as depicted in pictorial form by Fig. 4-5, one can approach the general computer problem of accepting real-time data at fixed sampling intervals--remembering that a digital machine is not inherently a real-time device and that the microscopic programmed tasks involved are slaved to a clock. As indicated in Fig. 4-5 (which corresponds to the
conventional functional diagram of Fig. 4-1 (B), the computerinput data (1) are fed to the input section (2) where they a re converted into the internal language of the computer. The translated input data are stored in the input buffer unit (3) until called for, at which time they are transferred to the storage unit (4). IIere they are available for processing at the request of the arithmetic unit (5). Processed data go to the storage unit, from which they are transferred through the output buffer (6) into the output section of the computer. The output section then translates these data (reads out the data) into a suitable form (8)for subsequent use. The intermediate buffer (9) between the storage unit (whose memory function is represented by a human brain) and the arithmetic unit (whose data-processing functionis represented by an abacus) serves to present information forprocessing, and to retrieve processed information, at the various rates imposed by the arithmetic processes. The control unit (10) coordinates the activity of the computer in three ways:

1. With regard to the computer's internal operation.
2. Withregard to the reception of input data.
3. With regard to the readout of output data.
In carrying out these coordination functions, the control unit schedules operations (as indicated by the clock in Fig. 4-5) and communicates with the other units (as indicated by the speaker horn). As the basis for scheduling, it utilizes a computer program that is either placed in the storage unit for internally programmed computers or is available externally, as indicated by the clipboard (11).

A common problem exists for the mechanization of the input and output sections of the computer. This problem -- referred to as the input/output problem -- stems from the fact that whatever means are employed for passing information into, and out of, the internal portions of the computer require the control and synchronization of these operations with the internal-computer retrieval and transfer operations. The nature of the input/output problem is essentially the same for both the input and output portions of the computer. The complexity that this problem

†AMCP 706-330, Engineering Design Handbook,
Fire Control Series, Section 4, Weapon
Pointing Systems.
Figure 4-4. Functional diagram of a hypothetical fire control system that contains all of the functional elenients associated with fire control equipment.


Figure 4-5. Organization of the computer in pictorial form.


Figure 4-6. Relation of the input/output to the computer,
can attain under extreme conditions is indicated by Fig. 4-6 which shows the functional elements that might be involved for the input and output sections of the computer,

In the case of fire control computation that can be performed in advance of the actual firing of the weapon and then terminated, the input/output considerations are essentially as given in the preceding paragraphs. This applies, for example, to FADAC (Field Artillery Digital Automatic Computer), which is discussed in Part 111. Because of the required portability of this equipment and the standardized nature of the computations, the input/output equipment tends to be relatively simple.

Some fire control digital computers, on the other hand, must continuously compute new weapon-positioning information during the course of an engagement. Such computers are commonly called real-time computers and are used, for example, in connection with a moving target. For such computers, the
input/output mechanism represented functionally in Fig. 4-6 would typically be a shaft encoder, The cumbersome registering and buffering activity that is depicted dramatizes the unfortunate situation that arises as the difference in operating speeds between the input/output equipment and the internal portion of the computer -- thecomputer proper -- becomes more disparate. (SeeSection 15.3 of Kef. 3 for an excellent discussion of the considerations involved when the greatest disparity possible exists and the maximum buffering is required.)

A further complication in a real-time fire control computer arises from the necessity of reading-in data from multiple sources (e.g., elevation, azimuth and range data from a radar tracker). A s indicated in Fig. 4-7, multiple inputs are usually fed to independent input/output registers for each source of data. The computer then interrogates each of these registers in turn, so that a single


Figure 4-7. Computer input/output configuration for multiple inputs.
data word is entered into the input/output buffer at any one instant, This process is performed by the multiplexer under the control of the input/output control. If one or more data inputs changes more rapidly than the others, provision can be made to interrogate it (them) more frequently with the multiplexer,

It is now evident that the characteristics of the problem and the input/output equipment determine the speed and accuracy requirements for the computer. The range of frequencies encountered in the problem, as noted in par.4-2.4, determines the minimum sampling rate, This rate in turn defines the specifications of the input/output equipment and also the maximum allowable solution time of the computer. At the same time, the accuracy required in the system determines the word length and in some cases may put a constraint on the sampling rate as well,

Having specified sampling rate and word length, the computer designer must adjust a number of parameters in order to achieve his goal. The most important of these are the clock rate, the capacity and access time of the various storage elements available to him, the choice of serial or parallel logic, and the choice of programming schemes. With this variety of choice, there is no uniquely best design; rather, there is a wide opportunity to exercise his judgment and ingenuity to achieve a good design.

The moment the logic designer starts to work with relays, switches, push buttons, and similar devices in order to communicate with a digital computer, he has left the neatly defined area of decision and memory elements whose outputs are defined at every clock pulse and synchronize perfectly with computer functioning. The essentially slow, mechanical pieces of equipment have output signals that may change at any time with respect to the principal computer timing signals, and they tend to "bounce" and provide a more or less random series of "zeros" and "ones" before stabilizing. Fig. 4-8 illustrates what may happen with relay "bounce", which introduces a period of uncertainty that the designer must eliminate from the logic by introducing a delay $\mathrm{d}_{\mathrm{m}}$ to prevent the "noisy" contact from affecting the desired signal $Q$.

## 4-3.2 COMPUTER SPEEDS

Because any complex calculation requires a very large number of transfers of information into and out of the rnemory units, the access time of storage in the computer is the largest determinant of the speed of processing and of performing arithmeticoperations. In turn, the time to perform arithmetic is influenced most by the time required to do addition. Addition time depends on the system of coding used and on the logic used for addition. The choice of components will, of course, influence the logic for addition.


Figure 4-8. Derivation of a smoothed signal from an asychronous signal device,

It is alsonecessary to take into account the time required to enter computer words into, and to withdraw them from, the registers active during addition. In general, addition time is independent of the numbers being added. Time estimates for computations involving multiplication and division can be approached by formulas relating all the factors mentioned.

The rate at which individual bits will be handled by the machine is the pulse repetition rate, or clock rate. The characters to be handled by the computer, coded in electronic form, will be processed at the clock rate set by the designer. The upper limit of the clock rate is determined by the component circuitry used in the computer, Generallyspeaking, the cost of the basic circuitry increases with an increase in the clock rate. Clock pulses, for example, must be supplied to the circuits that read from and write into memory, so that informationstored is operated on in synchronism withother data in the memory and in other parts of the computer,

Substantial increases in speed can be obtained by designing the computer to perform alloperations in parallel, For example, if a 40 -bit machine with a serial representation operated at a $1-\mathrm{mc}$ rate, it would take a minimum of 40 microseconds to so much as transfer a number fromone place to another within the machine. If all operations were parallel, the number could be transferred in 1 microsecond on 40 separate wires. In a serial-parallel machine, the 40 -bit number could be divided into four groups of 10 bits eachand in only 10 microseconds the number could be sent over four parallel wires. IIere, the reduction of $75 \%$ in transmission time might represent a good engineering choice in the light of slower limiting times in other elements of the logic. There is no point in having any circuitry in a computer design that far out-races the rest of the system and then is idle most of the time.

Transistorized digital modules that have operating speeds of up to 5,10 , and even 20mc are currently available from manufacturers; in addition, $50-\mathrm{mc}$ logic has been reported in the laboratory, Operating speeds of 5 mc orless are more common, however, since they fulfill most requirements and are less costly. Integrated-circuit speeds of up
to 10 mc are alsoavailable for certain types of logic.

## 4-4 DETERMINATION OF COMPUTER STORAGE CONFIGURATION

## 4-4.1 SIZE OF COMPUTER PROGRAM

Determination of the effect of program size on the storage configuration can start easily with the creation of a flow diagram. The flow diagram, similar to the block diagram used for preliminary design andunderstanding of many types of equipment, is a means for visualizing the computer program by breakingit down into functional units that correspond to different sections of the problem. Ultimately the programmer will carry this fractionating process of the program itself down through the routines, the subroutines, the loops, and finally to the commands, the smallest elements of the program. A typical subroutine is the taking of a square root. A loop (alsocalled a cycle or iteration) consists of repetition of a group of instructions in a routine.

By starting with an example of a loop, the general form of a flow chart or diagram can be readily illustrated, Ref. 76, which should be consulted for additional information, describes a realistic example: that of determining the position of a ballistic missile after each 10 seconds of flight along its trajectory, neglecting the effects of air resistance, etc. (see Chapter 2 of Ref. 104). In this example, at time $t$, the $x$ and $y$ components of position will be

$$
\begin{aligned}
& x_{i}=V_{0 x}{ }^{t_{i}} \\
& y_{1}=V_{0 y}^{t_{i}}-(1,2) g t_{i}^{2} \\
& i=1,2,3,
\end{aligned}
$$

where $V_{0 x}$ is the initial $x$ component of the velocity and $\mathrm{V}_{0 \mathrm{y}}$ is the initial y component. To be concrete, suppose that $\mathrm{V}_{0 \mathrm{x}}=2,000$ $\mathrm{fps}, V_{0 y}=1,000 \mathrm{fps}$, and $\mathrm{g}=32 \mathrm{ft} / \mathrm{sec}^{2}$. Then at timet, $(=10 \mathrm{sec}), \mathrm{x},=20,000 \mathrm{ft}$ and

$$
\mathrm{y},=10,000-1,600=8,400 \mathrm{ft}
$$

At time $t_{2}(=20 \mathrm{sec}), x_{2}=2,000 \times 20=40,000$ ft and

$$
y_{2}=1,000 \times 20-16 \times 20^{2}=13,600 \mathrm{ft}
$$

Attimet ${ }_{3}(=30 \mathrm{sec}), x_{3}=2,000 \times 30=60,000$ ft and

$$
y_{3}=1,000 \times 30-16 \times 30^{2}=15,600 \mathrm{ft}
$$

and so forth. During such a computation, it is clear that the same formulas are used over again, each time increasing $t_{i}$ by 10 sec. However, the computation should stop when the missile hits the ground, i.e., when $y_{i}$ is zero. In the present case, Table 4- 1 shows that this condition exists at a point in the interval betweent $=60$ secand $t=70$ sec. Computation in this loop is therefore stopped when $t=70$ sec, as shownby Fig. 4-9 -- the flow chart of the process. This flow chart employs the $i$ notation, where $t_{i} t_{1}$ represcnts the next time around and $i+1 \rightarrow i$ means that for the next iteration the old ith values are replaced with the new $(i+1)$ th values.

TABLE 4-1. COMPUTATION OF THE TRAJECTORY OF A MISSILE.

| $i$ | $t_{i}$ |  |  |
| :---: | :---: | ---: | ---: |
| 1 | 10 | 20,000 | 8,400 |
| 2 | 20 | 40,000 | 13,600 |
| 3 | 30 | 60,000 | 15,600 |
| 4 | 40 | 80,000 | 14,400 |
| 5 | 50 | 100,000 | 10,000 |
| 6 | 60 | 120,000 | 2,400 |
| 7 | 70 | 140,000 | $-8,400$ |

With this illustration it is seen that there are four basic ingrcdients to a recursion code:

1. A sct of instructions, called the iteration instructions, that are to be reused.
2. Another set of instructions that modifies the original set each time around.


Figure 4-9. Flow chart for computation of missile trajectory.
3. A set of instructions, often called a tally, that determines when to exit, or break out of the loop, and appropriately notifies the computer.
4. A set of instructionsthat sets up the initial conditions and starts the loop.
In addition, a loop or recursion code often contains a set of instructions that resets the loop so that it may be used again by the computer at some future time, A generalized loop can be indicated by the flow diagram of Fig. 4-10.

Sometimes the tally consists of instructions for determining whether or not the result of each iteration is smaller than some given number, as occurs often in function computations, At other times, the tally may just count the number of iterations until the desired number have been accomplished.

Fig. 4-11 shows the flow diagram forinstruction modification in aloop. Here a long column of numbers was previously placed in consecutive memory addresses, the last of which is address 077 . The same add instruction is used for successive additions, but it is modified before each addition so as to add the contents of the next successive address to the partial sum each time around.

Fig. 4-12 illustrates the use of loops within loops, as in the computation of $\sin x$ by means of the infinite series
$\sin x-x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\frac{x^{9}}{9!}-\frac{x^{11}}{111}+\cdots$ at intervals of $1 / 0$ radian from 0 to $\pi / 2$, to eight decimal places. In the figure, loop A forms $x^{n} / \mathrm{n}$ : by multiplying a partial product successively by $x / P_{i}$. Loop $B$ adds or subtracts this result to or from the partial sum and increases $n$ by 2 until the partial sum becomes correct to eight significant figures. Loop C increases $x$ by 0.01 and continues to compute the next value of $\sin x$.

A subroutine is a subcode that is written only once but may be used at different times and places during the computation of a program. Fig. 4-13 illustrates the simple case of two points from which the program can jump to the subroutine, through the A connectors, and return through the appropriate exit route via the $B$ connectors.

Construction of the complete flow diagram will identify the number of program steps (including any advisable accuracy checks) and willestablish the type of orders required for the computations. Throughout this process of refining the program there may be constant compromise between speed and accuracy, between serial and parallel operation, and between short-term (register) or intermediate (buffer)or long-term (memory)storage requirements, each affecting the ultimate storage configuration,


Figure 4-10. Flow chart of generalized loop.


Figure 4-11. Flow chart for instruction modification.

$\rightarrow$

Figure 4-12. Flow chart of loops within loops.


Figure 4-13. Flow chart for setting up initial conditions and different exits of a subroutine.

## 4-4.2 CODING SYSTEM AND WORD LENGTH

The actual assignment of an order to the computer for each step in the program is called coding. The finished code is a coniplete list of instructions, or orders, and their equivalent numbers, since ultimately the computer mechanism deals only with numbers, Instructions and actual data quantities are indistinguishable from each other except by interpretation, The computer memorizes instructions and quantities as the contents of addresses in its memory. Instructions explicitly involve only addresses and tell the computer what to do with the contents of these addresses. The structure of the program set up for the computer, the choice of a coding system to comniunicate with the computer, and the size of the word -- the string of binary digits -- that represent the storage capacity of each memory address are extensively interrelated. Some of the basic factors are briefly reviewed for their effect on computer storage configuration.

In thedesign of a computer, the number of bits reserved for an address places an upper limit on the number of words in the addressable memory of the computer, If an address is denoted by $n$ bits, no more than $2^{\mathrm{n}}$ words can be contained in the addressable
memory, In the choice of a coding system, a typical format for four types is as follows:
\(\left.$$
\begin{array}{ll}43 \text { bit word: } & \begin{array}{l}4 \text { addresses of } 9 \text { bits, } 1 \text { in- } \\
\text { struction of } 6 \text { bits, and } 1\end{array}
$$ <br>

sign bit, Memory 5 \mathrm{I} 2\end{array}\right\}\)| words, max. |
| :--- |

Naturally, with two-address or one-address systems, shorter word lengths are common, with the lower limit largely determined by the numerical accuracy required in problem solution.

In order to describe the additional memory elements required beyond those used in the computer memory for central storage (see Fig. 4-14), the functions of the computing unit will be reviewed. This unit has two functions (see Fig. 3-15):


Figure 4-14. Memory and computing unit.


Figure 4-15. Arithmetic unit and control.

1. To obtain instructions from the memory and interpret them (done by the control unit).
2. To perform the actual operations (done by the arithmetic unit).

The controlunit must perform two functions (ref. Fig. 4-16):

1. Interpret the instructions (done by the instruction dccoder).
2. Tell the arithmetic unit what to do (done by the control generator).
After an instruction has been executed, the control generator produces signals that enable the next instruction to go from the computer memory to the instruction decoder,

As shown in Fig. 4-17, the control generator also commands the input-output selector, Through approp riate buffering memory, this unit fceds input and outputinformation to and from the main memory.

Fig. 4-18 points out several other basic memory elements. When an arithmetic operation is performed, the result is formed in the accumulator (high-speed register memory) of the arithmetic unit. In order that the instructiondecoder may be able to refer to the current instruction during the time that control signals are being set up, the instruction (word)being executed is storedin a special memory cell, the instruction register.


Figure 4-16. Instruction decoder and control generator.
(Solid-headed arrows indicate information; hollowheaded arrows indicate control signals.)


Figure 4-17. Input and output functional units.


Figure 4-18. Accumulator, instruction register, and current-address register.

The current-address register usually contains the memory address from which the instructions being executed came. This covers the situation where the address of the present instruction was given as part of the previous instruction, and the situation wherein the next instruction is the next higher (or otherwise related) address.

In designing a digital computer, the enginccr's first task can be considered to bc that of choosing the proper coding and programming system for the purpose at hand. The logical design of the computer circuitry follows. The electronic design, which would include the design of the memory configuration, constitutes the third step. Various parts of a large program can be stored in a relatively slow memory system-- such as a magnctic tape or drum -- and then transmitted to a high-speed (and high-cost) memory when
the actual computations in this part of the program are to occur, Another factor tending to hold down the size of the main niemory system evolves from the skill of the programmer; for example, his ability to usc temporary storage for intermediate rcsults that, once computed, are not used again in the problem -- thus requiring the main memory to store only permanent or constant numbers.

Therelative speeds of common types of digital memories are listed in Table 4-2.

Unfortunately, throughout the digital computer literature, the reader will be called upon to distinguish between instruction code and machine language code, In the digital machine language codes, the yes-no bits can be associatcd in many ways to represent characters in machine language. Consider, for example, the following five machine language codes:

TABLE 4-2. ORDER OF MAGNITUDE OF MEMORY ACCESS TIME. ${ }^{108}$

| Memory System | Access Time |
| :--- | :---: |
| Magnetic Tape | 5 msec, plus time to position tape |
| Magnetic Drum | 10 msec to 1 sec |
| Acoustic Delay Line | 50 psec to 50 msec |
| Magnetic Core | $500 \mathrm{~ns} *$ to $50 \mu \mathrm{sec}$ |
| Diode Capacitor | $1 \mu \mathrm{sec}$ |
| Flip-flop Register | $10 \mathrm{~ns}:$ to $10 \mu \mathrm{sec}$ |
|  | $: \mathrm{ns}=$ nanosecond $=10^{-9} \mathrm{sec}$ |



The naturalbinary decimal code is easier to translate from human language, but sacrifices the efficiency of natural binary arithmetic. The X53 code has the advantages of simple translation plus easier arithmetic, the fact that a digit and its 9 's complement are complementary, and the fact that no decimal digit including zero is coded as 0000. The two parity checking codes provide a means of protecting against the loss of pickup of a single bit, The extraparity bit is used to adjust the total number of 1 's in each bin-
arydecimal bit to be - in these cases - odd. (Even, however, can be used.)

It should be noted that there are billions of possible character codes. These'are representative samples only,

The choice of how many characters will make up a machine word, or whether the computer will handle only fixed word lengths or variable word lengths will be another multiplying factor in determining the overall storage configuration.

## 4-4.3 SUBROUTINES, REQUIREMENTS FOR TEMPORARY STORAGE

Once the number of words of input and outputdata have been determined as required by the program, and anecessarycoding system for the machine language has been set, an examination of the subroutines will do two things:

1. Reduce the absolute size required of storage capacity, by eliminating the memorizing of tables whenever anumerical approximation is more economical.
2. Achieve reduced but sufficient memory space to provide storage locations for intermediate results and constants used in calculations.

## 4-4.4 DATA STORAGE REQUIREMENTS

The necessity to store standard trajectory data within the computer for reference as required can be considered to be a nominal requirement for the solution of a fire control problem. An examination of the magnitude of this type of requirement will enable
the total computer storage configuration to be determined.

## 4-4.5 EXAMPLE OF FADAC MEMORY

The FADAC* general-purpose transistorized digital computer operates serial by bit, parallel by function, and allows 12,800 one-word execute (add, subtract, etc.) operations per second, The wordlength is 33 binarydigits, including parity bit, sign bit, and 31 binary digits for absolute numerical value.

The memory is a rotating magnetic disc, 6000 rpm nominal, Storage totals 4096 words, 32 channels of 128 words each. 28 channels are permanent storage (read only) and 4 channels are for working storage, There are two 16 -word high-speed loops for rapidaccess, five 1 -wordregisters for arithmetic operations and control, and one 2 -word register for output display-information storage, The functional diagram of the FADAC System appears in Fig. 4-19, in which the memory elements are identified.


Figure 4-19. Functional diagram of FADA C system.

[^26]
## 4-5 FLEXIBILITY REQUIREMENTS

## 4-5.1 SPECIAL-PURPOSE VERSUS GENERAL-PURPOSE COMPUTERS

The general-purpose computer usually has a large number of input and output channels, and these channels may each consist of a number of bits in parallel rather than a single bit. Such a computer generally has a
storage capacity of many thousands of computer words, and the various input, output, and memory devices are all accessible to the programmer through instructions that enable him to select whatever device he needs next. In addition to the basic instructions - add, subtract, multiply and divide - many others will be available, such as, for example:

Jump - Specifies the location of the next instruction and directs the computer thereto.
Shift right - In the case of binary numbers, (or left) this is a shift to the right (or left) of the number of bit positions specified in the instructions and effectively multiplies the number by $2^{-n}$, (or $2^{n}$ ), where $n$ is the number of bit positions shifted, Those bits that run off the right-hand end of the word are discarded; those added to the left are zeros.
Transfer- To transmit, transport, exchange, read, record, store or write data - whatever the computer operation that is next required.
These instructions form the computer "repertoire" and provide the programming flexibility required for different types of problems. As a rule, the larger the repertoire, the easier the programming task. For example, if a computing machine has a "multiply" instruction, it can be stated directly. Otherwise, successive additions must be programmed - generally by iteration,

Further, general-purpose machines may have instructions with two, three, or four addresses, in turn requiring logic for as many as four accesses to memory for a single order, A typical order for a four-address machinemight be "divide the operand from address $A$ by the operand from address $B$, store the quotient in address $C$, leave the re-
mainder in the accumulator, and obey next the instruction in storage location $E$ ",

Special-purpose computers may have the largerpart of their programs built-in, literally soldered in place, but the sacrifice in flexibility will almost always yield a substantial increase in speed., Designed to solve only one problem, or to perform relatively few types of calculations, the special-purpose computer needs very little capability for "talking" with the operator, At the same time, it may require laborious reconstruction when its mission changes. The generalpurpose machine, faced with a shift in duty, would require only modification of the information in its memory, This would be achieved by preparing a new set of instructions and reading these into the memory,

## 4-5.2 CHOICE OF BUILT-IN COMPUTER OPERATIONS

As mentioned previously, the basic operations are only addition, subtraction, and detection of the sign of a quantity, together with operations of transfer to and fromstorage, input, and output. While it is conceivable that problems could be programmed using only these basic operations, such a computer would be most inflexible and difficult to program. At the veryleast, such operations as multiplication, division, and decision as to which of two quantities is the larger would be programmed as built-in operations. Further elaboration is not generally wired in place, but programmed as a permanent subroutine, Operations of this type commonly include integration, interpolation, and func-tion-generating equations.

A special-purpose computer, by definition, has all operations built in. Provision for minor adaptations, however, is usually necessary, and there is asequence of major and subroutines as in the general-purpose computer.

In anattempt to ease the burden of programming, general-purpose computers have been provided with elaborate programming schemes that permit English-language instructions and in some cases, the entering of equations in almost the original mathematical form.

## 4- 5.3 CHOICE O F PROGRAMMING SYSTEMS

In the case of external programming, each operation required of the computer is under the control of some external device. In the simple case of a punched card program, the computer "senses" a new card for each operation, Changing the program requires only a new arrangement of punched cards. However, the degree of sophistication available with an external program alone is rather narrow. For example, take the unattractive case of punchingenough cards to allow an iterative process whose duration cannot be predicted in advance. Secondly, consider the dilemma that exists when the program requires one branching operation if a number happens to be positive and another branching operation if a number happens to be negative.

A so-calledplugged-program can be instituted through the use of a plugboard control panel. With a plugboard, the actual physical wiring of the computer is changed for each new set of computations. To minimize error and to speed the changeover, whole plugboards can be interchanged. In general, practical physical limitations place a maximum of about 100 steps that can be contained before the mass of wires becomes unwieldy, although there is no theoretical limit as to how far the designer might go.

A fully stored-program computer stores instructions and data interchangeably。There is a list of instructions a given computer can perform and these can be combined and sequenced by the programmer for a wide range of operations. The computer may perform arithmetic and other operations on instructions in the program as well as on items of data.

In programming, it is often desirable to be able to prepare a program in a "problemoriented"or"user's" language instead of directly in machine language. This can be accomplished through the aid of a "compiler" program, or translator program, designed for a particular class of problems. For engineering and scientific work, FORTRAN is one of the most widely used compiler languages. FORTRAN stands for FORmula TRANslation. $97-99$

The manner in which a compiler program can be used to solve trajectory equations is
illustrated in Fig. 4-20. In this case, the mathematical problem is set up in a special form and then fed to an off-line support computer that solves the problem and ultimately produces either a magnetic tape or a perforated Mylar tape that contains the required coordinate data in fire control. computer language, This output tape is loaded into the memory of the fire control cornputer for subsequent processing,

The basic steps in the overall programmingprocess (see Fig. 4-20) can be described briefly as follows:

1. The programmer prepares a flow chart that outlines the steps to be executed in the solution of the given problem. As a rule, the more complex the problem, the more detailed the flow chart. Careful analysis of the flow chart afterit has been prepared by the programmer can be undertaken by the fire control computer designer to check for conformance to system requirements.
2. The program is thenwritten in compiler language on a standard coding sheet. Each line on the coding sheet represents a single compiler statement. The format on the coding sheet varies with the type of compiler.
3. A punchedcard is prepared for each compiler statement. When all the cards are punched, they are put together in sequencethereby comprising the basic "source" program. (This assembly of cards is called the "source deck".)
4. Control cards, peculiar to the support computer, are added to the source deck. These cards tell the support computer what operations to perform, where to store certain information, what type of output to generate, and other control information. Data cards (e.g., constants) may be added to the source deck, or may actually be entered as part of the source deck.
5. The punched-card program is read into the support-computer memory by means of a high-speed card reader. The compiler program and other computer routines are usually stored on magnetic library tapes that are mounted at different tape stations in the computer room. When the support computer is operated, the source program is translated and assembled into machine language to ob-


Figure 4-20. The basic programming process.
tain the "object"program, which is then processed to produce the desired output - generally in the form of either a magnetic tape or a perforated Mylartape. An output listing is provided on a high-speed printer so that the designer can evaluate the program and any compiler-generated error messages.

Fig. 4-2lillustrates a simple program that was written in FORTRAN compiler language and processed on an RCA 301 support computer. The prime objective is to solve the equation

$$
y=x^{2}+0.0008356
$$

for different values of $x$ under the following conditions:
a. The values of $x$ are pre-punched in Columns 1 to 10 on 80 -column cardsand are floating-point numbers.
b. The number of data cards is unknown, but it is known that $x$ will never be greater than 9999.0. (A. special cardis providedthathas a value of $\mathrm{x}>9999.0$ to indicate the last card in the series.)
A secondary objective is to point out the values of $x$ and $y$ and the card count on the
support-computer output listing. (See Table 4-3 for an explanation of the various FORTRAN compiler statements that appear in Fig. 4-21.)

## 4-6 COMPUTER TYPES

## 4-6.1 SYNCHRONOUS AND ASYNCHRONOUS

Most digital computers are synchronized by means of clockpulses as abasicmeans of timing all the activity in the system. Clockpulse signals delivered to every flip-flop identify bittimes and are used to keep information being written into and read out of memory in synchronism with other data in the memory and in other parts of the computer. In addition, appropriate pulses control all the transfer and exchange of information throughout the machine. A computer slaved to a clock is known as a synchronous machine.

Clock frequencies may be generated by a crystal oscillator, with subfrequencies scaled down through frequency dividers, or the basic pulses may be generated by a multivibrator. Other repetitive sources such as



Figure 4-21. An illustrative FORTRAN program. (sheet 2 of 2 )

## TABLE 4-3. INTERPRETATION OF THE FORTRAN COMPILER STATEMENTS IN FIG. 4-21.

$\mathrm{KK}=0$
This equation sets the card count equal to zero. Since the card count is a positive integer (whole number), an integer variable was selected. In FORTRAN, a variable may be written with up to six alphanumeric characters, the first character being a letter. Integer variable names must': begin with an I,J,K,L,M, or N. Ked-variable names can begin with any other letter of the alphabet. There can be only one variable on the left-hand side of the equation.

## $101 \mathrm{~F} \phi \mathrm{RM}$ AT (F10.0)

A F $\varnothing$ RMAT statementis usedin conjunction with a card READ statement to specify the type and arrangement of the data field to be entered as input. In this case, 101 is the statement address or number, and F10.0 states that the input is a floatingpoint variable of $I 0$ digits, with no digits to the right of the decimal point. ( $F^{\prime}$ specifies floating point, 10 specifies a 10 -digit width, and .0 specifies zero digits to the right of the decimal point.) If an input card has a decimal point, it takes precedence over the F $\emptyset R M A T$ statement. Capital "oh's" are slashed to distinguish them from zeros. Also, parentheses are required around the variable identifier F10.0.

102 READ 101,EX
This statement is used to read in a data card that contains a real variable labeled EX. The 102 is the address associated with the READ Statement, 101 is the address of the associated F $F$ RMAT statement, and EX is the variable name arbitrarily assigned to $x$.
$K K=K K+1$
This statement updates the card count by a unit of one.
$\mathrm{WHIY}=\mathrm{FX} * * 2+835.6 \mathrm{~F}-6$
This statement sets up the equation

$$
y=x^{2}+0.0008356
$$

The variable $y$ is represented by the symbolic WHY, $x$ is represented by EX, a double asteriskdenotes anexponential, and E-6 is the same as $10^{-6}$ so that 0.0008356 can be represented as $835.6 \times 10^{-6}=835.6 \mathrm{E}-6$.

[^27]TABLE 4-3. INTERPRETATION OF THE FORTRAN COMPILER STATEMENTS IN FIG. 4-21. (cont.)

103 FめRMAT (E15.8, 10X, F10.5, 10X, I10)
This FめRMAT statement is used in conjunction with a PRINT statement to specify the type and arrangement of the data field to be outputted. The 103 is the address associated with the $F \phi$ RMAT statement; E15.8 specifics that the first output will be an exponential of up to 15 characters, with eight digits to the right of the decimal point; 10X means "to skip 10 spaces" on the same line; F10.5 means that the second output will be a floating-point number, with five digits to the right of the decimal point; 10X means "to skip 10 spaces" on the same line; and, finally, Il0 specifies that the third output will contain an integer with up to 10 digits.

## PRINT 103, EX, WHY, KK

This statement results in the printing of the variables identified in the preceding F $\varnothing$ RMAT statement (address 103). The first output to be printed is x ; the second output on the same line is $y$; and the third output on the sameline is the card count.

1 F (EX-9999.0) 102, 102, 104
This is an arithmetic $1 F$ statement that states that "if $x$ minus 9999.0 results in a minus value, branch to address 102 ; if $x$ minus 9999.0 results in a zero value, branch to address 102; and, if $x$ minus 9999.0 results in apositive value, branch to address 104. In essence, this means that "if $x=9999.0$, read in another data card, if $x>$. 9999.0, stop the program."

## 104 STOP

This statement is used to stop the machine for operator action.
END
The last statement in a FORTRAN source program must be an END statement. 1t signals the cempiler that the work of translation is completed. (Remember, the entire source program is read into the support-computer memory, compiled, and then executed.)
*DATA

This statement identifies the following cards as data cards.
a timingtrack on amagnetic memory device can be used. When a magnetic drum is employed as a storage element, the timing track employed as the lock generator provides an ideal means of synchronizing the mechanical and electronic elements to each other, Care must be exercised that at the time of startup the basic frequencies throughout the machine are in phase or in synchronism.

A synchronous machine has the advantage that registers may be cleared on a repetitive cycle, each operation takes a known length of time, and random noise pulses are discriminated against, As a consequence, most computers are basically synchronous, For an example of asynchronous operation, consider such a simple device as a counter fed by a shaft-driven pulse generator. Such a device is asynchronous since pulses are generated at random intervals, depending on the rotation of the shaft.

There is a larger cycle in a synchronous computer that encompasses the time required to complete an addition and transfer the result to storage, This add time is commonly 2 to 20 clock pulses, depending on the logical design,

Often, synchronous computers are required to operate with asynchronous data inputs. Toaccomplish this, the input data are held in a register until such time as the computer cycle can accept them.

## 4-6.2 WHOLE-TKANSFER AND INCREMENTAL COMPUTERS

While most digital computers operate on whole numbers, extremely useful specialpurpose computers may employ the technique of counting increments to obtain a rapid representationof an answer, Incremental computers perform computations by a series of updating operations, This approach is particularly useful for applications where a continuous output solution is required for continuously varying input parameters, and where conventional electronic or electromechanical means do not provide the requisite zeroing precision. Incremental computers have often been described as hybrid since they operate like analog computing systems with digital-computer accuracy. A substantial saving in computer hardware can be a-
chieved by computing at speeds appropriate to the dynamics of each stage of computation.

The logic at the inputs is made capable of following rapidly varying phenomena. The logic involved in the majority of mixing and output computations takes advantage of the smoothing inherent in integrations at the input.

## 4-6.3 OPERATIONAL COMPUTERS

Operational computers employ a separate computing element for each mathematical operation in the problem. They are exceedingly fast since equipment need not be timeshared between operations, By the same token, operational computers are wasteful of equipment, and are thus used only for relatively simple problems - forexample, simple counters or integrators. While whole- transfer logic may be employed, incremental operation is more often encountered,

An operational computer employing incremental logic, and capable of being programmed for a variety of mathematical problems, is known as a digital differential analyzer. This class of computer is sufficientlyimportant to the fire control field to form the subject of a separate chapter (seeChapter 5).

## 4-6.4 COMPUTERS AS SERVO ELEMENTS

Special-purpose computer logic can be made to operate as the correction-computing element of a servo if the input to the servo or the feedback element (or both) is digital, In a manner comparable to conventional analog servos, the computer subtracts the output from the input to obtain the error, and may also be programmed with the expressions for the filter networks required to stabilize the servo. At some point in the circuit, digital-to-analog conversion of the error signal is provided. The converter may be quite rudimentary - as, for example, a three-position relay - but in order to reduce the tendency to oscillate, several steps are usually provided so as to form a quasi-proportional system (see Fig. 4-22).


Figure 4-22. Typical digital servo.

## 4-7 TYPICAL DIGITAL COMPUTER

The description below of a typical computer, which starts with the main storage (memory unit) and works through to the control unit - based on the functional block diagram of Fig。4-23, is a modified condensation of pertinent portions of Chaptcr 11 of Ref. 4. For a more complete discussion, the reader should consult this referenced source. It should be noted that the terminology used is mercly that employed by the source and is not universally accepted in describing all computers. Any specific machinc may have more or fever registers than discussedhere, but the basic concepts discussed apply to all ty pes,

As a rule, main storage deviccs are not satisfactory for the temporary storage of numbers undergoing arithmetic operations or controlling the sequence of operations. Three storage registers, each adapted for speed and capacity, are used for storing numbers that enter into the computations.

The first storage register, the S-register, serves the primary function of storing
themultiplicand (or divisor) so that it is not necessary to refer repeatcdly to main storagc during multiplication or division, Numbers are transferred from the main storage to the S-register over a set of parallel wires, onc for each binary digit,

The second register, the accumulator, is used for binary addition or subtraction,, The third register, called the multiplierquotient or M-Q register, is used for storing the multiplier during the multiplication or the quotient during division,

For addition and subtraction, numbers are taken from appropriatc locations in the main storage and sent to the accumulator, They are sent through the S -register because this path is needed anyway for other purposes, For multiplication, it is necessary as afirst step to cause the multiplier to betransmitted from the main storage to the $M-Q$ register. The accumulator and $M$ M $-Q$ register are both capable of shifting the numbers in them to right or left. Then, at the start of the actual multiplication process, the multiplicand is obtained from the main storage and placed in the S -register to be added in over-and-over


Figure 4-23. Typical arrangement for a stored-program computer.
fashion in the accumulator, which shifts to the right one step after each addition. As the product is built up, it is shifted into $\mathbf{M}-\mathbf{Q}$ register, At the conclusion of the multiplication process, the double-length product is stored with its high-order digits in the accumulator and its low-order digits in the $\mathbf{M}-\mathbb{Q}$ register. If it is desired to retain the entire product, two storage locations in the main storage are required and two program steps are used to transfer it from the two registers. Division is substantially the reverse of multiplication. The dividend is placed in the accumulator (or the accumulator and the $M-Q$ register if a double-length dividend is required) and the divisor is stored in the S -register. As the division process proceeds, the digits in the accumulator are shifted to the left, with the result that the final remainder appears in the accumulator and the quoticnt in the $\mathbf{M}-\mathbf{Q}$ register. In Fig. 4-23, all paths used for the data and results are indicated by solid lines,

The problem is now to control the transmission of data between the main storage and the three registers in the arithmetic portion of the machine. This function is to be accomplished through the use of numbers representing program stcps, and these numbers are to
be stored in the main storage along with the numbers representing data. The instruction counter, the operation-address register, and the control circuits are the major units that are employed for accomplishing this purpose.

The instruction counter has two functions, First, it keeps track of the program step that the computer is executing at any given time, Normally, apulse is sent to the instruction counter at the conclusion of each arithmetic operation to step it up by one count; for altering or repcating a program, however, the contents of the address part of the oper-ation-address register may be transferred to the instruction counter to replace the number there, The second purpose of the instruction counter is to control the storage-selection circuits when a number representing a program step is being sensed in the main storage. The paths to and from the instruction counter are indicated in Fig. 4-23 by dotted lines, as are allof the paths that transmit information pertaining to the control or programming of the computer,

Before describing the function of the op-eration-address register, the meaning of the term "address" must be explained, In its narrowest sense, an "address" is a number
that represents a storagelocation in the main storage, Usually, each location is assigned one of a series of consecutive numbers from zero to the storage capacity of machine. Then, when an address is sent to the storageselection circuits, access is gained to the storage location represented by that address. By this definition, the number in the instruction counter is more than an abstract number used for counting program steps; rather, it is an address also, because it prescribes the storage location from which a number representing the program step is to be taken. An address can be used to designate other things. For example, it is used to specify the desired input or output mechanism when sending information to or from the computer, Also, the address specifies the number of shifting steps that are to takeplace in a shift operation.

The operation-address register is used for storing the "instruction", which has been previously referred to as the number that represents the program step. An instruction consists of two parts, known as the operation part and the address part. The operationpart specifies the operation to be performed, which may be an arithmetic operation such as add or multiply, or which may be any one of a long list of other operations such as the transfer of a number from one place to another or the causing of a magnetic tape unit to rewind, This part of the instruction causes the computer to perform the indicated operation by means of control circuits. As the name implies, the address part of the instruction specifies the addresses of the operands when the mainstorage is involved or the in-put-output device, the number of shifts, and so on, as the case may be in other types of operations. Incidentally, the address part of the register is a counter as well as a register and is used for keeping track of the shifts in a shift instruction, or during a multiplication or a division,

During operation, the computer alternately comes under the control of the instruction counter and the operation-address register, To visualize the sequencing of the computer functions, assume that the program is initially stored in the main storage with at least the first few instructions in the lowest numbered addresses, The various items of data may be at any desired addresses. If the
instruction counter is initially at zero, the control circuits first cause the instruction at address zero to be taken from the main storage and sent to the operation-address register. (The fact that the path is through the Sregister is incidental.) Normally, the instruction is rewritten at address zero so that it may be used again. The computer then performs the operation indicated by the digits in the operation part of the address register, Upon completion of the first operation, control is returned to the instruction counter, which has in the meantime been stepped from zero to one, The instruction at address one is now caused to be sent from the main storage to the operation-address register, after which the second instruction is executed under control of this register, and so on. In other words, each program step consists of two parts: (1) the securing of the instruction and (2) the execution of the instruction. Reference to the main storage may be made during each part; in (1) the storage-selection circuits are under the control of the instruction counter, while in (2) they are under the control of the address part of the operationaddress register,

The basic problem of altering a program or repeating portions of it is solved in the stored-program computer by a "jump" (sometimes given other terms such as "branch" or "transfer") instruction. The jump instruction causes the address part of the instruction, which is in the operationaddress register, to be sent to the program counter to replace the number there. The result is that the uniform sequence of addresses from which instructions are obtained is terminated, and ajump is made to some other address, Then, because the program counter receivedone pulse to be counted for each program step, the selection of instructions from sequentiallynumbered addresses is resumed at the new address and is continued until another jump instruction is encountered.

A second important feature of the instructions in a stored-program computer is that they are indistinguishable from the data, The programmer must keeptrack of which is which. Occasionally a certain amount of confusion results, but it is useful to be able to perform arithmetic operations on instructions. The addition or subtraction of a constant from the address part of an instruction
is an operation that is performed frequently when using subprograms. Another example of the usefulness of the feature is in the storage of tables when the arguments form a uniform sequence. To find the address of the value corresponding to any given argument, it is sufficient to perform a simple computation on the argument and then use the result as the address part of an appropriate instruction. A time-consuming searching process is thereby avoided,

The input and output devices are shown connected through the M-Q register in Fig. $4-23$. That the $M-Q$ register is used in this way is incidental; it just happens to be convenient, However, some temporary storage of some sort is usually needed between the input and output devices and the main storage because the various units are not synchronized with one another, When an instruction calls for a number to be sent from main storage to an output device, for example, the output device may not at that particular instant be prepared to accept it, Then when the output device is ready to accept the number, the timing in the arithmetic part of the computer may not be at the right point for transmission. Another factor, which is probably even more compelling is the fact that the form of the number may be different in the two places, Both the timing and the change-of-form problems can be solved through the use of "buffer" storage, as it is sometimes called,

Theobjective to be accomplished by the control circuits in a stored-program computer is the causing of all the individual units of the computer to perform in such a manner that theinstructions in the main storage are sensed in the proper sequence and executed. Ingeneral, the units are controlled by sending pulses to them over a set of wires that may be called "command lines", Each command line is for a specific purpose, such as transferring a number from one register to another, shifting the number in a register, resetting a flip-flop, or any one of a multitude of other functions, Usually, it is necessary to send pulses, appropriately sequenced in time, over several different command lines to execute any one instruction, The circuit arrangement to be used in any given case for distributing the control pulses on the command lines depends in large measure on the organization of the computer as a whole, and
in existing machines great variations will be found when comparingone computer with another.

For information on actual computer system design using transfer equations, the reader is referred to Ref. 100 . For information on the detailed design of control circuits, counters, and other types of computer networks, the reader is referredto Ref. 101.

## 4-8 LOGICAL DESIGN

The logical design of a digital computer refers to the design of switching networks that can perform the mathematical operations desired. These operations, reduced to their essentials, are made up of a few basic logical propositions, For this reason, the algebra of symbolic logic - termed Boolean al-gebra- is the basic tool of the designer of logical systems. The specific application of Boolean algebra to switching networks is known as switching algebra. For more complete discussions of Boolean algebra and its applications, see Refs. 3, 8, 9, 10, 11, 79, and 87.

One point should be clearly understood with regard to the use of Boolean algebra; namely, it leads to a minimal number of logic elements, but not necessarily to the "best" circuit design in terms of operating performance. What the algebra does provide is a convenient means of representing a switching circuit without drawing the circuit. Also, and probably more important, is the fact that it provides a means for quickly finding a multitude of different circuits that will perform any desired switching function, With a little practice, the circuit designer can thereby possess apowerful tool to aid him in finding a "good" circuit, even though it may not be the "best" one.

The subject of logical design of digital computers is much too complex a subject to cover with any degree of thoroughness here, For such coverage, the reader should consult Refs, 4 and 77 through 86. Certain of these references merit particular note, as follows.

Ref. 79 is concerned primarily with relay switching but gives a good treatment of switching algebra and covers some electronic switching applications. Ref. 80 is a more recent book that gives a thorough coverage of up-to-date switching theory applications. This covers switching algebra, switching
components, the various minimization methods, and many of the design criteria concerning both contact networks and electronic switching circuits. It also has a very good treatment of the synthesis of sequential circuits, including pulsed sequential circuits. Ref. 81 covers sivitching algebra and the simplification oflogical functions, but goes much further into the actual logical design of digital computers. It covers the derivation and manipulation of the logical equations for memory elements, input-output equipment, arithmetic units, and control units. Ref. 4 is concerned more with actual circuitry than with the derivation and manipulation of the logical algebraic equations, Ref. 86 goes into some details of actual digital computer circuitry.

The paragraphs which follow cover very briefly some of the concepts of switching algebra and their application to logical design. Although the sivitching-theory applications are illustrated interms of relay - contact networks, it should be noted that switching algebra can be applied to electronic switching networks as well,

In a digital computer, an element of a complete circuit of elements may have either one of two values, For example, the output of an electronic circuit may be a voltage that is either high or low, Also, the output of a relay contact network may be the presence or absence of a connection toground. Thus, a switching variable can represent either the variationof a particular element of a switching system, or it can represent the resultant variation produced by a group of elements, It is convenient to assign values to the switching variable, represented by the digits 0 and 1. The digit 0 could represent either a closed circuit or an open circuit, a high voltage or a low voltage; and vice versa for the digit 1. (It does not really matter which assignment is made, as long as one is consistent,) A prime indicates the inverse.

Table 4-4 is alist ofpostulates and theorems of switching algebra. Most of the postulates and theorems have dual forms that are stated together. The principle of duality is that anyexpression in switching logic can be converted to its dual by interchanging both the digits 0 and 1 and the operations add and multiply.

Note that postulate $2^{\prime}$ does not correspond to the rules of ordinary algebra. One
will notice that $(x+x)$ is equal to $x$ and that $(x)(x)$ is equal to $x$, both of which are unexpected results, It is obvious then that the addition and multiplication symbols used in switching algebra are not quite those that are used in ordinary algebra.

Consider, for a moment, simple contact networks such as those obtained when using relay switching networks and let the digit 0 be the value of an open circuit and the digit 1 be that of a closed circuit. Furthermore, assign the contacts of each relay involved a capital letter-denoting, for example, the contacts of one relay by the capital letter A for allcontacts on that relay that are normally open and $A^{\prime}$ for all contacts on that relay that are normally closed. Then an expression can be written for the transmission of a contact network in terms of the letters representing the contacts on the various relays involved in the network. This is illustrated in Fig. 4-24 which shows the two types of symbols that are often used to represent the contacts of a relay. Fig. 4-24(A) shows the normally open contacts, i.e., those contacts that leave an open circuit until the relay coil is energized and are then closed, Fig. 4-24 (B) shows the symbols used for normally closed contacts on a relay, i.e., those contacts that are closed until the relay coil is energized and are then opened. The lower symbols shown for both cases in Fig. 4-24 are


Figure 4-24. Representation of relay contacts.

TABLE 4-4. POSTULATES AND THEOREMS OF SWITCHING ALGEBRA. ${ }^{11}$

## POSTULATES

(1) $\mathrm{X}=0$ if $\mathrm{X} \neq 1$
(4) $1 \cdot 0=0 \cdot 1=0$
(1) $X=1$ if $X \neq 0$
(4') $0+1=1+0=1$
(2) $0 \cdot 0=0$
(5) $0^{\prime}=1$
(2') $1+1=1$
(5') $1^{\prime}=0$
(3) $1 \cdot 1=1$
(3') $0+0=0$

## THEOREMS

(6) $\quad X+0=x$
(6) $\mathrm{X} \cdot 1=\mathrm{X}$
(7) $1+X=1$
(7') $0 \cdot X=0$
(8) $\mathrm{X}+\mathrm{X}=\mathrm{X}$
(8') $\mathrm{X} \cdot \mathrm{X}=\mathrm{X}$
(9) $(X)^{\prime}=X^{\prime}$
(9') $\left(X^{\prime}\right)^{\prime}=X$
(10) $X+X^{\prime}=1$
(10') $X \cdot X^{\prime}=0$
(11) $\mathrm{X}+\mathrm{Y}=\mathrm{Y}+\mathrm{X}$
(11') $X \cdot Y=Y \cdot X$
(12) $X+X Y=X$
(12') $\mathrm{X}(\mathrm{X}+\mathrm{Y})=\mathrm{X}$
(13) $\left(X+Y^{\prime}\right) Y=X Y$
(13') $X Y^{\prime}+Y=X+Y$
(14) $\mathrm{X}+\mathrm{Y}+\mathrm{Z}=(\mathrm{X}+\mathrm{Y})+\mathrm{Z}$

$$
=X+(Y+Z)
$$

(14') $X Y Z=(X Y) Z=X(Y Z)$
(15) $X Y+X Z=X(Y+Z)$
(15') $(\mathrm{X}+\mathrm{Y})(\mathrm{X}+\mathrm{Z})=\mathrm{X}+\mathrm{YZ}$
(16) $(X+Y)(Y+Z)\left(Z+X^{\prime}\right)=(X+Y)\left(Z+X^{\prime}\right)$
(16') $X Y+Y Z+Z X^{\prime}=X Y+Z X^{\prime}$
(17) $(X+Y)\left(X^{\prime}+Z\right)=X Z+X^{\prime} Y$
(18) $(X+Y+Z+\ldots)^{\prime}=X^{\prime} Y^{\prime} Z^{\prime} . .$.
(18') $(X Y Z ~ . . .)^{\prime}=X^{\prime}+Y^{\prime}+Z^{\prime}+\ldots$
(19) $f\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}},+, .\right)^{\prime}=\mathrm{f}\left(\mathrm{X}_{1}{ }^{\prime}, \mathrm{X}_{2}{ }^{\prime}, \ldots, \mathrm{X}_{\mathrm{n}}{ }^{\prime}, \ldots+\right.$ )
(20) $f\left(X_{1}, X_{2}, \ldots, X_{n}\right)=X_{1} f\left(1, X_{2}, \ldots, X_{n}\right)+X_{1} f\left(0, X_{2}, \ldots, X_{n}\right)$
(20') $f\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\left[X_{1}+f\left(0, X_{2}, \ldots, X_{n}\right)\right]\left[X_{1}^{\prime}+f\left(1, X_{2}, \ldots, X_{n}\right)\right]$
(21) $X_{1} \cdot f\left(X_{1}, X_{2}, \ldots, X_{n}\right)=X_{1} \cdot f\left(1, X_{2}, \ldots, X_{n}\right)$
(21') $X_{1}+f\left(X_{1}, x_{2}, \ldots, x_{n}\right)=X_{1}+f\left(0, x_{2}, \ldots, x_{n}\right)$
(22) $\mathrm{X}_{1} \cdot \cdot \mathrm{f}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right)=\mathrm{X}_{1} \cdot \cdot \mathrm{f}\left(0, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{n}}\right)$
(22') $X_{1}^{\prime}+f\left(X_{1}, X_{2}, \ldots, X_{n}\right)=X_{1}{ }^{\prime}+f\left(1, x_{2}, \ldots, X_{n}\right)$
the ones most commonly used by logical designers, Fig. $4-25$ shows three typical simple networks. Fig. $4-25(\mathrm{~A})$ shows a series connection of normally open contacts of relays denoted Aand B. Thetransmission function is

$$
\mathrm{T}=\mathrm{A} \cdot \mathrm{~B}=\mathrm{AB}
$$

Fig. 4-25(B) shows the parallel connection in which the transmission function becomes

$$
T=A+B
$$

These two expressions may be checked by referenceto the list of postulates and theorems ofswitching algebra given in Table 44 and allowing the variable A and B to take on all possible values. If both variables $A$ and $B$ are zero, which would mean that the contacts were open by our previous definition, then thetransmission of the network is certainly open or 0 . To check, one may use postulate 2. If $A=0$ and $B=1$, the transmission is still 0 by inspection, as would also be obtained from postulate 4. The same result occurs if $\mathrm{A}=1$ and $\mathrm{B}=0$. If both contacts

(A) Series Connection

(B) Parallel Connection


$$
T=\left[A B^{\prime}+\left(C^{\prime}+D\right) E\right] F
$$

(C) Series-parallel Connection

Figure 4-25. Three simple contact networks.
are closed, i.e., $\mathrm{A}=\mathrm{B}=1$, then the transmission is certainly 1 , which is given by postulate 3,

Within this definition, it is seen that a series connection of elements, or groups of elements (a single letter such as A could stand for a network of elements as well as a single contact), results in the multiplication sign. A parallel connection results in the addition sign. Fig. 4-25(C) shows the result of a series-parallel connection, The correctness of the transmission function can be checked from Table 4-4.

The usefulness of switching algebra to the simplification of switching networks can be shown by a simple example, Consider the network of Fig. 4-26(A). It is not entirely obvious that this network can be simplified further. However, by direct application of theorem 16' the transmission expressionimmediately becomes that of Fig. 4-26(B) and results in the network shown, yielding a reduction in number of contacts by one-third. The reader can verify the correctness of the second network by constructing a truth table for both networks. A truth table is a table in which there is a column for each of the variables involved and the rows of the table constitute all possible combinations of the values of 0 and 1 that the network of variables canhave. Finally, a column is tabulated that gives the value, 0 or 1 , of the transmission function for each row. Table 4-5 is a truth table for the networks shown in Fig. 4-26. The variable $A^{\prime}$ could have been included in the table also, but the information would have been redundant since when $A=0, A^{\prime}=1$ and vice versa.

The construction of a truth table from the requirements for a switching network stated in words is usually the first step in the synthesis of the network. For example, suppose that the requirements for a particular network were that the transmission is to be 1 (i.e., the circuit is to be closed) for the following four conditions:

1. When $C$ is energizedbut $A$ and $B$ are not energized,
2. When $B$ and $C$ are energizedbut $A$ is not energized,

3, When $A$ and $B$ are energized but $C$ is not energized.
4. When $\mathrm{A}, \mathrm{B}$, and C are all energized.

The requirements for the network as stated would result in the truth table shown in Table 4-5. From the truth table, the transmission function could be written directly by using the four rows in which the value of $T$ appears as 1 , that is,

$$
\mathrm{T}=\mathrm{A}^{\prime} \mathrm{B}^{\prime} C+\mathrm{A}^{\prime} \mathrm{B} C+\mathrm{AB} \mathrm{C}^{\prime}+\mathrm{ABC}
$$

The next step inlogical design would be to minimize the transmission function as much as possible. In a simple case like this, the postulates and theorcms presented in Tablc 4-4 could be used to minimize the numbers of terms in the transmission function directly, resulting in the expression

$$
T=A B+A^{\prime} C
$$

The resulting network, of course, is that of Fig. 4-26(B).

The preceding discussion pertains to combinational circuits -i.e., circuits whose outputs are determined at any time by the particular combination of inputs at that time. Switching circuits can also be designed so that the outputs at any time are determined by the past history of the inputs; such a circuit is termed sequential and has many uses in digital computer design, In a combinational circuit, each input combination determines a unique output condition. In a sequential

(A) Original Network


$$
T=A B+A^{\prime} C
$$

(B) Simplified Network

Figure 4-26. Simplification resulting from application of theorems.
switching circuit, however, the output conditions are determined jointly by the sequence in which input signals occur as well as by their combination. It is apparent, then, that one of the characteristics of the sequential switching circuit is the presence of memory elements.

TABLE 4-5. TRUT'H TABLE FOR FIGURE 4-26.

| A | B | C | T |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 |

Two-terminal sequential switching circuits may be attacked by the use of time charts and sequence diagrams as outlined in Ref. 79. These time charts and sequence diagrams are a means for indicating graphically the action taking place in a circuit and how these actions are related to each other in time. By the use of such techniques, the designer of relay circuits can synthesize a circuit by determining the operate and release times of both primary and secondary relays from inspection of the time charts or sequence diagrams. The conventional technique of combinational relay circuitry can then be used to develop the particular control circuit for the secondary relays and eventually the output of the circuit. Ref. 80 presents a thorough treatment of se-quential-circuit analysis and synthesis as applied both to relay contact networks and electronic switching systems.

Switching algebra can be used not only for analysis of networks but also for synthesis. The synthesis procedure is the more difficult and more important part of logical design. There is not space available here to go into the various available minimization methods with enough detail to be of any benefit to the reader. Therefore, the reader is referred to Refs. 79 through 90.

## 4-9 COMPUTER NUMBER SYSTEMS

## 4-9.1 BINARY SYSTEM

The binary system provides one reliable method of representing numbers with electronic circuits that recognize only two voltage levels. There are many electronic devices with two stable states that may represent 1 and 0 . The performance of arithmetic in the binary system is simple, and this system requires less equipment than does the decimal,

Choosing a representation for a binary digit in a computer involves relatively straightforward choices, such as a signalor no signal, a signal on one of two different lines, or a positive or a negative signal to represent a 0 or al.
(A brief discussion of number systems of various radices appears in par. 4-1.2, Number Systems.)

## 4-9.2 BINARY CODES

Many computers have been built to utilize a number system that constitutes a compromise between the binary and decimal classifications, Such asystem falls in the class called binary-coded-decimal. It is basically decimal, but each decimal digit is represented by, or encoded with, severalbinary digits. There are many kinds of binary-coded- decimal systems possible for representing a decimal digit with a minimum of four binary bits by using only 10 and ignoring the remaining 6 of the possible 16 different combinations. It should also be noted that, very often, different codes are used in the transmission of data than are used in the computer itself, and often there are-different codes used in the memory of the computer than are used in the arithmetic unit.

## 4-9.2.1 Reflected Binary (Gray) Code

A Gray code is frequently used in analog-to-digital converters to minimize readout ambiguity since only one digit changes at any one time as the count progresses from zero to full scale (see Chapter 7, Analog-digital Conversion Techniques). In Gray codes, the maximum ambiguity is plus or minus one least significant bit, whereas in natural binary code it is possible for errors of many digits to occur as the encoder hovers at the boundary between two successive naturalbinary numbers. Table 4-6 illustrates four examples of binary Gray code systems.

## 4-9.2.2 Decimal Codes

Gray codes share the problem of difficult reading that areinherent in natural binary code, and hence some one of the more than 29 billion possible decimal codes is often used in the input-output devices peripheral to the computer itself. Almost all data pertaining to problems the computer must solve are best checked in decimal notation at the time of design, at the time of data and instruction entry, at the time of checking intermediate results, and at the time of recording final solutions. Therefore, in those cases where a key board machine is used as an input-output device, where a quick-look digital display is

TABLE 4-6. GRAY CODES.

|  | Code 1 | Code 2 | Code 3 | Code 4 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | O0 | 000 | 0000 | 0000 |
| 1 | 01 | 001 | 0001 | 0010 |
| 2 | 11 | 011 | 0011 | 0110 |
| 3 | 10 | 010 | 0010 | 0111 |
| 4 |  | 110 | 0110 | 0011 |
| 5 |  | 111 | 0111 | 0001 |
| 6 |  | 101 | 0101 | 0101 |
| 7 |  | 100 | 0100 | 0100 |
| 8 |  |  | 1100 | 1100 |
| 9 |  |  | 1101 | 1110 |
| 10 |  |  | 1111 | 1111 |
| 11 |  |  | 1110 | 1101 |
| 12 |  |  | 1010 | 1001 |
| 13 |  |  | 1011 | 1011 |
| 14 |  |  | 1001 | 1010 |
| 15 |  |  | 1000 | 1000 |

desirable, or even where cards or tape are used to feed stored data into the computer memory, a form of decimal code may be brought into play as a compromise between machine-readable and human-readable languages.

Of the many possible 4-bit codes, relatively few have the property that values or weights can be assigned to the 4 bits with the decimal digit being represented equal to the sum of theweights; three of the more useful 4-bit weighted codes are shown in Table 4-7.

Of some 71 knownweighted 4-bit codes, 18 are self-complementing -- such as the 2421 code in Table 4-7. The 8421 is one of
the most straightforward 4-bit codesbecause each decimal digit is represented in a conventional binary system. A disadvantage of the code is that it is not self-complementing. A self-complementing decimal code is one in which the 9's complement of each decimal digit may be obtained by changing the 1 's to 0 's and the 0's to 1 's in the coded -representation of the digit.

One nonweighted code that is often used is the excess - 3 code - so-called because it maybe generated by adding abinary 3 to each digit representation in the conventional 8, 4, 2, 1 code. This code is shown in Table 4-8. It is a self-complementing code and has the

TABLE 4-7. LISTING OF THREE OF TIIE 4-BIT WEIGHTED BINARY-CODED-DECIMAL SYSTEMS.

| Decimal | 8421 | $2421=$ | 5421 |
| :---: | :---: | :---: | :---: |
| 0 | 0000 | 0000 | 0000 |
| 1 | 0001 | 0001 | 0001 |
| 2 | 0010 | 0010 | 0010 |
| 3 | 0011 | 0011 | 0011 |
| 4 | 0100 | 0100 | 0100 |
| 5 | 0101 | 1011 | 1000 |
| 6 | 0110 | 1100 | 1001 |
| 7 | 0111 | 1101 | 1010 |
| 8 | 1000 | 1110 | 1011 |
| 9 | 1001 | 1111 | 1100 |

* A self-complementing code

TABLE 4-8. EXCESS - 3 CODE

| 0 | 0011 |
| :--- | :--- |
| 1 | 0100 |
| 2 | 0101 |
| 3 | 0110 |
| 4 | 0111 |
| 5 | 1000 |
| 6 | 1001 |
| 7 | 1010 |
| 8 | 1011 |
| 9 | 1100 |

further advantage that all decimal digits have at least one " 1 " in the representation so that zero and the condition of no digit at all may be distinguished. In many computers, a redundancy bit is used for checking purposes and when this is done the advantage of the excess -3 code with regard to the representation for zero is largely nullified.

## 4-9.2.3 Error- detecting and Correcting Codes

The brute-force method of assuring greater computer accuracy is through duplication of calculations and of transfers throughout the machine. Rather than duplicating transfer operations and equipment, it
is possible to attachextra bits to each block of data being transferred in such a way that these bits make it possible to detect and correct manyerrors. A common method is the addition of a "parity" bit, whose value is made 1 or 0 as requiredto make the bit total in the character always odd or even, Errors can be immediately detected by examining for parity as often as necessary. The choice of odd or even for paritywill depend on the particular effect the most probable kind of error will have in a given machine.

The designer must thendecide what action to take when an error is detected. Special codes make it possible for the computer to detect and correct certain errors automatically.

In any code composed of binary bits, it a single error in a bit combination can produce another bit combination that is also in the code scheme then the error cannot, in general, be detected. In order to detect the presence of a single error in the bits of a code, it is necessary that the code be such that at least two changes must be made in the bits of the code when changing from the representation of one digit to the representation of any other digit. By adding even more binary bits to the binary representation of a decimal digit, a code can be made error-correcting as well as error-detecting. Such a code requires that at least three changes in
the bit combination be made when changing from therepresentation of one to the representation of any other digit, In this case, a single error will produce a bit combination that can be recognized to contain an error. Furthermore, the individual bit in error can be determined. When two errors occursimultaneously, the resulting bit combination will be recognized as not corresponding to any digit, but the changing of one bit may produce a bit combination that corresponds to one of the digits that is not the desired'digit. Such a code would detect two errors but correct only one. Double-error correcting, tripleerror correcting and more powerful schemes maybe devised through the use of codes requiringstill more changes in going from the representation of one digit to another. For the error-detecting, error-correcting, and double-error-detecting codes, a minimum of 5,7 and 8 bits, respectively, is necessary, It is obvious that more equipment is necessary to implement error-detecting or corresponding codes in a computer. The fact that more equipment means a higher probability of failure requires that a careful study be made before deciding what particular code should be used.

Detailed discussions of error-correcting codes may be found in Ref. 79.

## 4-10 CLASSES OF COMPUTER LOGIC

The discussion of serial and parallel logic that follows is based on information given in Chapters 7 and 9 of Ref. 2 and Chapter 15 of Kef. 76. For further information on this subject, the reader should consult these excellent sources.

The computer designer has a choice not only of the code used to represent numbers in his computer, but also of whether the coded numbers are tobe operated on in serial or parallel form (see Fig. 4-27), or in some combination thereof. If an arithnietic operation is performed serially, the necessary equipment may be relatively simple, for the logical equations are dependent on only a few bits of each word at one time. The unit of computation time is then one word-time, or the the time it takes for a word to shift serially through the arithmetic unit. If a computation is performed in parallel, the
equipment necessary is more complicated, for the most significant digits of a number may be a function of all of the less significant ones. As a result, some memoryelement input equations will be very complicated and may be functions of a great many variables. In addition, there must be an equation for each digit in the answer, whereas in a serial unit one equation determines all the various digits of the answer, one by one, over the word-time, The parallelarithmetic unit, though it is more complicated and therefore more expensive than its serial counterpart, is also faster. A complicatedoperation maybe carried out in one bit-time or a few bit-times in a parallel machine, as compared with a word-time for a serial unit. If a word contains forty bits, this may mean an increase in speed by a factor of ten to forty.

In a parallelcomputer, all the bits of a word are operated upon and must be available simultaneously; in a serial computer, they are operated on sequentially, one at a time. A magnetic drum, on which bits and words are scanned in sequence by a readwrite head, is inherently a good serialmemory device. However, it may also be used as a parallelmemorybyrecording all $n$ bits of a word in $n$ separate channels on the drum and by reading them simultaneously. Note that it may then be necessary to make every other bit in each channel a space bit because of the overlap that occurs in writing on the drum. Because of this, and because the speed inherent in parallel arithmetic operations may be lost as a result of the drum access time, drum memories are usually employed to store serial information.

Because a core memory is inherently able to make any bit available in a few clockpulse times, at most, it is usually used in a parallel computer where quick access to information is important. It is, however, also possible to employ a magnetic- core memory to read out and write in words one bit at a time so that they may be handled serially by the computer. In such a memory, it is very desirable that the computer clock-pulse interval and the interval between bits in a word read from or written into the memory be the same. If they are not the same, for example, if a bit comes from the memory


Figure 4-27. Serial vs parallel computer.
every two clock-pulse times, the arithmetic logic must be arranged accordingly. Even if they are the same, there may be a delay of several bit-times between the time an address is presented tothe memory and the time the least significant bit of the selected word is available. The logical designer must allow for this delay.

A magnetic tape generally contains several channels, recorded side by side, each with its own read-write head. One or two of these channels arereserved for clock pulses and word markers. The remaining channels
are used for data. If there is but one more, data can only be recorded serially. If there are twenty or more, data may be recorded in parallel. If there are fewer than twenty, some series-parallel arrangement of data is indicated. For example, with ten data channels it will take two tape clock-pulse times to read a complete twenty-bit binary word; with four data channels in a decimal digit, a word ten digits long would require ten tape clock-pulse times.

The discussion of static and dynamic logic that appears in the six paragraphs
which follow is extracted from Chapter 13 of Ref. 3. For further information on this subject matter, the reader should consult this excellent source.

Information can be stored in two ways:

1. Using dynamic storage, an electrical waveform, bearing information by virtue of its shape, may be preserved in toto by entering it into a delay of some sort. This delay emits the original waveform some time later without any significant change other than attenuation and tolerable distortion. Delay-line serial memories areone type of dynamic storage.
2. Using static storage, digital information in the form of one of a multiplicity of choices of states may be stored in a multistable device by setting such a device to one of its alternate states. Thus, a four-position switch may store one-out-of-four or quaternary information by the way in which it is set.

It should be noted that the intent of dynamic storage is to maintain the information in its original form. The information-bearing wave phenomenon is made to persist by interposing a transmission path that hinders its transit. It is the nature of such a device to cause degradation of the wave form so tliat it must be repeatedly amplified and reshaped to resemble its original form.

Static storage is a mapping of the information into a number of devices tliat have as many possible states as there are possibilities for each "piece" of information. Hence, for binary information, bistable devices are appropriate.

Some elements have a tendency over a period of time to lose the information stored in them. This property is called volatility. The Williams tube, an electrostatic storage device, leaks the charge indicating a 1 from one spot (storage element) to another in a matter of fractions of a second. Frequent regeneration cycles are required to maintain the information without loss. Historically, this was the first high-speed storage device to find use in automatic computers. Because of its volatility, however, it is no longer popular as a memory device since nonvolatile devices are now available.

Devices whose elements are not subject to deterioration in the discrimination between two states over long periodsof time-
days, months, or years - are called nonvolatile storage elements.

If scanning the elements to retrieve the information causes the inforrnation to be removed from the elements, they are said to have destructive read-out. Core memories, for instance, requirethat each core be set to 0 to be read out. Destruc-ive read-out elements can be used to construct a non-destructive-remembering memory; in that case, the remember cycle includes a read phase and rewrite phase.

## 4-11 PREDOMINANT LOGICAL COMBINATIONS

## 4-11.1 GATES

The logical block symbols for the basic AND-OR gates used in computer logic are shown in Fig. 4-28. An AND gate provides a 1 -state or 111 GII output only when all inputs are HIGII; an OR gate provides E. EIIGH output when one or more of the inputs are HIGII. With AND-OR gates, voltage levels for HIGHs ( 1 state) and LOWs $(0$ state)w 11 vary with the type of circuitry used, typically from +3 to +12 vdc for HIGHis and ground to -6 vdc for LOWs. Assemblies of these primary boxes or blocks canbemade so as to manipulate voltages to perform arithmetic or the editing functions of the computer program.

The recommended IRE symbols for AND-OR logic gates are shown on line (a) of Fig. 4-28; the various alternative symbols shown in lines (b) through (e)are still comrnon in some systems. The logical truth table for the AND-OR logic is given in Table 4-9.

By inserting an inverter inside a logic element such as an 1 ND gate or an OR gate, is is possible to obtain NOT AND and NOT OR functions, which are referred to respectively as NAND gates and NOR gates. The logical block symbols for these basic elements are shown in Fig. 4-29. The correspondinglogical truth table is given in Table $4-10$. For the NAND gate, the output $F$ is LOW only when both inputs $A$ and $B$ are HIGH. For the NOR gate, the output $F$ is HIIGH when A or $B$ or both are LOW. A "bubble" on an input or an output line indicates a LOW condition; the absence of a


Figure 4-28. Logical symbols for inverters, inhibiters, and two-input AND-OR gates.


F =OUTPUT OF THE NAND GATE AND IS LOW (INDICATED BY THE BAR) FOR THE NAND CONDITION
(A) NAND Gate

$F$ = OUTPUT OF THE NOR GATE AND IS HIGH (INDICATED BY THE ABSENCE OF A BAR) FOR THE NOR CONDITION
(E) NOR Gate

Figure 4-29. Logical symbols for two-input NAND-NOR gates.

TABLE 4-9. LOGICAL TRUTH TABLES.

| Input $\Lambda$ | Input B | Output for |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | And | Or | And Not |  |
| 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 1 | 0 |  |
| 1 | 0 | 0 | 1 | 1 |  |
| 1 | 1 | 1 | 1 | 0 |  |

## TABLE 4-IO. TRUTH TABLE FOR NAND-NOR LOGIC.

| A | 13 | F |
| :--- | :--- | :--- |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

"bubble" indicates a IIIGH condition. Normally, for diode-transistor micrologic, a HIGH has a voltage, level of +5 vdc and a LOW is at ground level.

A complete description of Boolean algebra and logic symbols, together with their use and application, is giveninreferences 2 and 79.

## 4-11.2 FLIP-FLOPS

The flip-flop, or bistable multivibrator, is a basic single-bit storage element, and is characterized by two stable states, one of which can represent a 1 and the other a 0. Flip-flops are normally provided with two inputs as shown in Fig. 4-30. An impressed pulse or level on onc of these inputs will produce the 1 state, while a similar pulse or level impressed on the others will produce the 0 state. These inputs are often designated "Set" and "Reset". A third "Complement" input may be provided. A pulse im-
pressed on the complement input transfers theflip-flopto the state opposite to its original state. Two outputs arc provided from the flip-flop, denoted " 1 " and " 0 ". These outputs can usually control a nurnber of other circuits. (The number of circuits controlled is known as the "fan-out" ratio.) A level change appearing at the " 1 " output denotes that the flip-flop is set, while a level change appearing at the zero output indicatesthat it has been reset.

Complementing flip-flops may be interconnected with AND gates to form a binary counter. A typical example is shown in Fig. 4-31. With flip-flops, gates and delaylines, a number of shift registcrs and other types of digital circuits can be constructed.

## 4-11.3 ADDERS AND SUBTRACTORS

The basic principles of binary addition are illustrated in Information Summary 4-7. Implementation can be accomplished in a number of ways, depending on the type and amount of logic used. Typical schemes are described in the paragraphs which follow.

## 4-11.3.1 Half-adder

The half-adder adds two binary digits andproduces a sum and a carry output. The name "half-adder" derives from the fact that it does not provide for a carry from the previous set of digits added, i.e., it does only half the job needed for binary addition. Three forms of half-adder logic are shown in Fig. 4- 32 and the form of binary addition is given in Table 4-11.

## 4-11.3.2 Full-adder

A full-adder reccivcs as its input the augend bit, the addend bit, and the carry bit produced by the addition of the preceding bits. A combination of two half-adders and a mixer (or)as shown in Fig. 4- 33 produces "full addition".

## 4-11.3.3 Accumulator

An accumulator is a device for adding multiple-digit numbers. (See Information Summary 4-7 for the governing rules and an


Figure 4-30. The basic flip-flop.


Figure 4-31. A typical binary counter.
example of their application.) The mechanics of the accumulator depend on the coding used in the computer and whether serial (digit-at-a-time) or parallel (all-at-once) operation is used. A complete accumulator consists of a register for the augend, a reg-
ister for the addend, an adder to produce the sum, a register to hold the sum (frequently the initial register used for the augend), and control logic to guide the operation. A serialcharacter natural binary accumulator is shown in Figure 4-34.


TABLE 4-11. BINARY ADDITION.

| Augend $(\mathrm{X})$ | 0 | 0 | 1 | 1 |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Addend (Y) | $\underline{0}$ | $\underline{1}$ | $\underline{0}$ | $\underline{1}$ |  |  |
|  |  |  | X | $Y$ | S | C |

Figure 4-32. Forms of half-adder logic.


Figure 4-33. Full-adder using two half-adders.

INFORMATION SUMMARY 4-7. TIIE RULES OF BINARY-ARITHMETIC ADDITION AND AN EXAMPLE OF THEIR APPLICATION

The rules:

$$
\begin{aligned}
0+0 & =0 \\
1+0 & =1 \\
0+1 & =1 \\
1+1 & =\text { Two } \\
& =0+\text { carry } \\
& =10 \\
1+1+1 & =\text { Three } \\
& =1+\text { carry } \\
& =11
\end{aligned}
$$

Example:


The binary equivalents of the decimal numbers involved are as follows:

$$
\begin{aligned}
& 491=111101011 \\
& 118=1110110
\end{aligned}
$$

Therefore,

which equals:

| $2^{9}$ | or | 512 |
| ---: | ---: | ---: |
| $+2^{6}$ | or | 64 |
| $+2^{5}$ | or | 32 |
| $+2^{0}$ | or | 1 |

609 as before.


Figure 4-34. Serial binary accumulator.

## 4-11.3.4 Serial and Parallel Adders

In serial operation, the binary digits of the two numbers to be added together are applied serially in time to the two input lines of the adder, and it is usually necessary that the two input numbers be applied "in phase", i.e., with corresponding digits of the two numbers appearing on the two input lines simultaneously. Serial operation is almost always conducted with the digits appearing in ascending order of significanceto maintain the most simple and straightforward mechanism. The speed of addition in a serial computer is usually set by factors that have little relationship to the adder; rather, it is the clock rate in turn a function of the type of storage - that establishes the speed of serial addition.

In parallel operation, the "in phase" requirement of presenting the digits to be added is met almost automatically. The increase in speed through parallel operation is not necessarily $n$ times serial operation, if $n$ orders are involved, nor will a practical parallel machine require $n$ times the equipment. Parallel operation does not necessarily imply that addition of all orders of two numbers is accomplished simultaneously. Memories for both systems would be closely comparable in size, and the total increase in speed by paralleloperation would be limited by the dead time required to send numbers to and from memory and by other housekeeping functions.

## 4-11.3.5 Simultaneous Carry Techniques

In the methods that have been mentioned for handling the carries, either with adders or with accumulators, the carry was "propagated" from one order to the next. It is worthwhile in some applications to employ simultaneous carry with the orders in groups of three or four to increase carry propagation speed. The amount of equipment required for simultaneous carry in all orders might be impractical. Standard discussions of carry techniques appear in Ref. 4.

## 4-11.3.6 Subtractors

A subtractor may be designed in a manner quite similar to that used for an adder, except that the concept of "borrow" replaces the "carry" concept. Logically, however, the occurrence of distressing cases where the subtrahend is larger than the minuend -together with the fact that the rules for binary subtraction are significantly more complicated than those for addition--leads to having the computer perform subtraction by addition, either directly or by using complements. An adder-subtractor performs the double function of creating a sum or difference and, in a separate channel, develops the carry or borrow. Subtraction accumulators count in reverse of addition accumulators.

In some, perhaps most, computers it has been found more convenient to perform subtraction through addition of the complement representation of numbers instead of through the use of a subtractor.

## 4-11.4 MULTIPLIERS AND DIVIDERS ${ }^{2,3,4}$

Multiplication is in some ways the most important operation to be mechanized, because of its complexity and because it must often be carried out with such speed that it greatly influences the design of the entire arithmetic unit. The multiply.ing operation (see Information Summary 4-8) usually involves facilities for the simultaneous storage, addition, and shifting of several numbers, and these facilities are also employed

## INFORMATION SUMMARY 4-8. THE RULES OF BINARY-ARITHMETIC MULTIPLICATION

 AND AN EXAMPLE OF THEIR APPLICATIONThe rules:

$$
\begin{aligned}
& 0 \times 0=0 \\
& 0 \times 1=0 \\
& 1 \times 0=0 \\
& 1 \times 1=1
\end{aligned}
$$

Example:


The binary equivalents of the decimal numbers involved are as follows:

$$
\begin{array}{rlr}
24 & =11000 \\
3 & =11
\end{array}
$$

Therefore,

$$
\begin{aligned}
& \left\{\begin{array}{l}
\text { the corresponding } \\
\text { binary. } \\
\text { multiplication }
\end{array}\right\}=\left\{\begin{array}{r}
11000 \\
\begin{array}{r}
11 \\
+11000
\end{array} \\
\hline
\end{array}\right. \\
& =1001000 \text { answer }
\end{aligned}
$$

which equals:

$$
\begin{array}{r}
2^{6} \text { or } 64 \\
+2^{3} \text { or } \quad 8 \\
\hline
\end{array}
$$

72 as before.
in the mechanization of the other arithmetic operations. The simplest serial, binary multiplier might consist of three storage registers: two of normal length for the multiplier and the multiplicand, and the third of double length to store the finalproduct. One of the principal problems in designing a multiplier is that of controlling and sequencing the various additions, multiplications, and shifts necessary to obtain the product.

The desired speed for multiplication should be based on the speed of addition or subtraction and upon the expected frequency with which multiplication is to be encountered. As pointed out by Phister ${ }^{2}$, if it is expected in the average problem that there will be ten additions and subtractions for every multiplication, a reduction in multiplication time from ten add times to one add time may increase the complexity of
the multiplication logic by a factor of ten, but cannot even reduce total computing time by a factor of two.

Division may be mechanized in at least three distinct ways: by the common and familiar trial-and error method, by using a nonrestoring algorithm, or by making use of an iterative procedure.

Although multiplication and division are somewhat complicated to carry out even with pencil and paper, multiplication and division by ten in the decimal number system are lery easy; it is simply a matter of moving the decimal point. Similarly, in the binary number system, a movement of the binary point to the right or to the left corresponds to a multiplication or division by some power of two. In a parallel computer the mechanism for this is, of course, very simple. In a serial computer, the shifting of a number in a register is somewhat more complicated. Shift registers are di'scussed in considerable detail by Phister ${ }^{2}$, Flores ${ }^{3}$ and Richards ${ }^{4}$.

## 4-11.5 MATRLX MEMORIES

A major problem in the design of memory devices is the means of selection or access to a particular storage element in order to "read" the state of the element or to "write" into the element. This selection canbe achieved entirely by means of matrix switches using logical elements such as diodes, or part of the selection can be built into the memorv. As the capacity of the memory increases, the complexity of the selection equipment increases, a primary cause of the development of a variety of memory systems. Bistable magnetic cores are capable of performing most of the logical operations of digital computers (aswell as most of the storage). Core circuits have the advantages of reliability, long life, compactness, and light weight; some of the newer cores are inexpensive and require relatively low power consumption.

## 4-11.6 COUNTERS

Counters are most often used in computers as indices or timers. In addition to the basic clock pulses that establish synchronism between parts of the computer, it is necessary to have other timing signals
for use in organizing, sequencing, or identifying data or operations. Thesetiming signals may be obtainedas output;; of a counter that changes state every clock pulse or every time some event takes place that is to be identified by the timing circuits.

Modern high-speed computers mainly use binary counters, consisting of a set of bistable storage elements each of which transfers back and forth between its two stable states upon the reception of pulses. With the decimal number system, elements having ten stable states are used; and each time a given element changes froni the state representing 9 to the state representing 0 , a pulse is sent to the next element.

Counters in both binary and decimal systems have been adapted to counting only forward, only backward, either forward or backward, or to count up or down from a preset value.

## 4-11.7 ARITEIMETIC LJNITS

For combinations of logical elements into complete arithmetic units, the reader is directed to Refs. 2, 3, 4, 13, and 34, plus pertinent literature more recently listed in professional society and trade bibliographies.

## 4-12 CIRCUIT COMPONENTS

## 4-12.1 VACUUM TUBES

In the period from 1919, when Eccles and Jordan invented the basic circuit used as a flip-flop or trigger or multivibrator, up through about 1945, when Eckert and Mauchley built ENIAC (the first electronic digital computer; ref. the Introduction to this handbook) under the sponsorship of the Ballistic Kesearch Laboratories of the Ordnance Corps, U.S. Army, vacuum-tube digital circuits were increasingly being perfected. ENIAC used 19,000 tubes and consumed nearly 200 kilowatts of power. The solidstate circuits now almost universally used are closely analogous to the tube circuits of older computers. The generally greater reliability, longer life, smaller size, and lower power requirements of solid-state circuitry have virtually eliminated vacuumtube use in computers.

## 4-12.2 SEMICONDUCTORS

The field of transistor and diode logiccircuit design evolved with marked technological and economic changes. Refs. 13 and 14 constitute a good foundation in the field, and Refs. 46 through 59 deal with transistor computer circuitry. The availability, performance, and cost of actual semiconductor devices the designer might consider for the solution of a particular problem are factors that can require very close liaison between engineering and procurement groups.

Ref. 60 describes a basic circuit using one transistor, one capacitor, and three resistors from which a complete digital computing system may be economically constructed.

More recently, integrated circuits have been used in computer design and provide advantages not achievable with conventional
transistors and diodes, and relatively bulky passive elements such as resistors and capacitors. Extremely low power consumption, low supply voltage, reduced size, and reduced cost make integrated circuits extremely feasible for certain applications (see Refs. 91 through 96).

The manner in which basic logical elements are combined to form circuits, such as identity comparators, is described in Information Summary 4-9. Logical design using basic AND-OR circuits is given first, followed by logical design utilizing NANDNOR integrated circuits. Truth tables and Karnaugh maps are provided to illustrate the method of optimizing circuit design. For convenience, a Fairchild 930diode-transistor micrologic ( $\mathrm{DT} \mu \mathrm{I}$ ) gate and inverter was selected as the basic logic element for the comparator design. Other types of micrologic, however, could have been used as well.

## INFORMATION SUMMARY 4-9. THE LOGICAL DESIGN OF IDENTITY COMPARATORS

Identity comparators are used to compare the contents of two or more stages or registers and to provide an output onlywhen all of the corresponding inputs are equal. For example, in the case of the two-stage comparator shown in Fig. IS 4-9.1 an output $F$ will be obtained only when the contents of the A Register are equal to the contents of the $B$ Register. No output $F$ will be obtained if any one of the stages $\Lambda_{i}$ is not equal to its corresponding stage $\mathrm{B}_{\mathrm{i}}$. These conditions are illustrated by the truth table and Karnaugh map in Fig. IS 4-9.1 for each stage, where a 1 is a logical HIGH and a 0 is a logical LOW. For an n-stage identity comparator, the Boolean equation can thus be written as
$F=\left(A_{1} B_{1}+\bar{A}_{1} \bar{B}_{1}\right)\left(A_{2} B_{2}+\bar{A}_{2} \bar{B}_{2}\right) \ldots\left(A_{n} B_{n} t \bar{A}_{n} \bar{B}_{n}\right)$
(IS 4-9.1)
which states that the output $F$ will be HIGH only when $A_{1}$ and $B_{1}$ are both HIGH or both LOW, and concurrently $\Lambda_{2}$ and $B_{2}$ are both HIGH or both LOW, and so forth.

## DESIGNING WITH AND-OR LOGIC

With the use of inverters and passive AND and OR gates, Eq. IS 4-9.1 could be implemented as shown in Fig. IS 4-9.2. Symbolically, a dot represents an AND gate, a plus sign represents an OR gate, and an open arrowhead represents an inverter for obtaining the complement of the input variable. Other symbols could be used to represent these gates and inverters, depending on the particular drafting standards employed.

## DESIGNING WITH NAND-NOR LOGIC

When designing with diode-transistor micrologic, such as Fairchild flatpack integrated circuits, the inverting action of the circuit itself must be taken into consideration. This, in effect, influences the manner in which the Boolean equation is implemented. To illustrate this point, consider a typical DTpL 930 gate, similar to the one shown in Fig. IS 4-9.3. This gate can be represented schematically as a 4-input diode network and a pair of NPN transistors con-

INFORMATION SUMMARY 4-9. THE LOGICAL DESIGN OF IDENTITY COMPARATORS (Cont)

TRUTH
TABLE

| $A_{i}$ | $B_{i}$ | $F_{i}$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Figure IS 4-9.1. Simplified diagram, truth table, and Karnaugh map for an $n$-stage identity comparator.


Figure IS 4-9.2. An n-stage identity comparator based on the use of AND-OR logic.

## INFORMATION SUMMARY 4-9. THE LOGICAL DESIGN OF IDENTITY COMPARATORS (Cont)



Figure IS 4-9.3. Schematic representation of a single DTpL 930 gate with a DT $\mu \mathrm{L} 933$ extender.
nected in cascade. Two such gates are contained in a single chip. The input network is expandable to 8 diodes by the addition of a diode cluster, such as a DT $\mu \mathrm{L} 933$ (see Fig. IS 4-9.3).

The circuit operation tor the gate itself is as follows. When inputs $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and 1 ) are all IIIGH ( +5 vdc ), diodes CR1 through CR4 are back-biased so that a IIIGII appears on the base and collector of Q1. Transistor Q1 will then conduct to ground from $+V$ through R2, Q1, CR5, and R3. The voltage drop across R3 will cause Q2 to conduct and saturate, so that the output F is LOW (ground potential). If any input $A, B, C$, or 1$)$ goes LOW, its associated diode will be forwardbiased, thereby placing the base of Q1 at ground. This condition causes Q1 to cut off, thereby cutting oft $Q 2$, so that the output $F$ goes IIIGH ( $+\mathrm{V}_{\mathrm{cc}}$ ). In effect, the output is

LOW when all inputs are HIGH, and the output is IIIGH when one or more inputs are LOW.

The input loading (fan-in)for this particular gate is one unit load for each input. The output loading (fan-out) is eight unit loads. One unit load is defined as approximately 1.3 milliamperes. For large variations in temperature $\left(-55^{\circ} \mathrm{C}\right.$ to $\left.+125^{\circ} \mathrm{C}\right)$, the fan-out should be reduced to approximately six unit loads. At $25^{\circ} \mathrm{C}$, the noise immunity of the gate is approximately +1 vdc. As the temperature increases, the noise immunity decreases.

The physical structure of the Fairchild 930 monolithic chip is shown in Fig. IS 4-9.4. Internal diodes, resistors, and transistors are all constructed of semiconductor material, interconnected and tied through "traces" to spring terminals. These terminals are

## INFORMATION SUMMARY 4-9. THE LOGICAL DESIGN OF IDENTITY COMPARATORS (Cont)



Figure IS 4-9.4. Physical structure and actual pin connections of the DTpL 930 monolithic chip.
usually tinned anti then impulse-soldered to printed-circuit boards. Removal of a chip is accomplished with the aid of a razor-type penknife. As a rule, pin 7 is connected to ground and pin 14 is connected to a +5 vde source (V.ce). If an input line is unconnected, it will act the same way as if a +5 vdc level were present (logical HIGII).

In terms of logic, the DTpL 930 can be used either as a positive NAND gate or a negative NOR gate, depending solely on the way in which the input and output levels are interpreted. When the DTpLis used as a NAND gate, the circuit provides a LOW output only when all the inputs are HIGH. Otherwise, the output is IIIGH. These conditions can be
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expressed by the Boolean equations

$$
\bar{F}=A B C D
$$

(IS 4-9.2
and

$$
\begin{align*}
F & =(\bar{A}+\bar{B}+\bar{C}+\bar{D})+\bar{A} \bar{B} \bar{C} \bar{D} \\
& =\bar{A}+\bar{B}+\bar{C}+\bar{D} \\
& =A B C D \tag{IS4-9.3}
\end{align*}
$$

Thelogic symbol for a 4 -input NAND gate is in Fig. IS 4-9.5 (A). A"bubble" on the output line indicates a logical LOW; the absence of a "bubble"on an input line indicates a logical HIGH.

When the DT $\mu \mathrm{L}$ is used as a NOR gate, the circuit provides a HIGH output whenever one or more inputs are LOW. If all inputs are HIGH, then and only then will the output be LOW. These conditions can be represented by the same Boolean Eqs. IS 4-9.3 and


IS 4-9.2 above, respectively. The logic sym bol for a 4 -input NOR gate is shown in Fig. IS $4-9.5(\mathrm{~B})$. In this case, the "bubble" on the input line indicates a logical LOW, and absence of a "bubble" on the output line indicates a logical HIGH.

The use of a DTpL 930 gate as an inverter is illustrated in Fig. IS 4-9.5 (C). The output is LOW when the input is HIGH, and vice versa. One input line is normally utilized for this function.

Identity comparators with diode-transistor micrologic can now be designed, as shown in Figs. IS 4-9.6 and IS 4-9.7, by using the basic Boolean Eq. IS 4-9.1. For convenience, only 2 -bit and ti-bit identity comparators are illustrated, but the design can be applied to anynumber of bits or stages, provided loading requirements are not exceeded. Implementation that is achieved primarily with a single type of gate, such as the Fairchild 930 , simplifies design and maintenance objectives, and usually affords spare input lines. The ultimate selection of the actual chips, however, generally depends on the designer and other factors.

Figure IS 4-9.5. Logic symbols for the DTpL 930 gate.
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Note:
This identity comparator provides a logical HIGH output when the two input bits are both HIGH or both LOW. For example, when $A$ and $B$ are both HIGH, 22-6 will be LOW and 23-6 will be HIGH. When A and B are both LOW, 22-8 will be LOW and 23-6 will again be HIGH.
(A) Logic Diagram

| INPUTS |  | OUTPUT |
| :---: | :---: | :---: |
| A | B | F |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

(B) Truth Table

(C) Karnaugh Map

Figure IS 4-9.6. A two-bit identity comparator ( $\mathrm{A}=\mathrm{B}$ ).

## INFORMATION SUMMARY 4-9. THE LOGICAL DESIGN OF IDENTITY COMPARATORS (Cont)


(A) Logic Diogram

(B) Truth Table (for each stage)

$$
F=\left(A_{1} B_{1}+\bar{A}_{1} \bar{B}_{1}\right)\left(A_{2} B_{2}^{2}\right.
$$

(C) Karnaugh Map

Figure IS 4-9.7. A six-bit identity comparator ( $\mathrm{A}=\mathrm{B}$ ).

## 4-12.3 MAGNETIC DEVICES

Refs. 62, 63, and 102 cover some of the first work done in the use of magnetic-core elements for logical switching. Ref. 64 is an excellent bibliography of literature pertaining to magnetic circuits and materials, covering magnetic cores and films, ferrites, magnetic metals, multi-aperture magnetic devices, twistors, the ferristor and the parametron. A survey of magnetic devices is given in Ref. 17. In addition to the simple toroidal magnetic core, there are magnetic devices having a more complicated geometry. A two-aperture device, or transfluxor is described in Kef. 70, three-aperture corelogic is described in Kef. 72, and an 8-rung "laddie" is described in Ref. 71.

## 4-12.4 NEW DEVELOPMENTS

An interesting type of large-capacity storage can be constructed using ferroelectric materials such as barium titanate. These materials can be polarized by a sufficiently large potential difference and, since the direction of polarization can be reversed by reversing the direction of the voltage, binary
information can be stored. The direction of polarization can be sensed by applying a voltage pulse of specified polarity because a relatively large current is required to change the polarization while little current is required if the polarization is not changed.

The memory cells are constructed by evaporating rectangular electrodes on a plate that is a single crystal of fercoelectric material. A sixteen-cell unit is shown in Fig. $4-35$. For writing, a cell is selected by the coincidence of two voltages $E$, each of which is half of that necessary to change the polarization of the dielectric. When reading, the full switching voltage 2 E is applied to one electrode and the otlier is grounded through a load resistor. If the read signal causes a reversal of the polarization, a voltage pulse will appear across the load resistor indicatingthe initial state of the cell. An alternate reading system uses the output wires as the primaries of atransformer as shown in lrig. 4-35(F).

Ferroelectric memories are easy to manufacture since the electrodes are evaporated directly onto the dielectric and are quite small. The electrodes can be 10 mils wide and 10 mils apart. The ferroelectric


Figure 4-35. Ferroelectric storage.
can be 10 mils or less thick. This corresponds to a bit density of nearly 250,000 bits per cubic inch.

At present, ferroelectrics have several disadvantages. The rectangularity of the hysteresis loop is poor and the size and shape of the loop depends on the frequency of the applied voltage. Also, the ferroelectric properties of the material can be damaged by repeated reversals of the polarization and these properties are sensitive to temperature. Because of these difficulties, ferroelectrics have not been used in any computers; however, they are still the subject of intensive development effort.

The tunnel diode 75 . is a solid-state device, with a negative-resistance region in its characteristic curve, that can be used in microwave digital circuits for amplification and gating. By utilizing this device, repetition rates (i.e., 1 /unit time interval) of 1,000 to 3,000 megacycles, or more, may be realizable. Thus its potential advantage is very great speed in a comparatively reliable solidstate device. At present, there are disadvantages - associated with problems of reproducibility and uniformity of characteristics as well as with the many circuit-design problems introduced by the high speed-that must be overcome.

The tunnel diode consists of a junction between extremely heavily doped (doped to "degeneracy") n-type and p-type semiconductors. It depends for its operation on the quantum-mechanical phenomenon known as tunneling, from which the diode derives its name. Tunneling is an effect in which an electron can "tunnel" through a potential barrier, even though it does not have sufficient energy to "surmount" the barrier, provided the barrier is "thin" enough.

## 4-13 STORAGE

## 4-13.1 SEQUENTIAL-ACCESS STORAGE

The addresses of a sequentialstore are scanned continuously, with a particular address becoming available once each cycle. This type of storage generally provides large amounts of inexpensive memory, but has a relatively long access time.

## 4-13.1.1 Magnetic Sequential Storage

The most important types of sequential access storage involve magnetic recording on drums, discs, and tape. In order to keep the reading (or writing) in synchronism with other elements of the computer, the drums, discs, or tapes usually have one channel reserved for clocking or timing pulses. In some cases-e.g., where a drum constitutes the main memory of a computer- thetiming pulse channel is the basic clock pulse generator for the computer.

## 4-13.1.1.1 Magnetic Drums

A magnetic drum is a metal cylinder that revolves about its axis and has information recorded on its surface, as shown in Fig. 4-36. Information is written onto or read off of the drum through heads mounted close to the surface of the drum.

Extremes in drum capacityare a smallsize $2 \times 2$ inch drum storing 20,000 binary digits, contrasted with a 4 -foot drum storing $20,000,000$ bits. A capacity of 100,000 bits is common, and may be obtainedin a drum $6 \times 6$ inches, with a storage density of 50 bits per inch around the circumferance and 20 bits per inch along the axis.

## 4-13.1.1.2 Magnetic Discs

Storage on magnetic discs produces a cross-breed between sequential storage (on each disc) with the random feature of selecting one disc from a continuously revolving stack in a manner of a juke box. Conventional disc storage ranges from 4,000 words of 40 bits to units storing severalmegabits.

## 4-13.1.1.3 Magnetic Tape

A magnetic tape is a flexible plastic or metal strip from 0.001 to 0.010 inch thick, from 0.25 to 4 inches wide, and may be up to 2500 feet in length for a typical installation. Fig. 4-37 illustrates the method of feed, read-write, drive, and take-up for handling magnetic tape.

Tape storage has been used inthe form of endless loops, providingmany of the characteristics of a magnetic drum, as shown in Fig. 4-38.


Figure 4-36. Arrangement of a hypothetical, sixteen-word serial memory on the surface of a drum.


Figure 4-37. Typical reel system for magnetic tape.


TAPE BOX

Figure 4-38. Method of providing an endless tape.

## 4-13.1.2 Delay-line Storage

Considerable use has been made in the past of acoustic (ultrasonic)delay lines to provide reliable storage of information re-peated-over and over, as shown in Fig. 4-39.

In the acoustic delay line, coded information is introduced serially into a medium, which may be mercury, by loud-speaker action. A second transducer picks up the pulses delayed by the transmission time through the medium. These received pulses can be reformed and sent again through the delay line. In this way, the information store is retained sometimes for days at a time without losing a pulse. A higher-speed variation of the delay line uses a quartz crystal. By having mechanical vibrations transmitted through a crystal polygon rebound from 15 or more sides, a reasonably long delay may be packaged in a small volume.

Lumped- constant delay, lines, using a number of inductors and capacitors to create a transmission line with a low propagation velocity, represent a very special approach that involves resolution problems requiring large numbers of different small components. This type has inherent losses and requires additional amplifiers to create long delays.

Magnetostrictive delay lines find wide application as serial memories. Their advantages arelight weight and low power consumption. Special packaging is required €or extreme environmental conditions, however. These delay lines use the principles whereby some materials deform when a magnetic field is applied, and conversely distort a surrounding magnetic field when the material is strained. In this type of delay line, a magnetostrictive wire is held between two damping elements to prevent reflections and is magnetized by a transmitting coil at one end to deform the wire. The deformation travels down the wire, and the strain is transduced into an electrical pulse at the other end. Pulses are stored in the wire in the form of strain waves.

Fig. 4-40 shows a typical serial memory that is available as a standard off-theshelfitem. A simplified schematic diagram is also shown. Physically, a magnetostrictive delay line is coiled and secured inside a metallic case that is then attached by standoffs to a printed-circuit board containing the logic. The delay line illustrated has an operating frequency range of 1 mc and will store up to 2048 bits at that rate.': The maximum power dissipation of the whole unit is 3.4 watts.


Figure 4-39. Acoustic delay line.

[^28]

Figure 4-40. A typical serial memory utilizing a magnetostrictive delay line.

Logically, the serial memory may be considered to be a shift register whose length is equal to the specified number of digits of delay and shifts at the clock rate. Continuous storage is achieved by feeding the serialmemory output back to the input and recirculating the stored data. Logical inputs are provided for entering information into the memory, removing information from the memory, modifying memory contents, forming circulating serial adders, etc.

An excellent presentation on magnetostrictive delay lines appears in Ref. 102. The application of these delay lines in airborne serialmemories is covered in Ref. 93.

Serialmemories with a "zero-tempera-ture-coefficient" glass delay line have been built for operation with high-frequency logic elements. Their use has not been as widespread, however, as magnetostrictive delay lines -- probably because of cost and frequency restrictions, such as short lead length.

## 4-13.1.3 Punched Paper Tape and Cards

Punched paper tape and cards are useful for very-long-access-time storage, for instruction storage, and as an intermediate input-output medium. The nature of their use is summarized in Figs. 4-41, 4-42, and $4-43$.

Both tape and cards provide a method of holding files of information outside the computer. Cards have the advantage of being easily rearranged, added to, or deleted from in order to vary programs and routines or to up-date a data file conveniently. Tape can be read atrates of a few hundred characters ( 2,800 bits) per second. At the upper limit of card handling - 1000 cards per minute an equivalent bit rate of 16,000 bits per second is obtainable.

## 4-13.1.4 Photoelectric Storage

By using photographic storage of opaque and transluscent binary bits arranged not unlike the punched-hole arrays on cards, very high packing densities canbe achieved in the order of $50,000-100,000$ bits per square inch. A number of physical configurations 'have been developed including reels of film


Figure 4-41. Reading of punched paper tape.
(usually 35 mm in width), large disks, plates a few inches square, and filmstrips or chips. A given photographic element is normally scanned sequentially, but it is conceivable that the photoelectric scan of information would take place at several million bits per second. Except for reels and disks, the photographic elements may be stored in a manner that permits mechanical selection giving a combined random-sequential access to a very large memory bank.

## 4-13.2 RANDOM-ACCESS STORAGE

## 4-13.2.1 Magnetic Core and Other Coinci-dent-current Devices

The very-common, very-high-speed magnetic core memory forms a good example of the class of random access storage devices. Fig. 4-44 shows a "plane" of cores, each typically between 0.1 and 0.4 inch in diameter. Each core is of square-loop magnetic material (as described in par. 4-12.4), and the coils indicated in the figure are commonly of only a single turn so that the complete matrix may be woven from wires threading horizontally and vertically through the cores.

A pair of the $X$ - and $Y$-coordinates determines a set of cores, and a carefully controlled signal level is used to affect the Oor


Figure 4-42. Typical arrangement for reading punched paper tape.

(A) 90 Column

(B) 80 Column

Figure 4-43. Punch cards.


Figure 4-44. Corner of a core matrix.

1 level of one specific core where the coordinates intersect. The addition of many planes and a Z -axis creates a core memory stack, one module of which typically has a word capacity between 1,000 and 4,000 . Solid slabs of ferrite material have been designed to act like an array of cores, by creating arrangements ot holes and printing conductive windings on the essentially nonconductive territe material. A matrix of cores can also be created through techniques of depositing films of magnetic- material, insulation, and copper grids on glass. Such deposited circuits may have extremely high speeds.

A recent development in magnetic memory components is fabricated of pressed ferrite materials and takes the form of small rectangular solids, each nominally 0.085 X $0.050 \times 0.050$ inch. These blocks have two nonintersecting orthogonal holes: one for storage and one for interrogate. Magnetic
domains in the common volume of material between the holes are shared, and a change in flux linkage around one hole will cause a change in the flux linking the other hole. Spacing between the holes is such that interference is reversible, producing a nondestructive memory element. The direction of flux around the storagehole determines if a 1 or a 0 was stored. Abipolar sense voltage induced by the change in stored flux is observed on the sense conductor in the storage hole. Very short access times are reported for these elements.

## 4-13.2.2 Diode-capacitor Storage

A bank of capacitors with associated diodes can store information of a thousand bits or so for periods of a few seconds. A capacitor is charged to store a 1 , and is discharged tor a 0 .

## 4-13.2.3 Cathode-ray-tube Electrostaticmosaic Storage

In earlier digital machines, devices such as the Williams tube, the barrier grid tube, and the selectron were developed for storing charges on plates that were scanned for reading and writing by a cathode-ray beam. These typically would store 1,024 bits with random access time as small as 10 seconds. They required particularly precise and noise-free control circuitry.

## 4-13.2.4 Photoelectric Storage

Random-access photoelectric storage has been developed in two forms. In one of these, a cathode-ray tube is employed as a light source. Data are recorded on photographic plates, each bit being recorded on a separate plate. To permit parallel readout, the light beam from the tube face is split by an optical system so as to fall on corresponding areas of all plates. The light passing through a plate is then focused in a photo-cell. This memory system has been employed in telephone central offices.

Amemory employing a photocell matrix excited by a matrix of elcetroluminescent cells has been built experimentally. Electrical feedback from each photocell to its corresponding electroluminescent cell is used to hold information in the memory.

## 4-13.2.5 Ferroelectric Storage

Ferroelectric crystals, such as barium titanate, retain residual electrical polarization on application and release of a voltage. This property is similar to the hysteresisloop characteristic of magnetic materials used in core memories; therefore, ferroelectric crystals may be adapted as highspeed storage derices. The technique is, however, still in the developmental stage.

## 4-14 CONSTRUCTION PRACTICES ${ }^{91-96}$

## 4-14.1 COMPONENT SELECTION

Because of the large number of components used in a typical computer-, the highest component reliability is demanded. Presentday computer techniques are primarily con-
cerned with transistors and integrated circuits. In each case, care must be taken in the mechanical design to ensure reliable connections and strain relief. Extreme cleanliness both in the elimination of dust and in removing all traces of chemicals used in processing is a necessity. Fortunately, such reliable components are now available.

In the case of transistors, manufacturing tolerances are so broad that measurement of critical parameters on all units is usually necessary. For some critical applications, selection of units is necessary. Complete inspection of other components, such as resistors and capacitors, is not practiced except in the case of military applications in which the highest reliability is required.

Pulsed operation introduces certai: problems that are not encountered in conventional circuits. In vacuum-tube circuits, it was found that a cathode interface was formedunder steady pulsed operation, which materially reduced the emission. Special cathodes have been developed or this service. Transistors for pulsed service are usually required to operate in the saturated region. For this type of operation, the saturated collector-to-emitter coltage should be minimized since this voltage times the collector current is the major part of the power dissipated in the transistor. The design of the transistor must also minimize the storage time, i.e., the time required to dissipate the minority carriers collected at the base-collector junction.

Resistors and capacitors are conventional, but types that have minimum inductance are employed. l’ulse transformers, when used, employ square-loop cores which have low leakage reactance when saturated.

## 4-14.2 PACKAGLNG TECHNIQUES (MINIATURIZATION)

Techniques that employ con entional electronic. components, mounted and connected by methods that minimize waste space, are classifiedas miniaturization techniques. The term also comprises efforts to reduce the volume of the components themselves. Microminiaturization, on the other hand, describes techniques that eliminate the cases and/or leads of the components. Carrying
the concept further, the techniques of molecular electronics eliminate the separatecomponents as mechanical units.

The combination of miniaturizat ion techniques with the modular concept has become standard practice in present-day computers. Printed-circuit cards are used extensively, usually fitted with a connector to facilitate maintenance. A number of ingenious designs have been worked out by the manufacturers to prevent insertion of a card in a wrong socket, to lock the cards in place, and to remove cards easily.

While circuit cards vary widely in size, a standard 0.1 -inch grid system has been adopted by the industry to facilitate layout and mechanized production. Most modern components conform to this system. Automatic machinery is available for the bending and insertion of component leads in prepunched holes. The card material is usually a glass-fiber-base epoxy resin material in military equipment that must withsland a humid environment. Occasionally glass or ceramic areused. In commercial equipment, a paper-base phenolic resin is common.

Interconnections are sometimes made by hand-wiring, but more-uniform and reliable results are obtained with photo-etched wiring. Connections may be hand soldered, but with close attention to details and carefulinspection good results are obtained with dip soldering.

Connectors for module cards must be rugged and reliable. The use ofprinted connectors should be restricted to applications where size and weight are paramount considerations since ruggedness and life are somewhat compromised.

The number of components per module is limited by maintainability considerations. About six transistors, with associated circuitry, is a practical limit. Thus, a flip-flop or binary counter element is a viable module, while a complete counter would be difficult to maintain as a module. Conversely,
a single diode ANI) gate would be wasteful as a modular element; the usual practice is to combine several gates on a single card.

Considerable reduction in size has been obtained with welded construction. In this technique, components are interconnected by spot welding of their leads, without support of a board. The completed assembly is then encapsulated, the final module usually having the form of a rectangular block with the interconnecting leads projecting from one face. Such welded assemblies have shown high reliability in severe environments; however, the production costs are much higher than with the conventional technique.

## 4-14.3 MICROMINIATURIZATION

The Micromodule program, sponsored by the U.S. Army, has been used extensively. Individual ceramic wafers are employed as a substrate for individual components (occasionally more than one component is included on a wafer). Since the size is standardized, stacks of wafers may be readily interconnected to form modules which are then usually encapsulated. Micromodular construction has tlie benefits of size reduction (about 500,000 components per cubic foot) and reliability improvement, yet is amenable to automatic production.

More recently, there has evolved the technique of molecular electronics, particularly integrated circuits. This technique employs a semiconductor substrate on various portions of which resistors, capacitors, diodes, and transistors may be formed. Resistors, for example, are formed by applying two ohmic contacts to the substrate; diiodes and transistors are formed by forming rectifying junctions. Unwanted conducting paths are etchedaway, and desired paths are vacuum deposited. The result may be either a complete logic element in the space occupied by a single transistor or a single micromodule.
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## CHAPTER 5 DIGITAL DIFFERENTIAL ANALYZERS

## 5-1 INTRODUCTION

As a general rule, the solution requirements for fire control computers (particularly where prediction techniques are involved) are very time limited. Accordingly, fire-control solutions must be processed at the highest possible speed consistent with the necessary degree of both accuracy and precision. The solution of a reasonably complex set of differential equations can require an unreasonably large number of iterations and an inordinate amount of computational equipment. Therefore, whenever there is a large number of differential equations to be solved, it becomes desirable toinvestigate the use of other than a standard digital computer? (see Chapter 4). Requirements forlong-term drift stability, accuracy, and a wide range of variables lead quite often to the digital differential analyzer (DDA) as a likely candidate for this portion of the computational workload.

The use of digital differential analyzers --bccause of their great speed advantage in solving differential equations, coupled with modern mechanization techniques--appears to offer a promising alternative to the stan-dard-digital-computer approach, An attractive application for a high-speed DIOA is as part of a hybrid system comprised of a JD $\wedge$ section and a standard-digital-computer section. In this system, the DDA section would process high- speed differential-equation calculations and thereby alleviate the load on the standard section.

Potentially, the IDUA caniterate a differential equation faster- than a standard digital computer since tlie latter wastes time doing housekeeping tasks, memory-transfer instructions, indexing, etc. In most DDA designs, this potential has not been completely
realized for two reasons:

1. Most DDA's have been serial machines rather than parallel.
2. Most $D D \Lambda$ designs use a fixed independent variable increment for solving differential equations rather than a variable increment (which is used by most sophisticated standard digital computers).

The digital differential analyzer is an incremental computer consisting of a collection of digital integrators interconnected in such a way as to soll-e integro-differential equations. A DDA is permanently program-med--insofar as a problem solutionis wired into tlie configuration of computing units-but the modular basis of tlie configuration leads to simplicity of design, and ease of maintenance and programming, It should be pointed out that a. DDA solves differential equations; it does not derive therm. The basic digital-integrator computing units can be used not only as integrators but also as switching devices, limiters, and gener-ators of special functions, and can be programmed for algebraic computations such as multiplication and division. A DDA integrates by means of a digital procer: involving the overflow of registers; the effect is similar to solving a differential equation stepwse by f'inite differences.

The detail required in programming DIJA's ( an he greatly simplifiedover that for other digital machines because the dolan is particularly susceptible to a block-diagram approach in programming. It is interesting that some commercial general-purpose digital computers have been provided with the software to establish operation as a DDA. This possibility is sometimes of interest

[^29]during the design phase of a special-purpose computer.

The immediately following paragraphs on the concept of the digital differential analyzer are based on Kef. 3, which should be consulted for further information. (Also informative in this connection is Ref. 18, which presents a relatively complete discussion of DDA theory, operation, mechanization, and programming.) This remarkably illustrative description shows how a DDA computes successive values of a function by means of successive differential additions.

The problem chosen isto compute a table of values fora function $y=f(x)$. If one starts with agiveninitialvalue of $y, y_{0}=y\left(x_{0}\right)$, then

$$
\begin{align*}
y\left(x_{1}\right) & =y\left(x_{0}\right)+\left[y\left(x_{1}\right)-y\left(x_{0}\right)\right]  \tag{5-1}\\
& =y\left(x_{0}\right)+(\Delta y)_{x_{0}} \tag{5-2}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
y\left(x_{2}\right)=y\left(x_{1}\right)+(\Delta y)_{x_{1}} \tag{5-3}
\end{equation*}
$$

and so forth. In other words,

$$
\begin{equation*}
y\left(x_{i+1}\right)=y\left(x_{i}\right)+(\Delta y)_{x_{i}} \tag{5-4}
\end{equation*}
$$

Now suppose that

$$
\begin{equation*}
y=e^{x} \tag{5-5}
\end{equation*}
$$

Then

$$
\begin{equation*}
d y=e^{x} d x=y d x \tag{5-6}
\end{equation*}
$$

or, approximately,

$$
\begin{equation*}
(\Delta y)_{x_{i}}=y\left(x_{i}\right)\left(x_{i+1}-x_{i}\right)=y\left(x_{i}\right) \Delta x \tag{5-7}
\end{equation*}
$$

Thus, one can compute successive approximate values of $e^{x}$ by means of the relationship

$$
\begin{equation*}
y\left(x_{i+1}\right)=y\left(x_{i}\right)+y\left(x_{i}\right) \Delta x \tag{5-8}
\end{equation*}
$$

For the above illustration, the smaller one makes $\Delta \mathrm{x}$, the more accuratethe results will be. Hlowever, this is not always true; for example, when $y=$ c or because of the limitations of calculating techniques, etc.

By pausing for a moment before setting up a computing unit to mechanize Eq. 5-8, one can explore-- and then dismiss -- what could be an obstacle in the computations. Specifically, multiplication can produce a dou-ble-length result, i. e., an $n$-digit number multiplied by an $m$-digit number can result in a number with $m+n$ digits. In a digital computer, the register to record the result of a multiplication is usually of double-word length (or two registers) wherein the first word orregister records the most significant bits (major product) and the second word or register records the least significant bits (minor product). In the present problem, where $A x$ is small, the majorpart of the multiplication $y\left(x_{i}\right) \Delta x$ will be zero. Thus, errors will result when the minor product, which contains very significant figures in this problem, is dropped. It would therefore be better to work with the double-length extension of $\mathrm{y}\left(\mathrm{x}_{\mathrm{i}}\right)$. However, this is not particularly desirable for what is supposed to be a small special-purpose computer.

Byexamining the procedure more carefully, it is possible to ascertain how the use of a double-length accumulator can be avoided. As has been noted, each time $y\left(x_{i}\right) \Delta x$ is formed the major product is zero; but certainly the major part of $y\left(x_{i}\right)$ must change eventually. This must occur during the addition $\mathrm{y}\left(\mathrm{x}_{\mathrm{i}}\right)+\mathrm{y}\left(\mathrm{x}_{\mathrm{i}}\right) \Delta \mathrm{x}$ and will be the result of a carry from the minor part into the major part. In other words, as one accumulates in the minor part, one eventually propagates a carry, or overflow, from the minor part into the major part of $y\left(x_{i}\right)$. If one is working in binary, the carry can only be a 1 and the major part of $y\left(x_{i}\right)$ can change at most by 1 during any iteration. Hence, one does not need $a$ double-length accumulator at all; rather, one needs a single-length accumulator that simply accumulates successive minor parts of $y\left(x_{i}\right) \Delta x_{i}$ and a counter that holds the major part of $y\left(x_{i}\right)$ and adds 1 to the majorpart of $y\left(x_{i}\right)$ each time there is an overflow from the minor accumulator. The accumulated minor parts are referred to collectively as the residual. *

True multiplication is not essential in finding $y\left(x_{i}\right) \Delta x$, for one can always take $A x=$ $1 / 2^{q}$. One then need only shift $y\left(x_{i}\right)$ by q posi-

[^30]fions fo the right foform f(x) Ar. Bul, sineo
 lator, once call always choose $\Delta x$ so that the
 (allhongh of course, it docs occur viltually).

To illusiloute Hese points, consider :1 4-bil binitry word and lel $\Delta x \quad 0.0001$ (isere
 mutator that is to hold the residual and the comber that is to hold the major piol of the function value y. 'Phe cirele replesemes the componcont wherein $y$ is viatually but not ate taally shifted; flis is simply a gate that at the proper time patsses y to be aceumblated with the pereviouts residual to form lle bew residual. 'The datiti-det lines reperescoll He "irue" juxtapositionol'the double lengh vatue of y. loo this illusthative prohlem, stiart with $x_{0} 0$, and $y ., c^{0} 1$ preloaded into the counter. 'Phen $v\left(x_{0}\right)$-- 01.00 and $y\left(x_{0}\right) \Delta x$ 00.000100 , where 0100 is the residual. Sineo

$$
y\left(x_{1}\right)=y\left(x_{0}\right)+y\left(x_{0}\right) \Delta x \quad 01.000100
$$

the 01.00 remains unchanges in the rountere and 0100 is put into the alceumblator (ser lig. 5-1(13)). With $y(x,) \Delta x=00.000100$ again, onc obtains 0100101006000 as the residual (by bintry arithmefic), and 01.00 romathing still unchangedin the counteras $y\left(x_{2}\right)$. 'rhen, $y\left(x_{3}\right) \Delta x=00.000100$, whence 1000 | $0100-$ 1100 is the new residdual and (01.00 remains unchanged as $y\left(x_{\text {. }}\right)$ in the colnter. Next, $y\left(x_{i f}\right) \Delta x-00.000100$, whence $1100+0100=$ earry $1+0000$; now the counter is inereased by 1 , putting 01.01 in the counter as $y\left(x_{s}\right)$ and leaving 0000 as the new residual. One then continues with $y(x,) \Delta x=00.000101$, and so forth. The result of each step and the glaph of the functionsoc:alculatedawe shown in lig. :-1(1).

The progress of the plotted output in l'ig:-5-1 illustrates a problem to be kept in mincl, namels. that the slope of tho fumetion camot. be sleceper than 4.5 degeres. liy sumblate staling (ser par. .5-4), the slope of a funclion (:all be adjusted so that il does not rexeocd 45 de:peres wilhin the rimger of compmation

## 5-2 LOGICAL CIRCUITRY

A gencralizedform of the basic integrator (ireuit for (1)A's (sce lig. 5-2) maybo
comsidered as romsisting ol a 1 regnstor, or combler: :at acrmmulator regisicr $1:$ : and a
 addilion oceurs cath timo a pulse is applied to the gate at the point matred $\Delta x$. The content $y$ of the $\gamma^{\prime}$ regisiler is allored by the $\Delta y$ imput which may be dither :1 single polse to add unity lo y of a murh latger mumber. As;
 R register will overllow from time to time lath time an overilow orebrs, i pulso will
 flow, or calry, foom the aceumulator is the differential value that is available to beadeled to some functional value:athlous confinue the calculation. For axample, in time configurat tion of the example in litg. :- 1 , the ealry ol $y \Delta x$ was ferl hatck to the 1 regisier of the same compuling unit to creat. the nexl point in the tatble of $y$ ax. The relationship be-
 will be:

$$
\begin{equation*}
\Delta z=\frac{1}{B} y \Delta x \tag{5-9}
\end{equation*}
$$

where
y the number in $Y$
13 the madix (hase) of the number system in use
11: thenumberofordersinthe registers
'I'lac mohlemol'compulings sin $x$ andeos $x$ will illusitrallo how two compuling units (:anbre combined. 1 at $y_{1}$ ros $x$ and led $y_{2}$ sin $x$ : then the differential erguations ate:

$$
\begin{equation*}
d y,=-\sin x d x=-y d x \tag{5-10}
\end{equation*}
$$

and

$$
d y_{2}=\cos x d x=y_{1} d x \quad(5-11)
$$

In the same matmer developed for the examploof par. 5-1, sucecsesive approximate valucs can be computed liom the relationshipss

$$
y_{1}\left(x_{1}+1\right)=y_{1}\left(x_{1}\right) \quad \Delta y_{1} ; \Delta y_{1}=-y_{2} \Delta x(5-12)
$$

all!

$$
y_{2}\left(x_{i}, j\right)=y_{2}\left(x_{i}\right)+\Delta y_{2} ; \Delta y_{2}=y_{1} \Delta x(5-1 ; 3)
$$


(A) Funclional Diagrom of the Basic DDA Computing Elemenl




Figere 5-2. The 1) M computing unit.
 shown in lits. b- 3 can thenbeset up to comtpute $y_{1}$ and $y_{2}$.

Avariotyolmathomatical operations (an be performed with eombinations of integraloms. If, for example, it is desifedto multiply twonmmers, $y_{1}$, one antasolve for the ex
 hats been employed to emphasion the use of the 1 regisiter in tho basice computing mit.) sinno

$$
\begin{equation*}
d y_{3}=y_{1} d y_{2}+y_{2} d y_{1} \tag{5}
\end{equation*}
$$

then

$$
\begin{align*}
& y_{3}\left(x_{i+1}\right)=y_{3}\left(x_{i}\right)+\Delta y_{3}  \tag{5-15}\\
& y_{2}\left(x_{i+1}\right)=y_{2}\left(x_{i}\right)+\Delta y_{2}  \tag{5-16}\\
& y_{1}\left(x_{i+1}\right)=y_{1}\left(x_{i}\right)+\Delta y_{1} \tag{5-17}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta y_{3}=y_{1} \Delta y_{2} \quad, \quad y_{2} \quad \Delta y_{1} \tag{5-18}
\end{equation*}
$$

Which ran be romputed by the conliguration of ligg. 5- 4 , using threceromput ng units. Only the combter, or V register, o: the third unit is used, and the two inputs to it must be elecLronically arazagod so that they do not step this comber at prexisely the sime time.

Gencrating at squate also thes three units. Again, only the romiter in the thited unit is uscel, as shown in lig. 5- b. From the Pelationship)

$$
\begin{equation*}
y=x^{2} \tag{i}
\end{equation*}
$$

it follows that

$$
\begin{align*}
d y & =2 x d x  \tag{5-20}\\
y\left(x_{i}, 1\right) & =y\left(x_{i}\right) \quad \text { i } \Delta y \tag{5-21}
\end{align*}
$$

and

$$
\begin{equation*}
A y \cong 2 x_{i} A x \tag{5-22}
\end{equation*}
$$

'Tloc: inst counter is loaded with tlic constant 2 and never changes.

Tlic amount of hardware required to put together many integrators, or computing units, particularly ifmany signf'icant figures were incorporated in the computational accuracy, might appear to be very substantial. llowever, modern ISl (large-scale integrated) circuits have made all parallel machines quite feasible. An alternative classical approach is to use aserialsysteni in wliicli all tlic arithmetic operations required in the "gating!" lunctions can be performed by a single set of arithmetic units. In a serial

ligure 5-3. An illustrative combination of two DDA computing unite.


Figure 5-4. 'Ihe computation of $y_{3}=y_{1} y_{2}$.

ligure 5-5. The computation of $y-x$.
system, the contents of the $Y$ registers and R registers aremerely held in storage locations, the contents of which are passed in sorial fashion through the control and arithmetic elemonts of the computer. Magneticdrum and delay-line types of slorage have been used effoctively in this application. Also, LSt shilt registors may he offertivoly utilized. Jackson'presents a simplifiodblock diagram of a magnotio- drum system lo illustrate the pionsiple. As shown in lig. 5-6, five chamels or toacks of information are stored on the drum. The eontents of the $Y$, $R$, and $\Delta V$ lines are processed in a computational unit that is controlled by the address line, I. . The operations are all syachronized by a permanently recorded clock line, (. Consider the Y' chamed: the Y'registers of all integrators are recorded in this channel in a serial manner. One drum revolution is called a major eyc:le, while the iteration or processing of each integrator is
termeda minoreyele. If the mathine contains Mintegrators, then M minor cycles constitute a major eycle. Within cach minor eycle, the digits contaned in the $Y$ register being processed are presented in sorial, with the least- significant digit first. 'गhus, in a machine of $M$ integrators that handles a maximum of $N$ digits, the $Y^{\prime}$ chamel consists of MN digits around the cireumference ol the dhum, with the digits of integrator 2 following those of integrator 1 , ete. The $\mathfrak{l i}$ registers of the intery rators are contained in the R line in a similar manner. The 12 and $Y^{\circ}$ registers are in parallel on the two lines; i. e., the is register of integrator 23 occupies the same position on the 12 line as does the Y register of integrator 23 on the $广$ line.
'Jhe computation unit operates on the digits containedin the $\mathrm{I}^{\prime}$ and 12 registers oxacelly as the action of the integrater was defined; i. e., it causes $y$; tobe added to or subteracted from $r_{i}$, and it addes the summation of the $\Delta y_{i}$


Figure 5-6. Simplified representation of DIAA operation.
inputs to $y_{i}$ to form $y_{i}$, i. This is done in a serial manmer and the ligits of $r_{i}$. 1 and $y_{i}$, ise re- recorded on the drum ats soon as they are formed. 'the outpul of the inte-
 linc.

The use of the $\Delta$. line to make the outputse of all integrators available to any particular integrator now must be considerert. Suppose that a machine uses 20 digits for the $\gamma$ and 1 registers and contains 20 integrators. In other words, assume that there is a string of integrators carh taking 20 pulse- timess to pasis through the reador recordeiruit. Also assiume that the $\Delta$, line is very short where intormation remains on the drum for ondy 1 : pulse-times and that it is then read off and recorded again by the recording head that originally recoded the diata. Then, as the first integritor is processed, its outputronsititing of cither one pulse or no pulso-is transferred to the $\Delta y$ line and is reeorded on the drim at that instant. Twenty pulsetimes later the second integrator is ready to deposit its output on the $\Delta \%$ line. Sincer the
 times, the first integratern's output will have
come off the line, gone back on the bine, and moved over into the seeond position. This (anses the serome integrator's output to be recorded on the $\Delta z$. line directly behind the fiast integrator'; output. The third integrator coming 20 pulse-times later will, of rourse, place its output on the $\Delta$, finc after tho:sool integmators 1 and 2 , and so on. After 1!) integrators have been processed, the $\Delta$. line will contain the mosi recent outputs of all of them. Since the $\Delta z$ line completely receyeles during the time that any integrator is passing through the computalion unit, it makes the outputs of all the integrators available to the integrator that is being proenessed. This is ofvionsly a : implified example becanse, in general, DIAA's contain many nore integrators than they carry digits per integrator. In this case, two or more $\Delta V_{\text {l }}$ lines or more thanone reading head on the $\Delta \%$, line are repuired. However, this example does illu:itate the processing scheme common to att :x, :itoms.

To piek the dy inputs for in integrator, a coincidence riruit observes the $\Delta \%$, line and the address chamel l . When a pulse appears on the address line, the coine idenee
circuit c:auses the contents of the $\Delta V$ line at that instant to be fed to an up-down counter that sums the dy inputs. [n IOMA's to date, provision has been made for smmming from 7 to as manyats 15 dy inputs to a single integrator. In most machines, the dy addresses are oflset one integrator space so that thes are stmmed during the integrator period prior to the one to which it applies.

In most marhines, the dx input to an intogralor is restricted to a single input. If the sum of several variahles is desiredas the variable of integration, some other means of simming the incerementis must.be used. Usut ally, howerer, the dx addeess consists of a binary number dernoting the pulso position in the $\Delta y$ line of the desired input. 'This binary mumber is used to set a counter two integrator Limes allead of the integrator to which it applies. 'Phen, during the next integrator period, the counter eounts down and ealuses a dx requister to observe the $\Delta \%$ line at the proper instiml to pick up the desifed dx input for the integrator to be processed next.

In addition to improvement.s in machine organization that ran be elleceted by the use ol recent integrated-direuit techmology, several additional improvements c:an be marle over (datsiceal lons's. (One method ${ }^{1 \prime}$ is the combination of several integrators that contain the same variable and share the ye resister and adder elements with multiple $R$ registers. Another improvement is the use of either quasi-floating-point arithmetic or pure-floating-point arithmetice in which, instead of scaling a fixed-point machine to handle the worst-case range of variables, the $\mathrm{D} 日 \mathrm{n}$ is scaled to banclle a nominal range. When a variable exceeds this range, rritical integrators are automatically rescaled to modify the incrementsi\%e of the variable. Since the iteration time of a $i$ )hen is depenct ent on the variable si\%, this techmigue also allows the parallel 1JIA to run at the optimum speed at each region of its solution.

As an example of the technique of integrator sharing, ronsider the case ol the solution of $1 /$ u. lig. $5-7(\Lambda)$ shows the conventional interrommection of two integrators that wonld be used for 1.1 is solution. Both integrator 1 and integrator 2 store the variable $1 / \mathrm{u}$ in the f registers. 'lherefore, the corresponding shared-integrator arrangement of frig. 5-7(B) has two R registers, where
register $R_{1}$ is identical with the $R$ register of integrator 1 and register $R$, is identical with the $R$ register of integrator 2 . This sharedintegrator IDDA arrangement requires one adder, one ${ }^{\text {l }}$ register, and two l registers, whereas the conventional lloA arrangement requires two adders, two Y'registers, and two R registers.

(A)

Conventional Implementation

(B) Shared-integratot Implementation
rigure 5-7. (onventional and sharedintegrator 1 ols implementations of $1 / 4$.

## 5-3 SOLUTION OF DIFFERENTIAL EQUA TIONS

Par. 5-2 has discussed how thie output of the If register of the basic integrator eireuit (sec lifig. 5-2) is consicletetl to be

$$
\begin{equation*}
A z \quad y \wedge x \tag{5-23}
\end{equation*}
$$

Usually the finite increments $\Delta x, \Delta y$, and $\Delta z$ are replaced by the differentials $d x$, $d y$, antl $\mathrm{d} z$. The characteristic equation of the device then becomes

$$
\begin{equation*}
\alpha^{\prime} z \quad y d x \tag{5-24}
\end{equation*}
$$

or

$$
\begin{equation*}
z \cdot \int_{x_{0}}^{x} y d x+z_{0} \tag{5-25}
\end{equation*}
$$

There is yet another way of looking at this problem. If it is assumed that $y$ is an integer arid $\Delta x$ is plus or minus one unit, then the digits contained in the register $R$ represent the fractional part of

$$
\begin{equation*}
\frac{1}{B^{n}} \sum y \hat{A} x \tag{5-26}
\end{equation*}
$$

where $€^{\xi}$ is the radix of the number system used and $n$ equals the number of digits in the registers. Considered in this way, the summation of the $\Delta z$ outputs is then the integral part of the preceding expression. Thus, this constant of proportionality canbe included in the characteristic equation of the device, so that

$$
\begin{equation*}
z^{\prime} \quad \frac{1}{B^{n}} \int_{x_{0}}^{x} y d x+z_{0} \tag{5-27}
\end{equation*}
$$

where $z^{\prime}$ is an integer. The fractional part of expression $5-26$, which remains in tlic $R$ register, is neglected and represents a round-off error. Note that this error is always less than $\Delta x$, which has been assumed to be plus or minus one unit.

The step from finite increments to differentials in a purely incremental devicemay far the mathematicians among the readers. Admittedly, it is inaccurate but it seems to be customary in discussing DIDA's and is, perhaps, a carry-over from the mechanical integrators which were truly cont muous devices. Tt is used here because it makes the general explanal ion simpler and is fairly accurate if second-order effects areneglected. The reader is reminded, however, that although the digital integrator can be considered to be functionally equivalent to the mechanical integrator, its discrete nature introduces errors; these arediscussed in par. 5-5.

It has been pointed out how, in IDA operation, the increment mav be macle a sufficientlv small part of the variable so that the incremental equation close ly approximates the integral equation

$$
\begin{equation*}
z \quad \int_{x_{0}}^{x} y d x \tag{5-28}
\end{equation*}
$$

or the differential equation

$$
\begin{equation*}
d z-y d x \tag{5-29}
\end{equation*}
$$

or the derivative equation

$$
\begin{equation*}
\frac{d z}{d x}=y(x) \tag{5-30}
\end{equation*}
$$

This establishes the individual integrator as a device that solves a first-order differential equation. The useful fact is that if the $Y$ register is loaded with a second- (order derivative antl the $A x$ input is the increment in the independent variable, then the $\Delta z$ output generates the first-order derivatise

$$
\begin{equation*}
\left(\frac{d^{2} y}{d x^{2}}\right) d x=d\left(\frac{d y}{d x}\right) \tag{5-31}
\end{equation*}
$$

It is generally possible to isolate the highest-order derivative in a differential equation. For example, in the case of the equation

$$
\begin{equation*}
\frac{d^{2} w}{d t^{2}}-w \frac{d w}{d t}-\sin w-0 \tag{5-32}
\end{equation*}
$$

one may solve for the highest-order derivative as

$$
\begin{equation*}
\frac{d^{2} w}{d t^{2}}-w \frac{d w}{d t} t \sin w \tag{5-33}
\end{equation*}
$$

The differential of this quantity is
$\left.d\left(\frac{d^{2} w}{d t^{2}}\right)=d\left(w \frac{d w}{d t}\right) \quad ; \quad d^{\prime} \sin w\right)$

$$
\begin{equation*}
\left(\frac{d w}{d t}\right)+\frac{d w}{d t} d w+d(\sin w) \tag{5-35}
\end{equation*}
$$

From a network of integrators, such as that shownin Fig. 5-8, the first-order derivative and the dependent variable can then be obtaincd from the second-order dcrivative-which is itself a function of the first-order derivative, as shown by Eq. 5-33.


Figure 5-8. Connections employed for the solution of $\frac{d^{2}-\sqrt{3}}{d t^{2}}-w \frac{d w}{d t}-\sin w=0$.

In this general approach, it is assumed that the second-order derivative is availabIe to load the Y registerof the "first"integrator. This is integrated against to obtain the first-order derivative, which is integrated inturn to obtain w. Note that the first-order derivative is needed twice, and hence a duplicate countin another $Y$ register is generated. Integrated against $\mathbf{w}$, this element produces the term $\frac{d w}{d t}$ dw. By using the $d(\$)$ output of the "first" integrator as the $\Delta x$ input to the integrator containing the dcpendent variable $w$, the first term on the right-hand side of Eq. 5-35 is obtained. The generation of $d(\sin w)$ uses the network alrcady shown
in Fig. 5-3. Note that the generation of $\frac{d^{2} w}{d t}$ - depends on the knowledge of $w$, and the generation of $w$ depends on the knowledge of $\frac{d^{2} \mathrm{~W}}{\mathrm{dt}}{ }^{2}$. The feedback connection makes this arrangement of integrators a closed system driven by the dt input. It might be said that the feedback mechanizes the equal sign in Eq. 5-35 since it applies the constraint that forces the system to equalize the two sides of the equation. This represents an important feature in the DDA soIution of differential equations.

Just as a sct of initial conditions is needed to specify the starting point in solving differential equations, the initial conditions or starting point for a DDA must aIso be specified. Initial values are placed in all the $Y$ registers. The equation is solved once for the machine at a spccific point, and then the machine takes over. The running solution produced by the machine is then accurate and up-to-date within the limitations imposed by the discrete nature of the integrators.

## 5-4 SCALING ${ }^{2,22}$

Scaling is required to fit the variables of a problem to the numerical range of the DDA. Efficient scaling for a problem requires that the maximum absolute value of all variables be known or carefully estimated to prevent the inadvertent overflow of a $Y$ register during the running of a problem. If too-generous anestimate of maximum values is given, the solution requires more time than is necessary. With well-established values, it should be possible to scale the variables so as to make the most efficient use of the DDA's precision and yet keep the computing time to a minimum.

Jackson ${ }^{2}$ presents a set of relationships for scaling the DDA as follows. First, let capital letters represent actual or problem values and let lower-case letters represent machine values. Further, assume that for each quantity there is a scale factor $S$, so that $B^{S}$ represents one unit of the quantity to the machine, where $B$ is the radix of the number system used. In other words, the following relations exist:

$$
\begin{equation*}
d x-E^{3 x} d \lambda \tag{5-36}
\end{equation*}
$$

$$
\begin{align*}
& d y-B^{y} d Y  \tag{5-37}\\
& d z-E^{S_{z}} d Z \bar{Z} \tag{5-38}
\end{align*}
$$

in which $x, y$, and $z$ represent machine values; $X, Y$, and $Z$ represent actual values; and $B$ is the radix of the number system used in the DDA. For each integrand $Y$ of the integrator, there is a positive integer $m$ such that $\mathbb{R}^{m-1}$ is less than the maximum absolute value of $Y$ and this maximum absolute value is less than or equal to $\mathrm{B}^{\mathrm{m}}$. This relationship can be stated in the form

$$
\begin{equation*}
B^{m-1}<\mid Y_{\max ^{\prime}}^{\prime}=B^{m} \tag{5-39}
\end{equation*}
$$

Now it is preferable to have the output relationship of anintegrator in the form $d Z=Y d X$, in terms of the actual values. However, it was established earlier that the characteristic equation of the integrator is $d z=\left(1 / B^{n}\right) y d x$ in terms of the machine values, where all quantities are integers and $n$ represents the number of digits in the $Y$ register. If the values from Eqs. 5- 36 through 5-38 are substituted in the characteristic equation, it follows that

$$
\begin{equation*}
B^{S_{z}} d Z=\frac{1}{B^{n}} B^{S_{y}} Y \cdot B^{S_{x}} d X \tag{5-40}
\end{equation*}
$$

and, if the relation $d Z=Y d X$ is to hold, then

$$
\begin{equation*}
B_{y} S_{y}+S_{x}-n-S_{z}=1 \tag{5-41}
\end{equation*}
$$

or

$$
\begin{equation*}
S_{v}+S_{x}=n+S_{z} \tag{5-42}
\end{equation*}
$$

This first scaling equation establishes a relation between the number of digits used in the $Y$ register, the scale factors of the variables of integration, and the scale factor for the output variable--as it should, since it was derived from the characteristic equation.

As stated earlier, the $Y$ register must be capable of holding the integrand $y$ of the integrator at all times during the computation. From the definition of scaling factor it is known that for each unit of $Y$, the $Y$ registerwill have to hold the number $B^{S}$. Also, it was noted that at sometime during the computation the integration would be almost as
big as $\mathrm{B}^{\mathrm{m}}$. Therefore, if it is riot to overflow, the $Y$ register must be capable of holding a number as large as $B^{m}$ - $B^{s} y$ or $B^{m}+S_{y}$. In other words,

$$
\begin{equation*}
m+S_{y} \leq n \tag{5-43}
\end{equation*}
$$

This is the second scaling relation, and it determines the number of digits required for an integrator in terms of the maximum value of the integrand and the scale of the integrand input. It also is known, for any particularmachine design, that there is some maximum number of digits available, say N . Therefore, this last relation can be expanded to

$$
\begin{equation*}
m+S \leq n \leq N \tag{5-44}
\end{equation*}
$$

Another useful but dependent scaling relation canbe obtained from the two preceding relations. From Eq. 5-42, $S_{v}=n+S_{\%}-S_{x}$; from Eq. $5-44, S_{y} \leq n-m$. Therefore, $n+$ $\mathrm{S}_{\mathrm{z}}-\mathrm{S}_{\mathrm{x}} \leq \mathrm{n}-\mathrm{m}$, or $\mathrm{S}_{\mathrm{z}}-\mathrm{S}_{\mathrm{x}} \leq-\mathrm{m}$, or finally

$$
\begin{equation*}
S_{x}-S_{x} \leq m \tag{5-45}
\end{equation*}
$$

In recapitulation, the three scaling relationships are

$$
\left.\begin{array}{l}
S_{y}+S_{x}=n+S_{z}  \tag{5-46}\\
m t S_{y} i n \leq N \\
S_{x}-S_{z} \geq m
\end{array}\right\}
$$

where $m$ is the smallest integer satisfying $\mathrm{B}^{\mathrm{m}-1}<|\mathrm{Y}|_{\text {max }} \leq \mathrm{B}^{\mathrm{m}}, \mathrm{n}$ is the number of digits in the $Y$ register, and $N$ is the maximum number of digits available in the $Y$ register. These equations define the scaling relations necessary for scaling any single integrator. The extension to a system of integrators is, on the surface, simple and straightforward. For compatible operation, all the variables contributing to a particular input must be at a common scale. For instance, all dy inputs to a particular integratormust have the same scale. Violation of this rule results in multiplicationbypowers of $B$ (which can be used to advantage at times). It is also clear that if the $d x$ output of one integrator is used as an input to another integrator, then, in general, the two must be of equal scale.

All thismay seem axiomatic, and indeed it is, but it must be stressed because, while the scaling relations are straightforward, scaling is the most difficult and important phase of programming a DDA. Part of the difficulty results from the fact that the scaling relations involve inequalities. Ingeneral, a large number of sets of scaling factors exists that will satisfy any particular system of integrators. The direct approach is to scale the problem once and then adjust the scaling factors until an efficient scaling is found. Usually, there are two possible criteria for fixing the scaling. Unfortunately, they are incompatible. One may require a particular variable to a certain precision, thus fixing its scale and establishing all others. On the other hand, one can fix the time of computation-- thereby fixing the scale of the independent variable. This brings out an important feature of the DDA: the ability to trade time for accuracy, or vice versa. The result of scaling a problem is the determination of the register lengths for every integrator in the machine. Then a correctly scaled problem maybe stepped up in accuracy or in speed of computationby readjusting all integrator lengths by the same amount.

Once the scaling of the variables has been determined, it is possible to determine the initial conditions, i.e., the initial value of each integrand, and to express these in terms of the machine values from the scaling relations.

It can be seenthat a major disadvantage of a conventional DDA organization is the use of fixed-point arithmetic, in which the scaling is based upon the maximum value that each variable can assume. If some of the variables vary over a large range, an extremely small independent increment may be required to maintain the accuracy. Asthe size of the increment decreases, the number of iterations increases. If a standard digital computer were restricted to fixed-point arithmetic, it would have the same type of scaling problems encountered by the DDA. There are several possible techniques that can be employed to overcomethe scalingproblems of fixed-point arithmetic. One, of course, is to implement a fully-floating-point machine. Another, more practical, approach is to use a quasi floating point (i.e., multiple scale)that is a compromise between fixed-point and
floating-point arithmetic, If the complete range of a variable is divided into several sub-ranges and each sub-range is scaled to fit the fulllength (number of bits) of the fixedpoint word, the DDA may compute with the scale corresponding to the particular subrange in which the variable happens to lie. When the variable changes to a different subrange, the DDA must then switch to the corresponding scale. Each scaletherefore uses fixed-point arithmetic, but the switching from scale to scale as the variable changes magnitude simulates the effect of a floating point.

## 5-5 ERRORS IN THE DDA

The operation of the digital integrator has been characterized by the integral equation

$$
z=\int_{x_{0}}^{x} y d x \quad[\text { Fq. } 5-28]
$$

Over a range from $x=a$ to $x=b$, this integral can be approximated by a finite sum as follows when the rangeinterval has been divided into $n$ equal parts; see Fig. 5-9(A):

$$
\begin{equation*}
\int_{a}^{b} y d x-\sum_{i=1}^{n} y_{i} \wedge x \tag{5-47}
\end{equation*}
$$

The error due to this approximation can be made as small as desired by making $A x$ small enough or, by what is the samething, n large enough. The errorincurred by using a finite $A x$ is known as the truncation error. The method of integration as outlined here is known as Euler or rectangular integration because the integral is approximated by summingthe rectangular areas $y_{i} \Delta x$. This is the crudest form of integration and the truncation error can be quite large unless $A x$ is made very small. However, making $A x$ smaller means that the machine must run longer to cover a given range. Thus, there is a practical limit to the reduction possible in the size of theincrements $\Delta x$ and it is desirable to beable to reduce the truncation error without having to reduce $A x$ further. This can be done by refining the method of integration.

A large improvement, without complicating the circuitry, can be made by using what is commonly known as trapezoidal integration; see Fig. 5-9(B). In this method, the integral is approximated ly summing the

(A) Rectangular Integration

(B) Trapezoidal integration

NOTES:

1. 1 denotes the truncation error.
2. $\Delta x$ is made large here for illustrative purposes.

Figure 5-9. Truncation errors associated with rectangular arid trapezoidal integration.
areas of trapezoids $\left(y_{i}+\frac{\Delta y_{i}}{2}\right) \Delta x$. A further reduction of the truncation errormay be made by going to forms of parabolic integration that approach Simpson's rule; however, the complexity of circuitry and the number of storage registers required rises rapidly.

An estimate of the errors incurred by these two methods, determined by Courant, is ( $1 / 2$ ) $\mathrm{M}_{1}(\mathrm{~b}-\mathrm{a}) \Delta \mathrm{x}$ for rectangular integration and $\frac{1}{12} M_{2}(b-a)(\Delta x)^{2}$ for trapezoidal integration, where $M_{3}$ is the upper bound of the absolute value of the first derivative, $M_{2}$ is the upper bound for the second derivative, and ( $b-a$ ) is the range. The ratio of the two errors is $\frac{1}{6}\left(\frac{M_{2}}{M_{1}}\right) \Delta x$. Since $A x$ is some small fraction, the reduction in the truncation error by the use of trapezoidal integration can be considerable.

A second source of erroris encountered in using a finite $R$ register. Since the register is broken off and $\Delta z$ pulses are transmitted instead of accumulatingthe sum in an infinite register, the quantity $\Delta z$ (when accumulated in another integrator) is always in errorby the remainder left in the $R$ register. This errormakes uppart of the roundoff error,

Another source contributing to round-off erroris the system of intercommunication between integrators, In a system where the communication consists of either one pulse or no pulse, representing a+1 or-1 increment, respectively, what is known as binary intercommunication exists. Here, since the output must be either a plus one or a minus one, an errore is introduced where

$$
\begin{equation*}
-\hat{A} \leq \leq \leq+\hat{A} z \tag{5-48}
\end{equation*}
$$

This canbe appreciated by considering an integrator that should have a zero output. Since only +1 or -1 are available, the e rror at any instant is a full unit of $\Delta z$. To find the true value, the average outputmustbe considered. This source of errorcan be reduced by a factor of two by usingwhat is known as ternary intercommunication. In this system, the output of an integrator can be $+1,0$, or -1 and the error is

$$
\begin{equation*}
-\frac{1}{2} \wedge z \leq \epsilon \leq+\frac{+}{2} \Delta z \tag{5-49}
\end{equation*}
$$

Note that, now, two bits of information are required for intercommunication, That is, the amount of informationto which there must be random access has doubled or, in other words, the $\Delta z$ lineof themachine is doubled.

It is alsoinstructive to consider the effect of a loss of higher-order terms in, for example, the generation of $\sin 8$. By taking a Taylor's series expansion of $\Delta \sin 8$, it is found that

$$
\begin{align*}
\Delta \sin \theta=\cos & \therefore \Delta \theta-\frac{1}{2} \sin \theta(\wedge \theta)^{2} \\
& -\frac{1}{6} \cos \theta(A \theta)^{3}+\ldots \tag{5-50}
\end{align*}
$$

Yet, with the arrangement shown in Fig. 5-3, it can be seen that

$$
\begin{equation*}
\Lambda \sin \theta \cong \cos \theta \triangle \theta \tag{5-51}
\end{equation*}
$$

Thus, there is a first-order approximation where the higher-order terms have been neglected. In many problems where the range of $\theta$ is not too great, the error encountered here may be truly negligible. But in some applications, say a controlapplication, where the computer maybe required to run continuously for hours or even days, the drift in $\sin \theta$ due tothese neglectedterms would soon render the solution useless.

Also to be considered are the consequences of the effective time delaysinherent in the DDA computational process. The most important delay is that between an overflow and the subsequent addition. The example which follows (adapted from Ref. 20) should serve to illustrate the point. Other more complete analyses may be found in Ref. 21.

Figure 5-10(A) shows an analog feedback loop used to generate the sine and cosine waveforms that arethe solution of Eqs. 5-10 and 5-11. The associated root locus of Fig. $5-10$ ( $B$ ) shows that the loop is conditionally stable for all gains. Figure 5-11(A) shows the simplest DDA implementation of Eqs. 5-10 and 5-11. The difference equations of Fig. 5-11(B) can be related to the sampleddata feedback system shown in Fig. 5-11(A). Evaluation by the $Z$-transform technique yields the Z -plane root locus shown in Fig. 5-11(B).

(A)

Functional Diagram

(B) The s-plane Root Locus

Figure 5-10. The stability of a continuous (analog)solution of the equations for sine and cosine functions.

The root locus shows that the system is unstable (outsidethe unit circle)for all $\Delta x>0$ values and is conditionally stable only for $A x=0$. For finite $\Delta x$ values, the amplitude of the sine wave will grow exponentially with increasing x . To offset this error, the integrators must be continually initialized.

The configuration of Fig. 5-12 (A)has onlyone delayin the loop, which corresponds to aserialimplementation. Note the quantity ( $n+1$ ) that appears on the right-hand side of the difference equations of Fig. 5-12(B), as compared with the difference equations of Fig. 5-11(B), This difference stems from the additional time delay associated with the additional zero-order hold shown in Fig. 5-11(A). The root locus of Fig. 5-12(B) shows that the system depicted in Fig. 5-12(A) is conditionally stable for $T \leqq 4$, where $T$ is the period of the iteration.

(A) Functional Diagram


$$
\begin{aligned}
& \operatorname{siN}(n i l)=\sin (n)+\cos (n) \Delta x \\
& \cos (n i l)=-\cos (n)-\operatorname{siN}(n) \Delta x
\end{aligned}
$$

(B) The z-plane Root Locus

Figure 5-11. A DDA-integrator solution of the sine and cosine equations; parallel implementation.

## 5-6 DDA COMPONENTS, CIRCUITS, AND HARDWARE

The conception of the DDA is generally attributed to Steele, a mathematician. His contribution was to show how one could realize digital accuracy in the time-honored differential-analyzer method of machine computation; how the process couldbe mechanized digitally: and how the time-sharing capabilities of a digital computer could be used to produce a machine that is smaller, simpler, and cheaper than an analog type, and yet have the inherentaccuracy of a digital machine.

The components, circuits, and inputoutput peripheral equipment associated with DDA designs are similar to those used in standard digital computers, and are chosen to provide the required logical characteris-

(A) Functional Diagram


$$
\operatorname{siN}(n+1)=\operatorname{SIN}(n)+\operatorname{COS}(n) \Delta x
$$

$$
\cos (n+1)=\cos (n)-\sin (n+1) \Delta x
$$

(B) The z-plane Root Locus

Figure 5-12. A DDA-integrator solution of the sine and cosine equations; serial implementation.
tics and operating speed for any particular application. With the advent of the integrated circuit, functional elements such as arrays of logic gates, flip- flops, etc. and the LSI (largescale integrated) circuits, many new mechanization possibilities exist. For example, Ref. 20 details a complete DDA adder-integrator integrated circuit that, when combined
with a single-chip shift register, is a complete DDA element. Because of the extremely smallsize of these types of semiconductor elements-- MOS (metal- oxide-silicon) as well as bipolar--many new machine organizations are feasiblefrom a hardware standpoint, As an example of a parallel DDA for the implementation of the equation.

$$
\begin{equation*}
y \quad \ln (:) \tag{5-52}
\end{equation*}
$$

by means of the relationship

$$
\begin{equation*}
d y-d: \ln (x) ;-\frac{d x}{\underline{x}} \tag{5-53}
\end{equation*}
$$

using atypical arrangement of these new LSI semiconductor elements, consider the system shown in Fig. 5-13. This circuit uses three DDA integrator elements (eachin a flatpack case approximately 0.5 in . X 0.3 in . X 0.1 in .) and five 20 -bit shift-register elements (eachin a TO- 78 transistor-type case approximately 0.4 in . dia. X 0.2 in . high). These eight circuit elements require approximately the same size and number of interconnections that is required to construct a simple flip-flop of discrete transistors and diodes.

Because of the improved characteristics of glass and wire delaylines, the use of drum memories has diminished rapidly, with the great benefit of eliminating complex and unreliable electromechanical components. Similarly, the $16-, 25-, 50$-, and 100 -bitshiftregister integrated-circuit chips that are starting to appear commercially should rapidly replace the delay-line memories (particularly in parallel DDA's), thereby providing another significant decrease in size, weight, and power -- and an increase in reliability.


Figure 5-13. Interconnection diagram of DDA and shift-register integrated-circuit elements (MOS) to solve the equation $\mathrm{y}=\ln (\mathrm{x})$.
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## CHAPTER 6 ANALOG COMPUTERS

## 6-1 INTRODUCTION

The definition of "analog computer" is not simple and clear-cut because the term embraces several distinguishing characteristics, a broad range of components, and various methods of problem solution. First among the characteristics is that problem variables are generally represented as continuously variable physical quantities that may take the form of mechanical, electrical, hydraulic, pneumatic, ormagnetic quantities. An analog computer represents one physical form of the mathematical model of the system under consideration. The variables in the analog model may take the same physical form as in the original system, but more often the analogy is one of mathematical equivalence, because, as is illustrated in Chapter 1 of this handbook, many different physical systems obey mathematical laws of identical form.

Analog-computer components perform basic mathematical operations such as addition, multiplication, division, integration or function generation, and may be of a mechanical, electrical, electromechanical or electronic type. Certain general advantages in speed, accuracy, or reliability accrue to each type, and some types are better suited to performing specified mathematical operations. The most advantageous mathematical modeling of a given physical system may dictate the use of more than one type of ele-ment-- electromechanical for one operation, electronic for another, and so forth.

A classification of analog devices under three headings of direct analogies, indirect analogies, and simulators is shown in Fig. 6-1. The usefulness of a scaled replica or

Dircct Analog is apparent for obtaining valuable information in a study of the effectiveness of control of water-shed runoff, or in the collection of aerodynamic data. The power-system network analyzer is a form of direct analog consisting of both lumpedparameter and distributed-parameter portions. Voltages representing the generators are impressed on the analyze-, and currents and voltages are measured at distribution points and load points in the system. The network analyzer serves to emphasize a general characteristic of the analog computer -- the variables are customarily measured rather than counted. The measuring instruments typically used for recording variables in an analog computer are ammeters, voltmeters, oscillographs, magnetic and optical recorders, and plotting boards.

The second heading in Fig. 6-1, Indirect Analog, includes mechanical and electrical types. The slide rule, devised in the seventeenth century, needs no amplification as a basic engineering tool. Mechanical linkages are discussed in par. 6-4 through par. 6-4.15. The mechanical differential analyzer for solving ordinary differential equations is alsoreviewed in par. 6-4 through par. 6-4.15. Under Electrical Indirect Analogs, the items are self-explanatory with one exception. An example of the use of electrolytic tanks is in the determination of the trajectories of electrons in a cathode-ray tube.

One point that should be mentioned under Simulators is that this class of analog computer is usually constrained to operate in "real time", whereas analog devices in themselves may often operate in extended, or slow, time or in compressed, or fast, time.

Analog methods have two chief advan-

[^31]

Figure 6-1. Classification of various analog devices.
.ages: (1)the time required to solve a problem is short, even for complex sets of differential equations, and (2) once an analog computerhasbeen set up to solve a problem, it can generate solutions for a wide range of system parameters in a very short time.

## 6-1.1 SOIJUTION OF EQUATIONS BY ANALOG MEANS

## 6-1.2 Common Mechanical and Electrical Analogs

Each computing element in an analog device performs its mathematical operation on a physical quantity (such as an electrical voltage or a shaft rotation) where the physical quantity is equivalent to a variable in the mathematical model for the system. As is discussed in Chapter 1 of this handbook, knowledge of the equivalence on analogies relating different types of physical systems is a valuable asset in the solution of many problems relating to dynamic systems. Table 1-2 summarizes some of the analogies existingbetween electrical, mechanical, hydraulic, pneumatic, and thermodynamic systems. It is immediately apparent that the same mathematical form describes the dynamic performance of a single-degree-of-freedom system
whether it be composed of electrical, mechanical, or fluid elements.

The concept of analogies is strengthened further by comparison of the laws that form the basis for electrical network analysis with the corresponding laws for mechanical systems. Kirchhoff's laws for electrical systems can be stated as:
(1) In any electrical network, the algebraic sum of all currents flowing toward any point is zero at all times, i.e.,

$$
\begin{equation*}
\sum i-0 \tag{6-1}
\end{equation*}
$$

(2) The algebraic sum of all voltage drops around any closed circuit is zero at all times, i.e.,

$$
\begin{equation*}
\sum e-0 \tag{6-2}
\end{equation*}
$$

where one form or the other is employed depending on the details of the particular system. Analogously, Newton's Third Law for mechanical systems takes one of the following forms:
(1) In translational systems, the algebraic sum of the forces acting at a
point on a bociy in equilibrium is zero, i.e.,

$$
\sum F=0
$$

(2) In rotational systems, the algebraic sum of tlie torques acting on a body in equilibrium is zero, i.e.,

$$
\sum T-0
$$

The analogous statements for steadystate conditions in other systems follow:
(1) In magnetic circuits, all flux lines must be continuous closed paths.
(2) In hydraulic systems, the law of conservation of mass allows the cal culation of velocity distributions.
(3) In thermal sitems. the law of con-
servation of energy permits the talculation of temperature distributions.
The concept of direct-analog computation can be illustrated by consideration of the example depicted in Fig. 6-2. A springsupported mass $m$ is constrained to move in a vertical direction (see fig. 6-2(N)). It time $t=0$, the mass is at rest in an equilibrium position, where the displacement $s=0$. A force $f(t)$ is applied between the frame of reference and the mass. Viscous friction exists between the mass and its guides. Tlic differential cquation describing the sustem is

$$
\begin{equation*}
f(t)-f_{k}(t)-f_{b}(t)=m \frac{d^{2} s}{d t^{2}} \tag{6-5}
\end{equation*}
$$


(A) Spring-supported mass.

B) Parallel RLC circuit in which current is analagous to force in (A).

(C) Series RLC circuit in which voltage is analogous to force in (A).

Figure 6-2. Analogous mechanical and electrical systems.
where the subscripts $k$ and $b$ identify the force contributed by the spring and the friction in the system, respectively. Substitution of the appropriate expressions for these forces yields, forthe simple case of viscous friction and a linear spring,

$$
\begin{equation*}
f(t)=m \frac{d^{2} s}{d t^{2}} t b \frac{d s}{d t}+k s \tag{6-6}
\end{equation*}
$$

If Ey. 6-6 is rewritten in terms of velocity, $\mathrm{v}=\mathrm{ds} / \mathrm{dt}$, it takes the form

$$
\begin{equation*}
f(t)-m \frac{d v}{d t}+b v t k \int v d t \tag{6-7}
\end{equation*}
$$

Application of Kirchhoff's first law to an electrical circuit consisting of a current generator $i(t)$ driving a resistance $R$, an inductance $L$, and a capacitance $C$ connected in parallel (see Fig. 6-2(B)) yields, as discussed in Chapter 1,

$$
\begin{equation*}
i(t)=i(t)+i_{\Gamma}(t)+i_{c}(t) \tag{6-8}
\end{equation*}
$$

where the subscript $G$ refers to reciprocal resistance, orconductance, and the subscript $\Gamma$ refers to reciprocal inductance. Substitution of the appropriate expressions relating currents to voltage drops shows that

$$
\begin{equation*}
i(t)=\underset{d t}{C d e}+G e t \Gamma \int e d t \tag{6-9}
\end{equation*}
$$

Comparison of Eqs. 6-7 and 6-9 shows that they are identical in form and, consequently, will have identical mathematical solutions. Therefore, if current is made analogous to force, it follows that voltage is analogous to velocity, capacitance is analogous to mass, conductance is analogous to viscous friction, and reciprocal inductance is analogous to spring stiffness.

Examinationof the circuit of Fig. 6-2(C) shows that it also is analogous to the mechanical system of Fig. 6-2(A) if, in this case, voltage is made analogous to force. Application of Kirchhoff's second law to this circuit yields

$$
\begin{equation*}
e(t)=e_{L}(t)+e_{R}(t)+e_{S}(t) \tag{6-10}
\end{equation*}
$$

Substitution of the expressions for the voltage drops in terms of the current gives

$$
\begin{equation*}
e(t)=L \frac{d i}{d t}: R i+S \int i d t \tag{6-11}
\end{equation*}
$$

where the elastance $S$ is the reciprocal of capacitance. Eq. 6-11 is identical in form with Eqs.6-7 and 6-9. Consequently, if voltage is made analogous to force, current is analogous to velocity, inductance is analogous to mass, resistance is analogous to viscous friction, and elastance (reciprocal capacitance) is analogous to stiffness.

An awareness of these and other analogies is important to the designer because use of them may allow him to translate a given problem in one physical system, where modeling would be difficult, into terms of anotherphysical system that is more readily adaptable to the construction and testing of low-cost models with variable parameters. Thus, simple electrical networks often can be used to reproduce the dynamic performance of mechanical, acoustical, hydraulic, magnetic, and thermal systems, as well as that of complex systems containing components of several different types.

## 6-1.3 Block Diagrams

The first step in describing a physical system in a manner suitable for analog computation consists of formulating a block diagram for the system. Initially, the information necessary to specify all the blocks in precise mathematical form may not be available, but such specification must be achieved before it is possible to carry out any type of computer studies of system performance. In a general block-diagram model, mathematical operations or operators are indicated by appropriately labeled boxes or blocks, while connecting lines denote quantities or signals to be acted upon or produced by such operations. The block represents merely the fact that the signal flowing into it is operated on in some fashion to yield the output quantity. The specific operation is indicated by the symbols entered in the block. This method of representation means, fundamentally, that a functional relationship exists between the output and the input quantities. The fact that the operation may not be defined exactly does not invalidate the block diagram as a very powerful tool in system analysis.

Block diagrams have become a very widely used tool in both the analysis and synthesis of engineering systems, Consequently, a commonly agreed-upon symbolic language for depicting block diagrams has evolved as a means of assisting engineers in using this tool as a precise and powerful means of describing system performance'.

A basic rule of block-diagram representation is that all signal flows are unidirectional, as signified by the arrows. This rule can be illustrated by the simple diagrams of Fig. 6-3. The left-hand figure represents the fact that the voltage across a resistance $R$ is equal to the current flowing into it multiplied by the value of the resistance. An attempt to interpret a diagram by considering the flow in a direction opposite to the arrows obviously leads to incorrect results since voltage times resistance does not yield current. While in this simple case an obvious reciprocal relation exists, interpretation of diagrams in this way can lead to incorrect results and in general should be avoided.

Block diagrams can be formulated on the basis of variables expressed in either the time domain or the frequency domain. While frequency-domain notation is somewhat more convenient, it should be recognized that normally usedinstruments enable one to observe the variables as functions of time rather than frequency. As a result, while it is not correct, it is not uncommon for one to see block diagrams, especially if formulated for study on an analog computer, in which transform notation is employed within the blocks while the signals are indicated as time functions. fig. 6-4 illustrates both the time-domain and tlic frequency-domain block-diagram notation for several basic operations.

Summation is represented by a circle with an inscribed " X " as shown in Fig. 6-5. If one of the inputs to the summing point is to be subtracted, this is indicated by a darkening of the appropriatequadrant of the circle.


Figure 6-3. Block diagrams of Ohm's law and Newton's second law.

Thus, Fig. 6-5 indicates that $i_{3}=i_{1}-i,$. Some workers indicate that a signal is to be subtracted by placing a minus sign beside the arrowhead on that variable.

The electrical schematic of Fig. 6-6 and the corresponding block diagram illustrate the formulation of a block diagram for a simple system. The block diagram can be formulated in a step-by-step fashion from the schematic. Note first that the voltage $e_{1}$ is to be considered as the system input and $c_{2}$ as the system output. Then note that the voltage $e_{3}$, which appears across the resistor $R_{1}$, is the difference between $e_{1}$ and $e_{2}$. This fact is represented in the block diagram by the summing circuit shown on the left-hand side. Next note that the current $i$ is found by multiplying the voltage e3 by $1 / R_{1}$. Then note that $i_{2}$ is given by $i-i_{1}$, as indicated by the second summing circuit. The output voltage $e_{2}$ is $1 / \mathrm{C}$ times the integral of the current flow into the capacitor $C$ and thus is found by operating on the current $i_{2}$ by $\int \mathrm{dt}$. The next step is to find the current $i_{1}$, which combines in the second summing circuit with the current ito yield $i_{2}$. The currenti $i_{1}$ can be found as the voltage across the resistor $R_{2}$ multiplied by $1 / R_{2}$. This voltage, in turn, is given as the voltage $e$, minus the voltage across the inductance $L$.
This latter quantity is given by $L \frac{d i_{1}}{d t}$. All of the currents and voltages in the circuit are now specified in the block diagram and it is complete.

A simple change of the variables in Fig. 6-6 to functions in which time is replaced by the Laplace transform variable s, and a corresponding change is made in the notation employed to indicate differentiation and integration, according to Fig. 6-4, enables one to convert the block diagram of Fig. 6-6 to the alternate form shown in Fig. 6-7.

While diagrams of these types permit one to see easily the interrelationships existing in a system and are useful as a first step in developing an analog-computer set-up for a system, it is desirable for mathematical analysis to reduce a complex diagram of this type into one containing only a single block. This block then represents the transfer function for the system. Inversely, a block diagram may have been drawn initially in terms


Figure 6-4. Block-diagram operations-


Figure 6-5. Symbol for a summing point.


Figure 6-6. Series-parallel circuit and its block diagram.


Figure 6-7. Block diagram of the system of Fig. 6-6 given in the Laplace domain.
of complex transfer functions and it is desired to recast it in terms of the basic operations verformed by individual analog computing elements in preparation for study of the system on a computer. For these purposes, a group of rules have been developed t:r manipulating block diagrams. Some of the more important of these rules are illus1 rated in tlie paragraphs which follow.

Rule 1. Superposition.
The principle of superposition, which applies only to linear systems, states that the response of a system to several inputs applied simultaneously is equal to the sum of tlie responses to the inputs applied individually. Consequently, the response of an element to an individual forcing function can be found b,y considering all otlier inputs zero. On this basis, tlie two diagrams of Fig. 6-8, in which $\mathrm{F}_{1}$ is the part of $E$ due to $\mathrm{I}_{1}$ anci E ? is part of $E$ due to $1_{2}$, are equivalent.

IRule 2. Coscadod elements.
The order of linear cascaded clemerits mav be interchanged or they may be cornbined by multiplying tlie functions of tlie independent elenients, as indicated in Fig. 6-9.

Rule 3. Moving an element forward or backward past a summation point.
An element may be moved forward past a summation point if its reciprocal is inserted in each leg of the other inputs to tlie summation (see Fig. 6-10) or backward past a summation point, against the direction of flow, provided it is inserted in every leg that represents an input to the summation. (See Fig. 6-11.)
liule 4. Noving an element forward or backward past a pickoff point.
An element may he moved forward past a pickoff point provided it is placed in ereh branch leading away from tlie pickoff point (see Fig. 6-12). Conversely, an element mat be moved backward past a pickoff point provided its reciprocal is inserted in all branches other than the one in which it was originally located (see Fig. 6-13).

Rule 5. Combination of parallel paths.
Parallel paths lying between a pickoff point and a summation point me $y$ be combined into a single element, provided that tliere are no additional pickoff or summation points in either path. The resulting single element is represented by tlic sum of tlie element-; in the individual paths. (See lig. 6-14.)

Bule 6. Removal of a fecdback loop.
I fecthark loop with a formard transier function $F_{1}(s)$ and a feedtback transfer func:tion $F,(s)$ canbe replaced $b$ a single element rqual to $F_{1}(s) /\left|1-F_{1}(s) F F_{2}(s)\right|$. The minus sign is usecl when tlic leedback is additive. tlic plus sign when the feredback is subtrac tive. (See Fig. 6-15.)

Tho application of these rules 1 s illustrated br a reduction of the block diagram of Fig. 6-7 into one containing a s ngle element. As a first strp, the fecdback path containing sh anti $1^{\prime} / R_{2}$ is reduced to a single element by application of Rule 6 . Here, $\mathrm{F}_{1}(\mathrm{~s})$ corresponds to $1 / R_{2}$ anci $F_{2}(s)$ to $s L$. As a next step, the feedback path containing the new clement $\frac{1}{R_{2}}{ }_{\text {sL }}$ in the feedback path and the element 1 /Cs in the forward path is reduced


Figure 6-8. Equivalent configurations based upon superposition.


Figure 6-9. Combination of cascaded elements.


Figure 6-10. Movement of an element forward past a summation point.


Figure 6-11. Movement of an element backward past a summation point.


Figure 6-12. Movement of an element forward past a pickoff point.


Figure 6-13. Movement of an element backward past a pickoff point.


Figure 6-14. Combination of parallel paths.


Figure 6-15. Removal of a feedback loop.
to a single element. The cascaded elements in the forward path of Fig. 6-16(B) are then combined according to Rule 2. Finally, the feedback system of Fig. 6-16(C) is reduced in accordance with Rule 6 to a system containing a single element. The function in the block of this final diagram is the transfer function for the system.

## 6-1.4 Analog Computer Diagrams

Diagrams drawn to indicate how an analog computer should be set up to solve a particular equation are closely related to the general block diagrams discussed in the preceding paragraph. However, a specialized set of symbols has been developed to conform with the operations performed by the actual cIements of the computer. Although these sym-
bols are not completely standardized, those shown in Table 6-1 are representative. It should be noted that this listing does not contain a symbol for differentiation. At first, this might appear to be a serious omission inasmuch as analog computers are used extensively in obtaining the solution to differential equations. In practice, however, for reasons that will be discussed later, it is more feasible to employ the process of integration than the process of differentiation.

Although important applications of analog computation have been made in the solution of aIgebraic equations and partial differential equations, the engineer concerned with the design of fire control systems is interested in analog techniques chiefly as they apply in the study of svstems that can he described in

TABLE 6-1. SYMBOLS FOR ELECTROAIC ANALOG COMPUTING ELEMENTS.

| Opcration and symbol | Remarks |
| :---: | :---: |
| High-gain inverting amplifier | The high-gain amplifier represents the basic | building block of the clectronic differential analyzer

$x: 0 \longrightarrow-\infty \quad x_{0}$
$x_{0}=-A x$, where $|A| \rightarrow \infty$


Figure 6-16. Steps in the reduction of the block diagram of Fig. 6-7.
terms of ordinary differential equations and in the mechanization of equations as an operational part of the fire control computer. A discussion of the basic technique for solving ordinary differential equations by analog means will serve to clarify further the use of block diag rams and to introduce the elements used in analog computers.

## 6-1.5 Analog Solution of Differential Equations

In orderto introduce the techniques used for solving ordinary differential equations, consideras a simple example the differential equation

$$
\begin{equation*}
\frac{d x}{d t}+x^{2}=1 \tag{6-12}
\end{equation*}
$$

with the initial condition specified that $x=0$ at $t=0$. If the possibility of integration is presupposed, and if the derivative $d x / d t$ is assumed to be known, the function $x$ can be obtained, as indicated symbolically in Fig. $6-17$ (A) where use has been made of the symbols defined in Table 6-1. In an attempt to solve Eq. 6-12 the difficulty is encountered that the function $\mathrm{dx} / \mathrm{dt}$ is not given explicitly. M'hat is given is a relation involving $\mathrm{dx} / \mathrm{dt}$ and $x$. If, for the moment, the assumption is made that the function $x$ is known, the differential equation can be solved for $d x / d t$ to yield

$$
\begin{equation*}
\frac{d x}{d t}=1 \tag{6-13}
\end{equation*}
$$

The operations on the right-hand side of

Eq. 6-13 are indicated symbolically by Fig. 6-17(B). The two symbolic representations given in Figs. 6-17(A) and 6-17(B) can be combined to yield the diagram shown in Fig. 6-18. The $\mathbf{- 1}$ represents a fixed voltage obtaine from a reference source. The diagram given in Fig. 6-18 represents a closed-loop system thatbyits nature is forced to produce the desired solution, provided that the operations are performed in an ideal manner. Inasmuch as an integrator also serves as a summing unit, it is unnecessary to provide a summing unit as an individual component in the complete system. Fig. 6-19 incorporates this simplification.

The technique for solving a first-order equation is readily extended for the solution of an nth-order, linear, constant-coefficient differential equation of the generalized form
$a_{n} \frac{d^{n} y}{d t^{n}}+a_{n-1} \frac{d^{n-1} y}{d t^{n-1}} \quad+a_{1} \frac{a y}{d t}+a_{0} y=f(t)(6-14)$
First, the highest derivative is separated by putting the equation in the form

$$
\begin{equation*}
\frac{d^{n} y}{d t^{n}}=-\frac{1}{a_{n}}\left[a_{n}-1 \frac{d^{n-1} y}{d t^{n-1}}+\cdots+a_{1} \frac{d y}{d t}+a_{0} y-f(t)\right] \tag{6-15}
\end{equation*}
$$


(A) Diagram representing the integration of $d x / d t$

(B) Diagiam representing the operations in the expression $1-x^{2}$

Figure 6-17. Basic diagrams associated with the analog solution of the differential equation $(\mathrm{dx} / \mathrm{dt})+\mathrm{x}^{2}=1$.


Figure 6-18. Diagram combining Figs. 6-17(A) and 6-17(13)


Figure 6-19. Simplification of Fig. 6-18.

Then, the availability of this highest derivative is assumed, and it is integrated $n$ times to yield $y$. The various derivatives are multiplied by the appropriate coefficients, summed, added to $f(t)$, and finally multiplied by $-1 / a_{n}$ to give the highest derivative $d^{n} y / d^{n}$. Because the signs of outputs of successive integrators alternate, care must be taken to see that each term is added with the correct sign. This technique can be illustrated by reference to the setup diagram of Fig. 6-20 for solving the third-order equation

$$
\begin{equation*}
a_{3} \frac{d^{3} y}{d t^{3}}+a_{2} \frac{d^{2} y}{d t^{2}}-a_{1} \frac{d y}{d t} t a_{a} y=f(t) \tag{6-16}
\end{equation*}
$$

In this setup, the assumption has been made that all the coefficients in the equation arr. positive and less tlian unit). The occurrence of negative coefficients would require the addition or removal of inverting amplifiers, anci coefficients larger than unity would require the insertion of amplifiers with gains greater than unity.

## 6-1.6 TIPbS OF AAALOG COMPuTERS

If a physical system is to be useful as an analog, its performance must be analogous to that of the mathematical equations it is to simulate and it must be possible to measure the performance of the physical system accurately and conveniently. Although a great variety of physical systems ranging from rubber membranes to large assemblages of sophisticated electronic units have found use as analog computers, the types of most importance as components of fire control sys-
tems or as design aids in the development of fire control systems are either mechanical, electromechanical, or electronic computers. Each type possesses certain general advantages in speed, accuracy, or reliability, and a specific type may be best suited to performing a specified mathematical operation. Consequently, it is common to see more than one type of computing element in a single complete computer. Although four- to fiveplace resolution and three- to four-place accuracy aretypical of analog-computer performance in most simple operations of algebra and the calculus, the error resulting in the solution of an overall closed-loop system of medium complexity may be closer to 1 percent in a typical situation.

## 6-1.7 Electromechanical and Electronic Analog Computers

Any analog computer employing voltages and mechanical shaft angles as analog quantities falls into the electromechanical category. On this basis, nearly all computers, except the high-speed repetitive electronic type, fall into this category. In a somewhat more restrictive sense, the term electromechanical computer applies to computers in which a relatively large numper of instrument servos is used to perform such operations as multiplication and function generation. Although high accuracv can be achieved with properly designe! electromechanical computing elements, these units have a restricted speed of response and require somewhat more specinlized maintenance than purely electionic elements. As a result, the tendency in the design of general-purpose analog computers is away from the use of servos and other electromechanical units. lowever, where a large number of nonlinear functions must be generated and a large number of multiplications performed, such as in flight trainers. servos may offer the best overall solution. Servo multipliers, dividers, and function gencrators are discussed in par. 6-4 through par. 6-4.15.

The term electronic analog computer generally refers to an analog computer for solving ordiamr differentlal equations in which most, if not all, ni the computation is cone by purcly electronic necans. Such cornputers offer the advantage of much sreater


Figure 6-20. Setup for the solution of a linear third-order differential equation.
speed than a mechanical or electromechanical computer. In fact, all-electronic machines are sometimes designed to permit repeating the solution to a problem $10-60$ times per second. Specific computer components are described under par. 6-3 through par. 6-3.9.

6-1.8 A-C Type
In an a-c computer a carrier voltage, usually 400 cps , is used throughout the machine. Here, the amplitude of an analog quantity is represented by the amplitude of the a-c voltage and the sign of the quantity by whether this voltage is in phase or 180 degrees out of phase with a reference voltage. This a-c suppressed-carrier technique is advantageous when data are transmitted over great distances and when vector transformations are required. The a-c computer can make use of some of the same components as used in d-c computer, such as summing circuits and coefficient potentiometers, provided careful attention is given to phase shift between computer components. For example, the addition of two a-c voltages that are slightlyout of phase can lead to considerable error. However, integration cannot be performed with a high-gain amplifier and an RC feedback network. Instead, a velocity servo is usually employed as an integrator in a-c computers.

A-c signals can be used to drive twophase servomotors directly, to excite synchros, and to excite induction resolvers employed to perform trigonometric functions. The accuracy of an induction resolver is limited by magnetic uniformity and residual voltages, as well as by the difficulties of residual noise components and the problems of phase shift that arecommon to all inductive components. Nonetheless, the accuracy achieveable in a well-designed machine can be comparable with that achieved in a d-c computer.

In computers employing an alternatingcurrent voltage as the analog quantity, transformers can be used for performing addition (see Fig. 6-21). Ifaccurate results are to be obtained, the transformers must be nearly ideal.


Figure 6-21. Transformer summing circuit.

## 6-1.9 1)-(: Гуре

in a 1 -c: computer, all calculations arc carried out with direct currents or voltages representing the analog quantities. Shielding is used extensively to help minimize noise and interference troubles in the handling of low-level signals, with the shielding carefull, designed to avoid circulating ground currents. The amplifiers usedin a direct-current coniputer are perforce direct-coupled, leading to tlie requirements for response from zero cps to several thousand cps for real-tinic computers (Ref.par. 6-3.1) and to several hundred thousand cps for compressed-time applications. The drift cliaracteristics of the amplifiers must also be carefully controlled. Drift (change in the zero-signalrelerence level of the output) arises in cl-c amplifiers because of changes in powersupply voltages and heater voltages, changes in tlie characteristics of vacuum tubes or transistors, and changes in component values resulting I'rom variations in temperature or humidity. Idcalls, the input imperdance of a computer amplifier should be infinite, its output impedance zero, and its gain inf'initc. lor niost applications, these cliaracteristics are essentially achieved in modern vacuumtube computer amplifiers and rapid strides havc been made in recent years toward obtaining nearly as good characteristics from transistori»ed amplifiers. The strong appeal of transistorized design is offset by the intictently low input impedance and high output mimerdance characteristics of transistors, plus theirsusceptibilits totomperature variatoons. fortumatels for thie designer, so much work has been done in developing d-a amplifieps that (in ample rhoice from existing designs is available m militarv quality.

The d-c analog computer is basic alls a real-time device, but can be usce om a eombressed or extended time scale.

6-1.10 Blecurical Analog Computer-
The use of electrical netuorks as analos conputers has found wide application. frequentis, ater experience with the techniuse 1as been gained, it is possible to armange the electrical clements of resistance, inductanco, and apaetiance to mechanize complicuter phy: ic: : $x$ : iteme without the intermediate
step of formulating equation-, fior the glven system. The flow of elcetricity in the network is a useful analog in structural design problems, in establishing fluid flow in pipes, in predicting neutron densities in a reactor, and in a range of similar functional applications.

Configurations of an electrolvtic tank or a conducting sheet have currents that satisfy, under suitable conditions, various forms of tlie Laplace and Poisson partial differential equations. By these equations, it is possible to describe a great number o: physical phenomena in the fields of electrodynamies, fluisl dynamiss, thermodvnamics, and related problems.

Voltages can lie summed electrically in the simple resistance network shown in lig. 6-22. The output voltage $v_{o}$ is given by tlie expression

$$
\begin{equation*}
v_{0}=\frac{R_{2}}{R_{1}+R_{2}} v_{1}+\frac{R_{1}}{R_{1}-R_{2}} v_{2} \tag{6-17}
\end{equation*}
$$

Although this sircuit can be extended to permit summing $n$ voltages, it bas the disadvantage that the resistance across which the output voltage $v_{0}$ is developed in lluences the result obtained.

To perform electrical ditferentiation, a voltage proportional to the derivative of a second voltage can be gencrated by a resisi-ance-capacitance ( $R C$ ) circuit or a resist-ance-inductance (Fl.) circuit 'sec Fig. 6-23). For many applications, a relative!, epude apmoximation of the acrivative ti suriicoment


[^32]and these simple circuits suffice. The accuracy of the RC differentiatoris improved by using small values of $R$ and $C$ (short tisi e constant), but this leads to a small output voltage. Likewise, the $\mathrm{R} L$ differentiator requires a large $R$ and a small $L$ for high accuracy.

| C |  |
| :---: | :---: |
| input e | $R$ |

(A) RC Differentiator

(B) RL Differentiator

Figure 6-23. Differentiating circuits.

## 6-1.11 Mechanical Analog Computers

Mechanical analog computers generate problem solutions primarily by mechanical means. Although they have been displaced almost completely by electronic or electromechanical computers for general-purpose applications, they are still widely used as special-purpose computers. The accuracy achievable with the best mechanical computing elements exceeds that obtainable with electronic elements, and a mechanical computer can be reliable even when operated in an unfavorable environment.

Specific mechanical computing elements -- based upon the use of cams, linkages, and gears -- are described in par. 6-4 and include summation devices, integrators, multipliers and dividers, resolvers, and function generators.

In mechanical computers, three types of error contribute inaccuracies to the mechani zation of mathematical relationships:
(1) Theoretical errors due to the inherent approximations of the geometry.
(2) Fabrication errors due to manufacturing tolerances and necessary clearances.
(3) Sliperrors where friction drives or belt-connected units are required.

## 6-2 ANALOG SOLUTION OF EQUATIONS

## 6-2.1 BASIC SOLUTION METHODS

## 6-2.2 Ordinary Differential Equations ${ }^{2}$

The analog technique for the solution of a simple, first-order differential equation is presented in par. 6-1.5. This technique is thenextended to the solution of a generalized nth-order, linear, constant-coefficient differential equation. Solution of such an equation (Ref. Eq. 6-14) requires only integration, generator of $f(t)$, and the operations of summation and multiplication by constant coefficients because the function defining the highest derivative of the dependent variable is a linear function of $f(t)$ and the derivatives of $y$.

Analog computers are of special importance in solving ordinary differential equations. General-purpose computers of this type are called differential analyzers. The solution of ordinary differential equations by analog means is presented in the paragraphs which follow. The solution of other types of equations by analog methods is covered in succeeding paragraphs. These include the solution of simultaneous linear algebraic equations, nonlinear algebraic equations, and partial differential equations.

As a specific example of the solution of an ordinary differential equation by analog methods, consider the equation

$$
\begin{equation*}
69.4 \frac{d^{2} y}{d t^{2}} \mathrm{t} 9.17 \frac{d y}{d t} ; y-20 \tag{6-18}
\end{equation*}
$$

This leads to the analog-computer setup shown in Fig. 6-24. However, such a setup is not unique because Eq. 6-18 can be rewritten in the form

$$
\begin{equation*}
\frac{d^{2} y}{d f^{2}}+\frac{9.17}{69.4} \frac{d y}{d t}+\frac{1}{69.4} y=\frac{20}{69.4} \tag{6-19}
\end{equation*}
$$

Eq. 6-19 could be solved with the alternative computer arrangement shown in Fig. 6-25.


Figure 6-24. Analog-computer setup for a simple linear differential equation.


Figure 6-25. Alternative analog-computer setup for a simple linear differential equation.

The solution of equations outside this special class requires the use of nonlinear operations. Of these operations, the most important are the multiplication of two variables and the generation of functions of one variable. Some problems may require generation of functions of two or more variables, but often these a re built up, at least approximately, from simpler operations. Fortunately, most of the problems encountered in practice can be handled in this way because, as discussed in par. 6-2.17, generation of functions of two or more variables is difficult.
liquations that contain time-varying coefficients may be considered one step more complex tlian linear, constant-coefficient, ordinary, differential equations. Tlie equation

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}} t C \frac{d y}{d t}+f(t) y-1 \tag{6-20}
\end{equation*}
$$

where $C$ is a constant, is a simple example of this type and can be solved with the analogcomputer setup illustrated in Fig. 6-26. Nonlineal. differential equations, of which the following equation is a simple illustration, represent a still more complex type.

$$
\begin{equation*}
\frac{d^{2} y}{d t^{2}}+f(y) \frac{d y}{d t}, y=1 \tag{6-21}
\end{equation*}
$$

Although the mathematical structure of Eqs. 6-20 and 6-21 is quite different, essentially the same computer operations are required in both cases, as can be seen by comparison of Fig. 6-26 with Fig. 6-27, which is an analog-computer setup diagram for solution of Eq. 6-21.


Figure 6-26. Analog-computer setup for a simple linear, time-varying differential equation,


Figure 6-27. Analog-computer setup for a simple nonlincar differential equation.

## 6-2.3 Simultaneous Linear Equations ${ }^{3}$

The problem of finding the unknown $\mathrm{x}^{\prime} \mathrm{s}$ that satisfy a set of simultaneous equations of the gencralized form

$$
\begin{align*}
& a_{11} x_{1}=a_{12} x_{2}+\cdots \cdot a_{1 n} x_{n}+b_{1}-0 \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots \cdot a_{2 n} x_{n}+b_{2} 0  \tag{6-22}\\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& a_{n 1} x_{1}+a_{n} x_{n} \cdots \cdots \cdot a_{n n} x_{n} \cdot b_{n}
\end{align*}
$$

several hundred equztions, most problems of tliis class now are solved digitally. In certain applications, however, that involve a maximum of 12 to $1 \overline{5}$ simultaneous equations, some convenience may be gained by use of' analog techniques.

Two basically different methods exist for tlie analog solution of a set of linear simultaneous algebraic equations:
(1) Iterative, or successive-approximation, methods.
(2) Closed-loop or direct-solution methods.
In schemes employing the iterative method, the $a$ and $b$ coefficients are represented on groups of potentiometers. With the potentiometers representing the coefficients $a_{11}$ through $a_{1 n}$ and $b_{1}$ switched into the circuit, the potentiometer representing $x_{1}$ is adjusted to give a null on an indicator. The second bank of potentiometers is then switchedinto the circuit and the potentiometer representing $x_{2}$ is adjusted to satisfy the second equation. This process is continued until each equation in turn has been switched into tlie circuit ancl tlie corresponding x potentiometer lias been adjusted for a null. The process is then repeated until a set of $x$ 's is ohtained that yields a balance for each equation of tlic set. Tlie values of the $x^{\prime} s$ are then read directlv from the potentiometers.

Direct solution of a set of simultaneous algebraic equations by analog methods can be accomplished by employing feedback across high-gain computing amplifiers. The arrangement shown in Fig. 6-28 is for solving only two equations, but may be extended directly for solving systems of more equations. The desired a's and b's are set into the appropriate potentiometers, antl the $b$ potentiometers are excited from a fixed voltage $E$. The output voltages $e_{1}$ and $e_{2}$ of the amplifiers represent the values of the unknowns $x_{1}$ and $x_{2}$. Because the gain characteristic of the amplifiersis a function of frequency, the use of feedback around the amplifiers may lead to instability in circuits of the type shown. However, straightforward means exist for circumventing this difficulty.

## 6-2.4 Nonlinear Algebraic Equations ${ }^{3}$

$\wedge$ nonlinear algebraic equation that occurs frequently in scientifjc work has the generalized form

$$
\begin{equation*}
a_{n} z^{n}+a_{n-1} z^{n-1} \quad, \cdots+a_{2} z^{2}+a_{1} z \cdot a_{0}-0 \tag{6-23}
\end{equation*}
$$

where $a_{1}, a_{1}, a_{2}, \ldots, a_{n-1}$, antl $a$, are constants. General solutions to higher than fourth-degree polynomial equations cannot bc obtained and considerable effort has been


Figure 6-28. Circuit for a closeci-loop solution of a pair of simultaneous cequations.
devoted to developing machine methods for solving these equations. Mechanical, hydraulic, and electrical analog schemes have been used to a limited extent. With the development of digital techniques, however, the worker desiring to solve any number of polynomial equations usually uses a digital computer.

Basically, the solution of a polynomial equation requires generation of the required powers of the variable $z$, multiplication of these quantities by coefficients, and summation of the resultant terms with the constant a, The variable $z$ is swept through a range of values, and a root occurs whenever the sum is zero. If the coefficients and the roots are all real, potentiometers and simple summing circuits are sufficient to perform the required operations. Complex roots can be handled by converting the original equation in $z$ into a pair of simultaneous equations by the substitution of. $z=x+i y$ or by conversion of the equation into trigonometric form by the substitution of $z=r(\cos \theta+i \sin \theta)$.

Numerous variations of these techniques -- as well as a number of other schemes -have been proposed, but they have received little attention since digital methods have become widely available.

## 6-2.5 Partial Differential Equations ${ }^{3}$

The solution of partial differential equations by analogmeans is based upon the same concept as the solution of ordinary differential equations; namely, that the behavior of a variety of physical systems can be expressed bymathematical equations of the same form. Partial differential equations are generally more complex and difficult to solve analytically than ordinary differential equations, and a great deal of attention has been given to the development of analog methods of solution. However, generali zed partial-differen-tial-equation computers do not exist. Equipment must be tailored to a specific problem or narrow class of problems, and the tendency has been for each group of analysts to construct its own analogs.

Partial differential equations that are encountered frequently in scientific work and that have been investigated by analog techniques include the following:
a. Laplace's equation:

$$
\begin{equation*}
\nabla^{2} \phi+0 \tag{6-24}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla^{2} \dot{\psi}=\frac{\dot{\partial}^{2} \phi}{\partial x^{2}}+\frac{\dot{\partial}^{2} \dot{\psi}}{\partial y^{2}}+\frac{\dot{\partial}^{2} \phi}{\partial z^{2}} \tag{6-25}
\end{equation*}
$$

b. Diffusion equation:

$$
\begin{equation*}
\nabla_{i, t}^{2}=K \frac{\partial \phi t}{\partial t} \tag{6-26}
\end{equation*}
$$

c. Wave equation:

$$
\begin{equation*}
V^{2} t=K \frac{1^{2} t}{; \pi^{2}} \tag{6-27}
\end{equation*}
$$

d. Poisson's equation:

$$
\begin{equation*}
\nabla 2_{4}=f(x, y, z) \tag{6-28}
\end{equation*}
$$

e. Wave equation with damping:

$$
\begin{equation*}
i^{2} \dot{f}-K_{1} \frac{\pi^{-} \dot{t}}{-}+K_{-} \frac{\dot{i} i}{b}+K_{2} \tag{6-29}
\end{equation*}
$$

f. Equations from theory of elasticity:

$$
\begin{equation*}
\because^{4} \alpha-0 \tag{6-30}
\end{equation*}
$$

$$
\begin{equation*}
\because 4 \%=K \frac{a^{4} t}{2 t^{2}} \tag{6-31}
\end{equation*}
$$

and
where

$$
\begin{equation*}
y^{4}:=\frac{\partial^{4} i z}{i x^{4}}+2 \frac{a^{4} t}{2 x^{2} i y^{2}}+\frac{i^{4} t}{-y^{4}} \tag{6-33}
\end{equation*}
$$

Conductive solids, conductive liquids, resistance networks, resistance-reactance networks, electronic analog computers of the type used to solve ordinary differentia! equations, and nonelectric schemes, such as hydrodynamic analogs, elastic-sheet analogs, and soap films, have been used for the analog solution of partial differential equations.

## 6-2.6 SCALE FACTORS ANDTIMESCALES ${ }^{2}$

After the basic block diagram for the representation of a physical system has been determined, scalc factors must be assigned that relalc (1) the amplitudes of voltages within the computer to the magnitudes of the corresponding mathematical variables in the differential equation to be solved and (2) the time required for an event to take place in the computer (real time) to the time required for it to occur in the problem being investigated (problem time).

In an elcctronic computer, the relationship between an equation variable $y$ and its corresponding voltage $v_{1}$ can be written

$$
\begin{equation*}
v_{1}=a_{1} y_{1} \tag{6-34}
\end{equation*}
$$

In general, the scalcfactor $a_{1}$ is a dimensional constant sincc $y_{1}$ and $v_{1}$ usually have different dimensions. For example, if $y_{1}$ is a distance measured in feet, and 5 volts of $v_{1}$ correspond to 1 foot of $y_{1}$, Eq. 6-34 bccomes

$$
\begin{equation*}
v_{1}=(5 v f t) y_{1} \tag{6-35}
\end{equation*}
$$

Because a computer. contains more than one variable, the relationships between scale factors of different variables must be taken into account in the operation of a computer.

Considcration of the block diagram for the completely generalized analog-computing component shown in Fig. 6-29 leads to a method for handling scale factors that is applicablc to any analog element the analyst may encounter. The output $v_{o}$ of this component, as a function of the inputs $v_{i}$ and machine time $\tau$, canbe expressed as

$$
\begin{equation*}
v_{0}=g\left(v_{1}, v_{2}, \ldots, v_{n}, \tau\right) \tag{6-36}
\end{equation*}
$$



The corresponding relationship in the physical situation can be expressed as

$$
\begin{equation*}
y_{0}=f\left(y_{1}, y_{2}, \ldots, y_{n}, t\right) \tag{6-37}
\end{equation*}
$$

Computer variables and tle corresponding problem variables can be related by a group of equations each of which has the form of Eq. 6-34, i.e.,

$$
\begin{align*}
& v_{0}=a_{0} y_{0}  \tag{6-38}\\
& v_{1}=a_{1} y_{1} \\
& \cdot \\
& v_{n}=a_{n} y_{n} \\
& z=a_{1} t
\end{align*}
$$

Substitution of the relationships of Eq. 6-38 into Eq. 6-36 yields

$$
\begin{equation*}
a_{0} y_{0}=g\left(a_{1} y_{1}, a_{2} y_{2}, \ldots, a_{n} y_{n}, a_{\uparrow} \dagger\right) \tag{6-39}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{0}=\frac{1}{a_{n}} g\left(a_{1} y_{1}, a_{2} y_{2}, \ldots, a_{n} y_{n}, a_{t} t\right) \tag{6-40}
\end{equation*}
$$

For any particular element, the scale factors can be evaluated by comparison of Eq. 6-40 with Eq. 6-37. Multiplication of a variable $y_{1}$ by a dinensionless constant $k$, as expressed by

$$
\begin{equation*}
r_{0}=k y_{1} \tag{6-41}
\end{equation*}
$$

represents the simplest situation involved. The analog equivalent of this process is shown in Fig. 6-30, where the symbols above the lines denote equation variables and those below the lines denote computer variables. The analog component introduces a fixed gain c and gives an output

$$
\begin{equation*}
v_{0}=c v_{1} \tag{6-42}
\end{equation*}
$$

Substitution of the appropriate rclationships of Eq. 6-38 into Eq. 6-42 yields

A change in the time scale on which a computer is operating can be effected by changing only those components performing operations inherently dependent on time. For example, the solution time for a thirdorder linear differential equation with the setup described could be doubled merely by halving the gains of each of the three integrators. No change in the initial conditions, the summing circuit, or the coefficient potentiometers would be required.

As a practical matter, it is desirable to arrange an analog computer (unless it is of the high-speed repetitive type) for a solution time in the range of 30 seconds to 2 minutes. Alower limit is set by the speed of response of mechanical elements, such as servo units or recorders, while an upper limit is set by integrator drift.

## 6-2.7 LINEAR OPERATIONS ${ }^{2}$

Pars. 6-1 and 6-2.2 show that ordinary differential equations can be solved by the instrumentation of various mathematical operations. The present discussion summarizes briefly techniques used to instrument linear operations and provides appropriate references to the more detailed discussions of specific devices that are given later in the chapter.

## 6-2.8 Scale Changing

The simplest operation performed in an electronic analog computer is scale changing, i.e., multiplying by a fixed Coefficient. This is accomplished by means of a high-gain amplifier with resistive feedback, as shown in Fig. 6-34.

If negligible current flows into the amplifier, the error voltage can be written directly as

$$
\begin{equation*}
v_{e}=\frac{R_{f}}{R_{i}+R_{i}} v_{i}+\frac{R_{i}}{R_{i}+R_{f}} v_{0} \tag{6-57}
\end{equation*}
$$

Furthermore, the output of the amplifier is related to its input by the relationship

$$
\begin{equation*}
v_{0}=-A v_{e} \tag{6-58}
\end{equation*}
$$

Where the amplifier gain is very high, the combination of Eqs. 6-57 and 6-58 shows that

$$
\begin{equation*}
v=-\frac{R_{f}}{R_{i}} v_{i} \tag{6-59}
\end{equation*}
$$

Examination of Eq. 6-59 shows that the gain of the circuit in Fig. 6-34 can be adjusted by a change in the value of either the input resistor or the feedback resistor. Because practical difficulties associated with the closed-loop stability of the amplifier may be encountered if an attempt is made to vary the feedback resistor over a wide range, the usual practice is to employ one fixed value of $R_{f}$ ( 1 megohm is the usual value) and to vary $R_{i}$ to change the overall gain. Although continuous adjustment of the gain over a range of 10 to 1 is easily achieved by variation of $R_{i}$, this method of setting arbitrary gains is not the one most frequently employed because, as shown by Ey. 6-59, the gain varies inversely with $R_{i}$ and, consequently, setting $R_{i}$ is somewhat inconvenient. The more usual practice is to permit adjustment of the overall gain in steps -- such as 1,2 , 4 , and 10 -- by selection of the appropriate input resistance, and to provide continuous gain adjustment, when required, by the use of a potentiometer connected as shown in Fig. 6-35. In many applications, the error caused by loading the potentiometer with the resistance $R_{i}$ is negligible, since typical


Figure 6-34. Amplifier with resistive feedback,


Figure 6-35. Use of a potentiometer for continuous gain adjustment.
values for the total resistance of the potentiometer range from 10,000 to $30,000 \mathrm{ohms}$, whereas $R_{j}$ may range from 100,000 to $1,000,000$ ohms. When inereased aceuracy is required, the potentiometer setting ean be made with the aid of a digital voltmeter or a precision attenuator after the particular resistance $R_{i}$ to be used is connected.

## 6-2.9 Summation

The eireuit used for seale ehanging, and ineidentally for providing sign reversals, is readily extended, as shown in Fig. 6-36, for a summation of voltages. If the error voltage in the eireuit of Fig. 6-36 is negligible (that is, the amplifier gain is very large), the output voltage ean be shown by simple eircuit theory to be given by the equation

$$
\begin{equation*}
v_{0}=-\left(\frac{R_{f}}{R_{1}} v_{1}+\frac{R_{f}}{R_{2}} v_{2}+\cdots+\frac{R_{f}}{R_{n}} v_{n}\right) \tag{6-60}
\end{equation*}
$$

One summing-eireuit arrangement used commereially provides seven inputs with respective gains of $1,1,1,4,4,10$, and 10 . By connecting an input signal to the proper combination of input terminals, any integral value of amplifier gainfrom 1 to 31 may be obtained with this arrangement.

Since subtraction is the same process as addition, exeept that the sign is reversed, subtraction is not treated separately.

Electronic techniques for addition are diseussed in par. 6-3.3, while meehanical techniques are discussed in par. 6-4.1.

## 6-2.10 Integration

The analog solution of ordinary differential equations is based on the use of integrators. Integration can be performed mechanically with ball-and-disk or diskdisk meehanisms (see par. 6-4.2), electromeehanieally with a rate servomechanism (see par. 6-4.2), or electrically with an RC


Figure 6-36. Representative circuit for the summation of $n$ voltages.
feedback network around a high-gain amplifier (see par. 6-3.1). Pneumatic integrators, in which a gas is passed through an orifice into a tank, are also used.

Probably the firstmechanical integrating device was the planimeter invented in 1814 by J. M. IIermann. Over the next 40 years, various planimeters were proposed, but this work did little to introduce integrating devices into mathematical analysis. In the early 1860's, James Thomson proposed a disk-sphere cylinder integrator, and about 10 years later William Thomson (wholater became Lord Kelvin) conceived the basic idea of interconnecting integrators to obtain analog solutions to ordinary differential equations. The use of electronic integrators originated during World War 11.

The basic circuit for performing integration in electronic analog computers is similar to that employed for scale changing but, as shown in Fig. 6-37, employs capacitive, ratlier than resistive, feedback. If, as before, the ideal-amplifier situation is analyzed, the input current $i_{i}$ can be written as

$$
\begin{equation*}
i_{i}=\frac{v_{i}}{R_{i}} \tag{6-61}
\end{equation*}
$$

Because the input circuit of the amplifier draws negligible current, the feedback current $i_{f}$, as defined in Fig. 6-37, is the negative of $i_{i}$ or

$$
\begin{equation*}
I_{f}=-\frac{v_{i}}{R_{i}} \tag{6-62}
\end{equation*}
$$

If the error voltage is negligible, the voltage across the capacitor equals the output voltage and, consequently, can be written as

$$
\begin{equation*}
v_{0}-\frac{1}{C} \int_{0}^{t_{1}} i_{f} d i+v_{0}(0) \tag{6-63}
\end{equation*}
$$

where $\tau$ is computer time (real time) and $t_{1}$ is the time for which $v_{0}$ is determined.
Substitution of Eq. 6-62 into Ey. 6-63 yields

$$
\begin{equation*}
=-\int_{0}^{\prime} v_{i} d \tau+v_{0}(0) \tag{6-64}
\end{equation*}
$$

Eq. 6-64 shows that the gain factor of the integrator is determined by the product $\mathrm{R}_{\mathrm{i}} \mathrm{C}$ of the input resistor and the feedback capacitor. With the integrator, as with the scale changer, the error resulting from noninfinite amplifier gain is negligible in practical applications. However, the feedback capacitor used in an electronic integrator must have a veryhigh leakage resistance or the performance of the integrator deteriorates. Again for the case of an infinite-gain amplifier, analysis of the circuit of Fig. 6-37 with the addition of aleakage resistance $\mathrm{R}_{\mathrm{L}}$ in parallel with the capacitance $C$ yields the relationship

$$
\begin{equation*}
v_{0}--\frac{1}{R_{i} C_{s}+\frac{R_{i}}{R_{L}}} v_{i} \tag{6-65}
\end{equation*}
$$

which has been transformed into the frequency domain, with $s$ as the complexfrequency variable. Thus, a noninfinite $R_{L}$ determines the frequency at which the operation of this circuit departs by a specified amount from that of an ideal integrator defined by the equivalent relationship

$$
\begin{equation*}
v_{0}=-\frac{1}{R_{i} c s} v_{i} \tag{6-66}
\end{equation*}
$$

The leakage resistance of a good $1-\mu \mathrm{f}$ integrator capacitor, which usually employs polystyrene as the dielectric, may have a typical value of $1,000,000 \mathrm{megohms}$. This value of leakage resistance causes the performance to depart from that of an ideal integrator by the introduction of a phase error of $1 \mathrm{milli}-$ radian at a frequency of $1 \mathrm{millirad} / \mathrm{sec}$. Consequently, very long solution times must be involved before leakage resistance introduces appreciable errors. Grid current in the input stage of the amplifier in Fig. 6-37 presents another limit on integrator performance. Here, the extraneous output resulting from grid current is given by

$$
\begin{equation*}
e_{0}=-\frac{1}{C} \int_{0}^{t} i_{g} d \tag{6-67}
\end{equation*}
$$

where $i_{g}$ is the grid current. Grid current produces an offset that increases with time and thus sets a limit on the maximum solution time that can be used before a specified error builds up.


Figure 6-37. Hasic circuit for integration.

In order. to use an integrator in an electronic differential analyzer, means must be provided to set the initial value of the integral at any arbitrary value. Because the value of tlie integral in the circuit of Fig. 6-37 is proportional to the voltage across the capacitor, the direct way to set the initial value is to place a charge on tlie capacitor prior to the start of the solution. Fig. 6-38 illustrates a basic circuit often used. In the INITIAL CONDITION position, the amplifier input is switched to a resistive network. The potentiometer setting determines the voltage to which the capacitor is charged. When the switch is placed in the COMPUTE position, the capacitor initially retains its charge, but the rircuit begins to function as an integrator. In tlie solution of a set of equations, a number of such integrator circuits must be switched simultaneously. Consequently, the switching
usually is accomplishod with a number oi relays with their coils connected in parallel and energized through a common switch. C'losing a single switch then activates all the relay coils simultaneously, and tlie solution begins.

## 6-2.11 Synthesis of Rational Transfer Func-

 tionsAnalog-computer studies often involve transfer functions of tlie form

$$
\begin{equation*}
H(s)=\frac{a_{n} s^{n}=a_{n-1} s^{n-1}, \cdots+a_{0}}{s^{n}-b_{n-1} s^{n-1}+\cdots+b_{0}} \tag{6-68}
\end{equation*}
$$

where $s$ is the complex-frequency variable and the a's and b's are real constants. Such functions can be instrumented by an appro-


Figure 6-38. Electronic integrator with initial-condition circuit.
priate combination of the basic operations of integration, summation, and multiplication by a constant coefficient, as shown in Fig. 6-33.

This method is particularly suitable for realizing transfer functions having a small number of poles, particularly if the coefficients in the function require frequent change. Since the coefficients appear directly as the gains of amplifiers, almost no calculations are required in the synthesis. IIowever, if high-order functions are to be synthesized, an excessively large number of active units is required by this method, and the equipment reduction effected by using the methods discussed in the remainder of this section may assume practical significance.

The simplest generalization of the basic integrator circuit is shown in Fig. 6-40. If an ideal amplifier with infinite gain is assumed, analysis of the circuit of Fig. 6-40 in terms of admittances leads to the relationship

$$
\begin{equation*}
\frac{e_{0}}{e_{i}}=-\frac{Y_{A}}{Y_{B}}- \tag{6-69}
\end{equation*}
$$

If $Y_{A}$ and $Y_{B}$ are two-terminal $R C$ networks, all theirpoles and zeros must alternate along
the negative realaxis of the complex frequency plane and the lowest critical frequencies must be zero. Consequently, the poles and zeros of the transfer function also must lie on this axis, but two poles or two zeros may occur together, and the lowest critical frequency may be a pole. Anytransferfunctions meeting these conditions can be written in the form

$$
\begin{equation*}
\frac{e_{0}}{e_{i}}=-\frac{\frac{N(s)}{G(s)}}{\frac{D(s)}{G(s)}} \tag{6-70}
\end{equation*}
$$

where $N(s)$ and $D(s)$ are polynomials having the forms, respectively, of the numerator and denominator of Eq. 6-68 and where G(s) canbe selected sothat $N(s) / G(s)$ and $D(s) / G(s)$ canbe realized astwo-terminal RC networks.

The synthesis of $\mathrm{Y}_{\mathrm{A}} \mathrm{can} b \mathrm{e}$ carried out in several ways, one of the simplest being to expand $N(s) / G(s)$ in the form

$$
\begin{equation*}
\frac{N(s)}{G(s)}=s\left(C_{1}+\sum_{i=2}^{Q} \frac{\frac{1}{R_{i}}}{s+\frac{1}{R_{i} C_{i}}}\right) \tag{6-71}
\end{equation*}
$$



Figure 6-39. Integrator realization.



Figure 6-40. Block diagram for one-amplifier realization with twoterminal networks.
where

$$
\begin{equation*}
i_{1}=Y_{A 11} e_{1}-Y_{A 12} e_{2} \tag{6-75}
\end{equation*}
$$

$$
\begin{equation*}
C_{1}=\lim _{s \rightarrow \cdots}\left[\frac{1}{s} \frac{N(s)}{G(s)}\right] \tag{6-72}
\end{equation*}
$$

The sum

$$
\begin{equation*}
\sum_{i=2}^{Q} \frac{\frac{1}{R_{i}}}{s+\frac{1}{R_{i} C_{i}}} \tag{6-73}
\end{equation*}
$$

is obtained by making a partial-fraction expansion of

$$
\begin{equation*}
\frac{1}{s}\left[\frac{N(s)}{G(s)}-C_{1} s\right] \tag{6-74}
\end{equation*}
$$

The resulting network is shown in Fig. 6-41, where the values of $R_{i}$ and $C_{i}$ are in ohms and farads.

Substitution of three-terminal networks in place of the two-terminal networks of Fig. 6-40 yields a useful generalization of this method of synthesis. The resulting circuit, illustrated in Fig. 6-42, can be analyzed in terms of the input, output, and transfer admittances of the network. These admittances are defined forthe $A$ network by the relationships


Figure 6-41. Resulting form of synthesis network,


Figure 6-42. Block diagram for oneamplifier realization with threeterminal networks.
where the currents and voltages are shown in Fig. 6-43. A similar definition applies to the $B$ network. The voltages in the eircuit of Fig. 6-42 are related by the equation

$$
\begin{equation*}
e_{2}\left(Y_{A 22}+Y_{B 22}\right)-e_{i}\left(Y_{A 12}\right)+e_{0}\left(Y_{B 12}\right) \tag{6-77}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
e,=-A e_{2} \tag{6-78}
\end{equation*}
$$

Solution of Eq. 6-77 and Eq. 6-78 yields the following relationship for the transfer function $e_{o} / e_{i}$ :

$$
\begin{equation*}
\frac{Y_{A 12}}{Y_{Y_{B 12}}+\frac{Y_{A 22}+Y_{B 22}}{A}} \tag{6-79}
\end{equation*}
$$

As A becomes infinite, $e, / c_{j}$ approaehes the negative of the ratio of the transfer admittanees, that is,

$$
\begin{equation*}
\frac{e_{0}}{e_{;}}--\frac{Y_{A 12}}{{ }_{\prime 1},} \tag{6-80}
\end{equation*}
$$

The error caused by a finite value of $A$ can be evaluated from Eq. 6-79 whieh is the exact expression for the realized transfer function. The errors can be determined either as the displacements of the poles of the realized transfer function from the desired poles or as the error in the amplitude and phase of the realized transfer function at real frequencies. To keep the error small, it is
necessary that the following relationship hold at all frequencies:

$$
\begin{equation*}
Y_{B 12} \therefore \frac{Y_{A 22}+Y_{B 22}}{A} \tag{6-81}
\end{equation*}
$$

At high frequencies, either or both of the output admittanees $Y_{A 22}$ and $Y_{322}$ may tend to become infinite. If such is the case, the $B$ network should be so designed that $Y_{B 12}$ also gocs to infinity at high frequencies.

The transfer admittance of a threeterminal network formed entirely of resistances and eapaeitances can have only simple poles that must lie on the negative real axis of the eomplex-frequency plane, but may have zeros that lie anywhere in the complex-frcqueney plane except on the positive real axis and that need not be simplc. The poles of $e, / e$; in Eq. 6-80 follow from the poles in $\mathrm{Y}_{\mathrm{A} 12}$ or from the zeros of $\mathrm{Y}_{\mathrm{B} 12}$, wliilethe zeros of $e_{o} / e_{i}$ follow from the zeros of $\mathrm{Y}_{\mathrm{A} 12}$ or from the poles of $\mathrm{Y}_{\mathrm{B} 12}$. Consequently, littlc theoretieal restriction is placed ontlie type of transfer impedance that can bc formedbyusing a eireuit of the type shown in Fig. 6-42.

Several general proeedures for synthesizing three-terminal 13C networks have been given in tlie literature ${ }^{4,5}$. These procedurcs. are too lengthy to inelude here, but are relatively straightforward.

The principal restrictions imposed on this realization are the complexity of the synthesis calculations, the large number of elements, and the great range of element values that may be required.

Although few theoretical limitations are imposed on the type of transfer function realizable with the single-feedback-amplifier method just deseribed, tlie use of additional amplifiers pcrmits inereased flexibility in the realization of the transfer function. This


Figure 6-43. Definition of admittances.
flexibility can reduce the number of passive elements required to obtain a given function, decrease the spread of element values, and simplify the synthesis calculations. Such expedients are particularly important when complicated functions with many poles must be realized.

One synthesis metliod using three amplifiers is developed to demonstrate that any transfer function can be realized in this way. Once the particular method is understood, many possible variations become obvious.

The circuit for the three-amplifier realization is shown in Fig. 6-44. This circuit differs from the one-amplifier realization shown in Fig. 6-42 only by the addition of the $C$ and I) networks and the inverting amplifiers driving these networks. As is brought out in the following discussion, two-terminal networks are sufficient to realize any transfer function; hence, this case is considered.

The voltages in the system obey the relationships

$$
\begin{equation*}
e_{2}\left(Y_{A}+Y_{B}+Y_{C}-Y_{D}\right)-e_{i}\left(Y_{A}-Y_{C}\right)+e_{D}\left(Y_{B}-Y_{D}\right) \tag{6-82}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{\circ}--A e, \tag{6-83}
\end{equation*}
$$

Solution of Eq. 6-82 and Ey. 6-83 yields the following relationship forthe transfer function from $c_{i}$ to $e_{6}$ :

$$
\begin{equation*}
\left.\frac{e_{0}}{Y_{B}-Y_{D}+\left(\frac{Y_{A}-Y_{C}}{Y_{A}+Y_{B}-Y_{C}+Y_{D}}\right.} \frac{A}{}\right) \tag{6-84}
\end{equation*}
$$

As A becomes large, Eq. 6-84 assumes the limiting form

$$
\begin{equation*}
e_{o}-\frac{Y_{1}-Y_{C}}{e_{i}} \tag{6-85}
\end{equation*}
$$

If the desired transfer function is expressed as a ratio of two polynomials $N(s) / D(s)$, the admittances must satisfy the relationship

$$
\begin{equation*}
\frac{Y_{A}-Y_{C}}{Y_{B}-Y_{D}}-\frac{N(s)}{D(s)} \tag{6-86}
\end{equation*}
$$

In order to realize the admittances as RC networks, H.q. $6-86$ is separated to give

$$
\begin{equation*}
Y_{A}-Y_{C}-\frac{N(s)}{G(s)} \tag{6-87}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{B}-Y_{D}=\frac{D(s)}{G(s)} \tag{6-88}
\end{equation*}
$$

where $G(s)$ is an arbitrary polynomial which does not alter the realized transfer function.


Figure 6-44. Block diagram for three-amplifier realization.

The realization follows the method used to obtain $Y_{A}$ and $Y_{B}$ in Fig. 6-40. The fraction $N(s) / G(s)$ is expanded in the series given by Eq. 6-71, and the terms in the resulting expansion are divided between the $A$ and $C$ networks in such a way that all the elements have positive values. The additional freedom gained from allowing negative terms in the expansion makes possible the realization of any ratio $N(s) / G(s)$ with two-terminal $R C$ networks, provided that the two following conditions are met: (1)the zeros of G(s) lie on the negative real axis; (2) the ratio $\mathrm{N}(\mathrm{s}) /$ $G(s)$ goes to infinity no faster than $s$ as $s$ becomes infinite. An identical procedure is used to realize the ratio $D(s) / C r(s)$.

The error introduced by a finite gain $A$ can be evaluated from Eq. 6-84 which is the exact expression for the realized transfer function. The method is the same as the method already described for evaluating the errors in the one-amplifier realization, However, in Eq. 6-84, the possibility exists of changing the synthesis procedure slightly to realize exactly the desired transfer function with a finite value of A. Eq. 6-84 can be rewritten in the form

$$
\begin{equation*}
\frac{e_{0}}{e_{i}}=-\frac{Y_{A}-Y_{C}}{Y_{B}\left(1+\frac{1}{A}\right)-Y_{D}\left(1-\frac{1}{A}\right)+\frac{1}{A}\left(Y_{A}+Y_{C}\right)} \tag{6-89}
\end{equation*}
$$

If the desired transfer function is again designated by the ratio $N(s) / D(s)$, it can be realized by making

$$
\begin{equation*}
Y_{A}-Y_{C}=\frac{N(s)}{G(s)} \tag{6-90}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{B}\left(1+\frac{1}{A}\right)-Y_{D}\left(1-\frac{1}{A}\right)=\frac{D(s)}{G(s)}-\frac{1}{A}\left(Y_{A}+Y_{C}\right) \tag{6-91}
\end{equation*}
$$

If $\mathrm{A}>1$, the $, \mathrm{A}, \mathrm{B}, \mathrm{C}$, and D networks can always be realized as two-terminal RC networks by using expansions of the form given in Eq. 6-71. The exact realization, obtained at the expense of including additional elements in the $B$ and 1 networks, is justified only in
special instances because the errors caused by a finite value of $A$ in the approximate realization are usually less than the errors due to parasitic behavior of the elements.

A major advantage of the three-amplifier synthesis procedure is the simplicity of the calculations required to obtain the element values. The spread of element values is determined by the spread of the terms in the expansion of the ratio $N(s) / G(s)$ that is given in Eq. 6-71 and the corresponding expansion of the ratio $D(s) / G(s)$. The arbitrary zeros of $G(s)$ can be chosen by a trial-and-error approach to control this spread.

## 6-2.12 NONLINEAR OPERATIONS ${ }^{2,3}$

In the solution of nonlinear ordinary differential equations, the need often arises for means that permit multiplication of two computer variables and the introduction of arbitrary functions of one or two variables. Hecause these operations are more difficult to perform than the linearoperations, agreat deal of effort has been spent by workers in the field of analog computation in the development of multipliers and function generators. The principal methods that have been developed Єor performing these nonlinear operations are discussed briefly in the immediately following paragraph. Where applicable, references are made to the descriptions of various devices appearing later in the chapter.

## 6-2.13 Multiplication and Division

Two types of multiplication arise in computer work: (1)multiplication of a computervariable by a constant and (2) multiplication of one computer variable by another. The first type is simple; the second is difficult. Multiplication can be performed mechanically, electromechanically, or electronically, as described in pars. 6-3.2 and 6-4.3.

The chief requirements for a multiplier to be used in a general-purpose analog computer are speed, accuracy, and relative simplicity. Servomultipliers of the type described in par. 6-4.3 can be built to meet the last two requirements, but their speed of response is inherentlylimited. Many attempts have been made to build all-electronic multipliers (Ref. par. 6-3.2) that meet all three requirements. Only since the late 1950's
has it been possible to reduce the errors in these multipliers to a degree comparable with that achieved in the linear computing components. However, the all-electronic schemes for multiplication remain complex in comparison with the means for performing linear operations.

The high accuracy achieved in such analog-computing components as integrators and coefficient multipliers results from the use of feedbackin such a way that the stability and linearity of the units are determined by the characteristics of passive elements rather than those of vacuum tubes. Ahigh-performance multiplier is difficult to design because the product cannot be compared directly with either of the input signals for the purpose of obtaining an error signal to be used in the feedback loop.

In the multipliers described, either one or the other of the two following schemes has been used to achieve high accuracy:
(1) An indirect type of feedback control
(2) A circuit in which vacuum tubes act merely as switches.
In a conventional servomultiplier, the indirect control of the feedback loop employs a reference voltage and a feedback potentiometer. The effectiveness of this method depends upon the constancy of the reference signal and opon the similarity of the control and multiplying potentiometers.

In the time-division multipliers ${ }^{6,7}$ and in the quarter-square multiplier ${ }^{8}$ using a segmented-straight-line representation of the square-law function, vacuum tubes are used merely as switches. The use of tubes in 'this manner offers great possibilities in the design of precision computing components, as demonstrated by performance that approaches that achieved in linear computing components.

Although division is in many ways similar to multiplication, some division schemes utilize special techniques and introduce additional problems.

At first glance, it might appear possible to perform mechanical division by interchanging the output and one of the inputs of a multiplier, such as one of those that are discussed in par. 6-4.3. The practical difficulty with this approach is that the quotient approaches infinity as the divisor approaches zero. This requirement exceeds the capacity
of any physical device. Furthermore, even within the capacity of the device, a high input torque is required when the divisor is small and friction may make the device completely inoperative.

The circuitry of several electronic multipliers is discussed in par. 6-3.2, while mechanical and electromeclianical multipliers are described in par. 6-4.3.

## 6-2.14 Vector Resolution

Problems requiring the resolution of a vector into components in a particular coordinate system and the transformation of vector quantities from one coordinate system to another arise in the study of systems involving the determination of trajectories from component velocities and forces. The problem of representing the trajectory of an aircraft subject to forces of drag, thrust, gravity, etc., is typical of this class. These forces and the resulting trajectory can be described in terms of a set of axes fixed to the aircraft, in terms of axes fixed with respect to the earth, or in terms of a set of axes one of which is aligned with respect to the relative wind. Each of these axis sets offers advantages for some calculations and disadvantages for others. Consequently, in the study of an overall system it is usually advantageous to employ two or more coordinate systems and make appropriate transformations between them.

Vectors can be described in either a rectangular or a polar coordinate system. Figure 6-45 illustrates the representation, for a simple two-dimensional case, of a single vector quantity in both a rectangular and a polar coordinate system. In the rectangular $X-Y$ system, the vector is described in terms of its components along the orthogonal $X$ - and $Y$-axes. These two components are designated $x$ and $y$. In the polar system, the vector is described by its magnitude and by the angle it makes with respect to a fixed reference axis. These are designated in the figure as $r$ and $\theta$.

If the vector is expressed in polar coordinates ( $\mathrm{r}, \theta$ ), its components in a rectangular system are given by the equations

$$
\text { and } \quad \begin{align*}
& x=r \cos , 1  \tag{6-92}\\
& y=r \sin :
\end{align*}
$$



Figure 6-45. Representation of a vector in a rectangular coordinate system and in a polar coordinate system.

The alternate transformation, rectangular to polar, or as it is usually termed, simply the "polar" transformation, is accomplished in accordance with the relationships

$$
\begin{align*}
& =\tan ^{-i} \frac{y}{x} \\
r & =\sqrt{x^{2}+y^{2}} \tag{6-93}
\end{align*}
$$

Fig. 6-46illustrates the related problem of expressing a vector that is initially specified in one rectangular coordinate system in a second rectangular system having its origin common with the first but with the axes rotated through the angle 8 . The components $u$ and $v$ in the second system are related to the components $x$ and $y$ in the first system and the angle of rotation 8 by the equations

$$
\begin{equation*}
\mathbf{u}=\mathrm{x} \cos \forall-\mathbf{y} \sin \theta \tag{6-94}
\end{equation*}
$$

and

The direction of a vector in a threedimensional coordinate system can be specified either in terms of the direction cosines of the vector or in terms of a set of Euler angles. The basic mathematical relationships involved with each of these techniqucs is discussed here and computer techniques for performing vector transformations by the two schemes are discussed in par. 6-4.4 through par. 6-4.7.

## 6-2.15 Direction Cosines

In this discussion, it vill be assumed that the axis system under consideration is a right-handed one having axes $X, Y$, and $Z$. In such a system, a right-handed screw
directed along the positive Z -axis will advance in the positive direction when it is rotated from the positive $X$-axis toward the positive $Y$-axis through the smaller (here $90^{\circ}$ ) angle.

Any vector $\vec{A}$ in such a system can be represented uniquely in the form

$$
\begin{equation*}
\vec{A}-A_{x} \vec{i}+A_{y} \vec{j}+A_{z} \vec{k} \tag{6-95}
\end{equation*}
$$

where $\vec{i}, \vec{j}$, and $\vec{k}$ are unit vectors along the $x-, y-$, and $z$-axes respectively, and $A, A$, and $A$, are the eoordinates of the terminal point of the vector $\vec{A}$. The length of the vector $\vec{A}$ is then given by

$$
\begin{equation*}
A=\sqrt{A_{x}^{2}+A_{y}^{2} \cdot A_{z}^{2}} \tag{6-96}
\end{equation*}
$$

The direction of the vector can be specified by a set of direction angles, i.e., the angles that the vector makes with the three coordi. nate axes. The angles between the vector $A$ and the positive $X-, Y-$, and $Z$-axes are denoted symbolically by ( $\mathrm{A}, \mathrm{x}$ ), ( $\mathrm{A}, \mathrm{y}$ ) and ( $\mathrm{A}, \mathrm{z}$ ), respectively. The components of the vector are then given by the equation

$$
\begin{align*}
& A,=A \cos (A, x)  \tag{6-97}\\
& A_{y}-A \cos (A, y) \\
& A=A \cos (A, z)
\end{align*}
$$

Use of Eqs. 6-96 and 6-97 shows that

$$
\begin{equation*}
\cos ^{2}(A, x)+\cos ^{2}(A, y)+2(A, z)=1 \tag{6-98}
\end{equation*}
$$



Figure 6-46. Rotation of a rectangular coordinate. system.

Consequently, tlie direction angles are not independent and, if anytwo of them are specified, the third must satisfy Ey. 6-98. The cosines of these direction angles are called the direction cosines.

In developing methods for specifying the orientation of one coordinate system with respect to another having its origin common with the first, it is convenient to have an application in mind. The problem of specifying the orientation of a set of right-handed orthogonal axes fixed in an aircraft with a sceond axis system fixed in inertial space arises frequently and, therefore, provides a good example. The firstaxis system is called the hody-axis system, and the second the inertial system. The origin of the body-axis system is fixed at the nominal center of gravity of tlie aircraft and the three body axes are fixed with respect to the aircraft. Unit vectors along the $X-,{ }^{\prime}$, and $Z$-axes in this system arc designated $\vec{i}_{b}, \vec{J}_{b}$ and $\vec{k}_{\text {, }}$. The cxact alignment of the $X$ body-axis is somewhat arbitrary but here it shall be considered to be aligned with the principal axis of tlie aircraft. The $Y$ - and $Z$-axes then form a right-handed system as shownin Fig. 6-47.

The inertial system is a right-handed triad of mutually perpendicular axes fixed
in inertial space. It is assumed that the earth is an adequate local reference. Consider the $X-Y$ inertial plane as being taken perpendicular to the gravity vector. The $X$ inertial axis is usually fixed in the direction of true north. In this system, the unit vectors are designated $\vec{i}_{i}, \vec{j}_{i}$ and $\vec{k}_{i}$.

The orientation of the body-axis system with respect to the inertial system is illustrated in Fig. 6-48. The direction of each of the body axes can be specified with respect to the inertial axes by three direction cosines as shown in Fig. 6-49. To locate the three axes of a coordinate system, a total of nine direction cosines is needed, but when systems employing mutually perpendicular axes are used, six of these direction cosines are actually redundant.

## 6-2.16 Euler Angles

It can readily be visualized that a set of axes, such as the body axes of Fig. 6-47, could be oriented in any arbitrary way- with respect toa set of inertial axes having the same origin by three successive angular rotations as defined in Fig. 6-50. It should be noted that the final orientation of a body following several rotations in space is dependent on the


Figure 6-47. Example of a body-axis system,


Figure 6-48. Orientation of a body-axis system with respect to an inertial system.


Figure 6-49. Direction cosines defining the orientation of an axis in inertial space.
order in which the rotations are made. Consequently, a convention in this regard must be set up and followed or erroneous results will be obtained. The convention indicated below is widely used, but is not the only one.

Assume that the two axis systems are initially coincident and it is desired to specify a series of three angular rotations that will define the final orientation of an axis system,
for example a body-axis system, with respect to the inertial system. First, the, azimuth $\psi$ of the vertical plane containing $i_{b}, \vec{k}_{i}$ and the intersection of this plane with a reference plane defined by $\vec{i}_{i}$ and $\vec{j}_{j}$ is defined (see Fig. $6-48$ ). This is achieved by a rotation about the $\vec{k}$ axis. A new axis system designated by thesubscript 1 is then related to the original set by the first set of equations in Fig. 6-50.


$$
\left[\begin{array}{l}
\vec{i}_{2} \\
\vec{j}_{2} \\
\vec{k}_{2}
\end{array}\right]=B\left[\begin{array}{c}
\vec{i}_{1} \\
\vec{j}_{1} \\
\vec{k}_{1}
\end{array}\right]=\left[\left.\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array} \right\rvert\,\left[\left.\begin{array}{c}
\vec{t}_{1} \\
\vec{j}_{1} \\
\vec{k}_{1}
\end{array} \right\rvert\,\right.\right.
$$



$$
\left[\begin{array}{l}
\vec{i}_{b} \\
\vec{j}_{b} \\
\vec{k}_{b}
\end{array}\right]=e\left[\begin{array}{c}
\vec{i}_{2} \\
\vec{j}_{2} \\
\vec{k}_{2}
\end{array}\right]=\left|\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi \\
- & \stackrel{i}{2}^{i} \\
\stackrel{\rightharpoonup}{2} \\
\vec{k}_{2}
\end{array}\right|
$$

Figure 6-50. Euler-angle definitions.

The elevation angle $\theta$ of $\vec{i}_{b}$ above the reference plane is tlien defincd. This is achieved by rotation about tlie $\overrightarrow{\mathrm{J}}_{1}$ axis defined in the previous step anti leads to the scond axis system specified in Fig. 6-50. The third and final rotation defines the roll angle $\phi$ and is achieved by a rotation about the $i_{2}$ axis defined by the previous step.

In matrix notation, the axes are related as follows (sce the appendix to this chapter):

$$
\left[\begin{array}{c}
\overrightarrow{\mathrm{i}}_{b}  \tag{6-99}\\
\vec{j}_{b} \\
\vec{k}_{b}
\end{array}|-\operatorname{cosc1}| \begin{array}{c}
\vec{i}_{i} \\
\vec{j}_{i} \\
\vec{k}_{i}
\end{array}\right]=\boldsymbol{j}\left[\left.\begin{array}{c}
\vec{i}_{i} \\
\vec{j}_{i} \\
\vec{k}_{i}
\end{array} \right\rvert\,\right.
$$

where

$$
y=\left|\begin{array}{lll}
l_{x} & m_{x} & n_{x} \\
f_{y} & m_{y} & n_{y} \\
\ell_{z} & m_{z} & n_{z}
\end{array}\right|
$$

Transformation from body axes to inertial axes is given in matrix form by

$$
\left[\begin{array}{c}
\vec{i}_{i}  \tag{6-100}\\
\vec{j}_{i} \\
\vec{k}_{i}
\end{array}\right]=\dot{u}^{-1} x^{-1} c^{-1}\left[\begin{array}{l}
\vec{i}_{b} \\
\vec{j}_{b} \\
\vec{k}_{b}
\end{array}\right]=j^{-1}\left[\begin{array}{l}
\vec{i}_{b} \\
\vec{j}_{b} \\
\vec{k}_{b}
\end{array}\right]
$$

where the notation $\mathbb{Q}^{-1}$, etc. refers to the inverse matrix (seethe appendix to this chapter) and

$$
\mathfrak{j}-1=\left[\begin{array}{ccc}
f_{x} & f_{y}^{\prime} & f_{z}^{\prime}  \tag{6-101}\\
m_{x} & m_{y} & m_{z} \\
n_{x} & n_{y} & n_{z}
\end{array}\right]
$$

The nine direction cosines are equivalent tothe three Euler angles and related to them by the following expressions:

$$
\begin{aligned}
& \ell_{x}=\cos i \cos \psi \\
& \mathrm{~m}_{x}=\cos \theta^{\prime} \sin \alpha^{2} \\
& n_{x}=-\sin r \\
& \xi_{y}-\sin \psi^{\prime} \sin \theta \cos \psi^{\prime}-\cos \psi \sin \psi^{\prime} \\
& m_{y}=\cos +\cos d t \sin t \sin \cdot \sin d \\
& n_{y}=\sin t \cos \\
& \gamma_{z}=\sin \cdot f \sin \psi^{\prime}+\cos \left(j \sin \cdot \cdot \cos j^{\prime}\right. \\
& m_{z}=\cos \notin \sin t \sin y-\sin y \cos y \\
& n_{z}-\cos q \cos \text {. }
\end{aligned}
$$

Conversely, the three Euler angles can be found from the following expressions:

$$
\begin{align*}
& \sin :=-n  \tag{6-103}\\
& \tan y^{\prime}=m_{x}^{\prime} f_{x}^{\prime} \\
& \tan y^{\prime}=n_{y}^{\prime} n_{z}
\end{align*}
$$

To transform a vector $\vec{v}_{\overrightarrow{\vec{\prime}}}=x^{\prime} \overrightarrow{\mathrm{i}}^{\prime}+y^{\prime} \vec{j}^{\prime}+z^{\prime} \vec{k}^{\prime}$ from any axis system ( $\vec{i}^{\prime}, \vec{j}^{\prime}, \vec{k}^{\prime}$ ) to a reference axis system ( $\vec{i}, \overrightarrow{\mathbf{j}}, \overrightarrow{\mathrm{k}}$ ), the following equation must be satisifed:

$$
\begin{equation*}
\vec{v}=x^{\prime} \overrightarrow{i^{\prime}}+y^{\prime} \overrightarrow{j^{\prime}}+z^{\prime} \overrightarrow{k^{\prime}}=x \vec{i}+y \vec{j}-z \vec{k} \tag{6-104}
\end{equation*}
$$

Interms of the nine direction cosines and expressed in matrix form, the required transformation is specified by the relationship

$$
\left.\left\lvert\, \begin{array}{lll}
r_{x}^{\prime} & f_{y}^{\prime} & f_{z}^{\prime}  \tag{6-105}\\
m_{x} & m_{y} & m_{z} \\
n_{x} & n_{y} & n_{z}
\end{array}\right.\right] \cdot\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right]=\left[\left.\begin{array}{l}
x \\
y \\
z
\end{array} \right\rvert\,\right.
$$

In terms of Euler angles, the coordinate transformations take the form

$$
--x^{\prime} \sin ,^{\prime} t y^{\prime} \sin \psi \cos 1^{\prime}+z^{\prime} \cos \not \psi^{\prime} \cos \varkappa^{\prime}
$$

Conversely, a vector $\vec{v}=x \vec{i}+y \vec{j}+z \vec{k}$ given interms of a reference axis system ( $\vec{i}, \vec{j}, \vec{k}$ ) can be converted to an axis system ( $\overrightarrow{\mathrm{i}^{\prime}}, \overrightarrow{\mathrm{j}^{\top}}, \overrightarrow{\mathrm{k}^{\top}}$ ) by means of the same family of direction cosines using the inverse matrix transformation

$$
\left\lfloor y^{\prime}\right\rfloor=\left\lfloor r_{y} \quad m_{y} \quad n_{y}\right\rfloor \cdot\left\lfloor\begin{array}{l} 
 \tag{6-109}\\
\\
\\
\\
\\
\\
\\
\\
\\
\\
\end{array}\right.
$$

The fact that the transpose (see appendix) of the direction-cosinematrix is also the inverse of the matrix follows in this special case where the axes of each axis system are orthogonal or mutually perpendicular.

Written in terms of the Euler angles describing the orientation of the given axis system with respect to the reference axis system, the transformation equations are

$$
\begin{aligned}
x^{\prime} & \cdot f^{\prime} x+m y t n_{x} z \\
= & x \cos \cdot \cos :^{\prime}+y \cos i^{\prime} \sin (-z \sin (f-110) \\
y^{\prime}= & f^{\prime} x+m_{y} y+n_{y} z \\
= & x(\sin , \sin , \cos ;-\cos y \sin ;) \\
& y(\cos ; \cos \cdot+\sin , \sin \sin :) \\
& +z(\sin : \cos )
\end{aligned}
$$

$$
\begin{align*}
& x-\ell_{x} x^{\prime}+I_{y} y^{\prime} \quad \rho_{z} z^{\prime} \\
& =x^{\prime} \cos \text { i. } \cos \quad \text {. } \\
& +y^{\prime}\left(\sin ; \sin \cdot \cos \psi-\cos ; \sin \psi_{i}\right)  \tag{6-106}\\
& 1 z^{\prime}\left(\sin y^{\prime} \cdot \sin y^{\prime}+\cos \psi \sin \because \cos , \nmid\right) \\
& y=m_{x} x^{\prime}+m_{y} y^{\prime}+m_{z} z^{\prime} \\
& -x^{\prime} \cos f^{\prime} \sin \\
& +y^{\prime}(\cos +\cos 4+\sin 4 \sin (1) \sin (4)  \tag{6-107}\\
& +z^{\prime}\left(\cos f \sin i^{\prime} \sin \psi-\sin (\cos \psi)\right. \\
& z=n_{x} x^{\prime}+n_{y} y^{\prime}+n_{z} z^{\prime} \tag{6-108}
\end{align*}
$$

```
z' - !' x : m
    x(sin sin cos sin cos)
    rycos . sin sin .- sin : cos.
    zcos cos
```

Techniques for instrmenting these transformations on an analog computer are described in pa!. 6-4.4 through par. 6-1.7.
lixample 6-1 is a numberical illustration of the coordinate transformations expressed by Eqs. 6-110 through 6-112.

## lixample 6-1. Numerieal illustration of a eoordinate transformation

Idet the Eulor angles defining the coordinate isstem $x^{\prime},{ }^{\prime}, \%$ in terms of tlic reference jif $x, \quad ;, \quad z$ be tlic following:

15

5

- 35

Then, liom liys. 6-102,
${ }^{\prime} x \cos \cos -099609660962$
$m_{x} \cos \sin -0996 \quad 0259-0258$
$n_{x} \quad-\sin \quad-0087$
$\sin \sin \cos -\cos \sin$
© 574 0087 $0966-0819 \quad 0259-0164$
${ }^{n} y \cos \cos \sin \sin \sin$
$0819 \quad 0960657400870259 \quad 0804$
n. $\sin \cos \quad 05740996 \quad 0572$
$\because \sin \cdot \sin \cos \cdot \sin \cos$
$0.57 \quad 0.25 \% \cdot 0.819 \cdot 0.087 \quad 0.966 \quad 0.218$

$$
\begin{aligned}
& m_{z}-\cos \sin \sin -\sin \cos \\
& \quad-0819 \backslash 0087 \quad 0259-0.574 \quad 0966-053 t \\
& n_{z}-\cos \cos =0.819 \quad 0996 \quad 081 t
\end{aligned}
$$

If the components of the vector. in the original axis system are $x=1, y=2,7=4$ (inany convenicrit set of units), tlic components in the new axis system arc, from Eqs. 6-110, D11 an 6-112,

$$
\begin{aligned}
& x-f_{x} x \cdot m_{x} y \cdot n_{x} z \\
& 0962 \quad 110258 \quad 2-0087 \quad 4 \\
& -1.130 \\
& y \quad{ }^{\prime} y x \cdot m_{y} y \quad n_{y} z \\
& 0164 \quad 1 \quad 0804 \quad 2 \quad 0572 \quad 4 \\
& 3732 \\
& 2 \cdot I_{z} x \cdot m_{z} y \cdot n_{z} z \\
& 0.218 \quad 1-0.530 \cdot 2 \quad 0.816 \cdot 4 \\
& 2410
\end{aligned}
$$

## 6-2.17 Generation of Arbitrary Nonlinear Functions

Until recently, attention was directed primarily on the development of techniques forgenerating functions of a single arbitrary variable. However, in the past 10 years, as a-result of increasing interest in the study of systems that canbe described adequately only by the use of functions of two or more arbitrar! variables, much more attention has been given to this broader problem. The first portion of this discussion deals with the problem of generating functions of a single variable, while the latter portion explores the more general problem.

Two distinctly different methods are used for representing arbitrary nonlinear functions. The firstscheme approximates the desired function by a continuous function that, depending on the purposes at hand, may be a function such as a polynomial in the independent variable or may be generated as a continuous physical variable as is done in mechanical-linkage computers. With the second method, the desired function is stored or otherwise represented at a finite number of discretevalues of the independent variable andintermediatevalues areobtained by interpolation.

As an example of the first technique, a simple power series of the form

$$
y_{p}=C, \quad \mid C_{1} x+C_{2} x^{2}+C_{3} x^{3}+\ldots C_{n} x^{n} \quad(6-113)
$$

can be fitted to an arbitrary function by appropriate selection of the Coefficients $C_{0}$, $C_{1}, C_{2}, \ldots, C_{n}$. If a mathematical expression for the desired function is available, it is possible, inprinciple at least, to derive an expressionfor the error between the desired function and the function generated by the power series, in terms of the independent variable and the coefficients $C_{0}, C_{1}, \ldots$, $C_{n}$. One basis on which these coefficients can be evaluated entails minimization of the square of this errorover the range of interest of the independent variable.

If the desired function is designated

$$
\begin{equation*}
y-f(x) \tag{6-114}
\end{equation*}
$$

and the approximation to $y$ is given by Eq. 6-113, then the error is given by tlie expression

$$
\begin{equation*}
e-y-y_{p}-f(x)-\left(C_{0}+C_{1} x+C_{2} x^{2}, \ldots\right) \tag{6-115}
\end{equation*}
$$

Then

$$
\begin{equation*}
e^{2}-\left(y-y_{p}\right)^{2}-\left[f(x)-\left(C_{0}+C_{1} x+C_{2} x^{2}+\ldots\right)\right]^{2} \tag{6-116}
\end{equation*}
$$

It is desired to minimize the integral of $\mathbf{e}^{2}$ over the range of interest of the independent variable, $x_{0}$ to $x_{m}$. This integral will be designated by the symbol $\mathbf{J}$ and is given by

$$
\begin{align*}
J- & \int_{x_{0}}^{x_{m}} e^{2}(x) d x \\
& \int_{x}^{x_{m}}\left|f(x)-\left(C_{0}+C_{1} x+C_{2} x^{2}-\ldots\right)\right|^{2} d x \tag{6-117}
\end{align*}
$$

It is desired to minimize $J$ by appropriate selection of the coefficients. To do this, the partial derivatives of $J$ with respect to each of the coefficients are set, in turn, equal to zero. Thus,

Simultaneous solution of the resultant set of equations yields the desired C's. Actually, itis possible that these calculations will lead to a maximum for $J$ rather than a minimum. Usually, it is not difficult to verify whether a maximum or a minimum is involved. If any doubt exists, the ultimate test for a minimum is that the second derivative of $J$ be positive, when the first derivative vanishes.

As an illustration of this technique, consider the evaluation of the coefficients for a power series to approximate the function $e^{x}$ over the range of $x$ from 0 to 1 . For simplicity in this illustration, the series will be terminated after tlie third term. Thus,

$$
\begin{equation*}
y_{p}-C_{0} \cdot C_{1} x+C_{2} x^{2} \tag{6-119}
\end{equation*}
$$

Then

$$
\begin{equation*}
J-\quad \dot{r}\left\lceil e^{x}-\left(C_{0}+C_{1} x+C_{2} x^{2}\right)\right\rceil^{2} d x \tag{6-120}
\end{equation*}
$$

antl

$$
\begin{align*}
& \frac{J}{C_{0}}-\int_{0}^{1} 2\left[e^{x}-\left(C_{0}+C_{1} x+C_{2} x^{2}\right)\right] d x-0  \tag{6-121}\\
& \frac{J}{C_{1}}-\int_{0}^{1} 2\left[e^{x}-\left(C_{0}+C_{1} x+C_{2} x^{2}\right)\right] x d x \quad 0 \tag{6-122}
\end{align*}
$$

$$
\begin{equation*}
\frac{J}{\cdot C_{2}}-\quad 2\left[e^{x}-\left(C_{0}+C_{1} x+C_{2} x^{2}\right)\right] x^{2} d x-0 \tag{6-123}
\end{equation*}
$$

Evaluation of these integrals and substitution of tlie numerical value for e gives

$$
\begin{align*}
& C_{0}+\frac{C_{1}}{2} ; \frac{C_{2}}{3} \cdot 1.718  \tag{6-124}\\
& \frac{C_{0}}{2} \cdot \frac{C_{1}}{3} \cdot \frac{C_{2}}{4}-1.000
\end{align*}
$$

$$
\begin{equation*}
\frac{C_{0}}{3}+\frac{C_{1}}{4}+\frac{C_{2}}{5}=0.718 \tag{6-126}
\end{equation*}
$$

Solution of these equations yields

$$
\begin{equation*}
C_{0}-0.979 ; \quad C_{1}=1.048 ; \quad C_{2}=0.645 \tag{6-127}
\end{equation*}
$$

The eorresponding coelficients for the sase whow only two terms are carried are

$$
\begin{equation*}
C_{0}-0.872 ; \quad C_{1}-1.692 \tag{6-128}
\end{equation*}
$$

The corresponding approximations for $\mathrm{c}^{\mathrm{X}}$ are then

$$
\begin{equation*}
f_{2}(x)-0.872+1.692 x \tag{6-129}
\end{equation*}
$$

antl

$$
\begin{equation*}
f_{3}(x)=0.979+1.048 x+0.645 x^{2} \tag{6-130}
\end{equation*}
$$

These results and the function $e^{x}$ are plotted in Fig. 6-51.

Unfortunately, the problem of carrying out the integrations required to evaluate the coefficients by this means is frequently so difficult, even for simple analytic functions, as to necessitate the use of numerical methods. Furthermore, the problem of solving the resultant set of simultaneous equations, if many coefficients are to be found, is also such as to require the use of machine methods.

Fortunately, if the accuracy desired is not extremely high, it is usuelly possible to arrive at a satisfactory set of coefficients by trial-and-error plotting of the power series in comparison with the desired function. Furthermore, one is forced lo employ this method if no analytic representation of the desired function is available.

In addition to tlie power-series representation just discussed, expansions based upon trigonometric functions, Legendre polynomials, or Tchebycheff polynomials also find use in representing arbitrary functions.

The alternative method of generating arbitrary functions, whereby values of the function are stored for a firite number of discrete values of tlie independent variable and intermediate values are then found by interpolation, also finds extensive use in studies employing analog computers. For convenience, function generators based on this technique are here designated as inter-polation-type, function generators.

In tlie simplest and most widely employed sehemes, straight-line orlinear interpolation is employed to obtain approximate value of the function for values intermediate to those storech. Fig. 6-52 illustrates the method. Here, it is readill seen that for a given arbitrary function, tlie error of approximation depends upon the number of line segments used and their distribution. The segments could be selected on the basis of equal


Figure 6-51. Plots of $\mathrm{e}^{\mathrm{x}}$ and its approximations, where $e$ is the error in the function $y=f(x)$.


Figure 6-52. Staight-Ime approximation of an arbituar function.
increments of the independent variable, or of the dependent variable, or on the basis of the relative curvature of the function at different points. Analytic determination of the optimum scheme to employ is tedious at best antl the usual approach is to utilize a sufficiently large number of segments that the errors appear to be negligible for the purposes at hand. In analog studies, the maximum practical number of discrete points utilized is usually set by the design of the function generator itself. Ilowever, from a theoretical standpoint, there is no point in utilizing so many steps that tlie error in representing the discrete values of the function exceeds the errors of approximation between points. 'This is the round-off problem that arises in numerical calculations.

The interpolation errors could be reduced if a power-series method of approximating tlie desired function between the stored values were to be employed. However, for analog purposes, the amount of equipment required under this approach is usually so great as to preclude its use.

The representation of functions of two independent variables is inherently much more difficult than is the case of functions of a single variable. Wlien relatively simple bivariable functions are to be represented, it may be possible to approximate them in t.erms of prollucts or sums of single-variable functions. However, for many physical phenomena, tliis is impossible arid a method designed specifically for generating functions of two independent variables must be employed. 4 varicty of schemes, based on the use of threr-dimensional cams or on the storage of values of the dependent variable for a number of values of each of the independent variables antl use of interpolation techmiques to find intermediate values, have been developed. Some of these are discussed later in tliis chapter (see par. 6-3.5) in connection with a description of the specific. cquipment utilixed to aenerate such functions.

## 6-3 ELECTRONIC DIFFERENTIALANA LYZERS

Gencral-purpose electronie differential analyzers are now produced bs a number of companies. Computing errors of individual elements in these maehines varv betweeti
0.02 and 3 percent of full scale, depending upon tlie mathematical operation involved and the quality of the component, but determination of the overall accuracy to be expected in a specific solution is difficult. Solution time is essentially independent of the problem being solved, but the number of computing elements used increases more or less directly with the complexity of the problem.

For many special-purpose applications, such as ground-based fire control, commercially available computer components can be used. If t!e signals handled by the control computer ever reach zero frequency, then the ampliliers used must be direct-coupled or d-c amplifiers. RC-coupled or a-c amplifiers have been successfully used for repetitive differential analyzers and simulators, but $d-\mathrm{c}$ amplifiers will be required for most real-time control systems. For this reason, the discussion on amplifiers is limited to the d-c operational amplifier.

## 6-3.1 OPERRATIONAL AMPLIFIERS

The design of a d-c amplifier imposes a number of problems that are riot encountered in the design of an ordinary a-c amplifier. One problem is that of bias, since each amplifier stage is coupled by resistance networks to the input of the following stage. The voltage level at the output of each stage must either be compatible with the grid voltage at the input of the following stage or else it must be introduced to the grid through an appropriate resistance network fed from a bias voltage supply.

A more serious problem is that of drift. Variations in the supply voltage to the amplifier (including heater supply voltages) cause the output level to change independently of the signal at the input. C'hanges in tube characteristics resulting from temperature changes oragelikewisc affect the level of the output voltage. Changes in Jassive circuit components as a result of temperature, humidity; or age produce the same effect. Considerable attention must therefore be given to the selection of well-regulated power supplies, high-qualit.s vacuum tubes, including an input tube that exhibits very low grid current, antl passive circuit elcments that are stable in value over tlie temperature range and humidit conditions under which the
amplifier must operate. Burn-in of all components, including vacuum tubes, is often desirable. The use of differential-type circuits to reduce drift is a standard procedure as discussed in Ref. 9. Another solution to the problem of drift in the first stage of the amplifier is to provide a high-gain, driftfree circuit for the first stage by using a modulator and an a-c amplificr as discussed later. Grid-current effects can be minimized by operating the first-stage plate and screen grid at a low potential and operating the heaters at less than rated voltage. A differential input stage is usually used to compensate for changes in cathode emission, as well as to provide a summing function for the feed-forward loop. The amount of compensation is correct when the transconductance of the tube is equal to tlie reciprocal of the common cathode resistor.

Most amplifier designs that make use of the sampler-a-c amplifier-filter combination use a feedforward loop around tlie a-c amplifiersection in order to bypass tite highfrequency components of tlic signal tand, in most cases, tlie d-c component of the signal as well) to the $d-c$ coupled section of the amplifier. A partial schematic for sur han amplifier is shown in Fig. 6-53, from winch the compensating ne tworlis have been onitited for tlic sake of clarity. This is the gencial form of most d-c operational mplifims: having a gain of $10^{6}$ or greater. In Fisp. 6-53? it is seen that the grid voltance 1 ; sumpled and amplified by two thates of amplification in tlic a-c section. The outhit. of the de modulator has the opoosite polarity of the grid voltage and 15 subtracted irem the grid voltage itselt (in the unitv-feed-forward-loop (asc) at the inpul of the first stage of the d-c section of the amplifier through the action of the differential itasic. Capacitance-diode coupling 1 sometames used in the focdromwarl loop, " imlicated, in order to rembes t $\because$ e frert oft ride surrent.

The a-r sectas a atisists of at: clectoomesehanical vilutator or thopper, a two-stage a-c amplifier, $\quad$ demodulating enreuit., and an KC filter netu osl: heving ti large tire constant. The d- section consists oi three stages of direet-c:oupled dincuitry. 'the chopper is driven firom an a-c voltage source of 60 to 400 cpsi . The voltage ', 1 s grounded during a portion of cach wrh of tile driving
voltage of the chopper. If the voltage $e_{g}$ is different from 0 , the voltage at the grid of the first tube $V_{1 a}$ is a series of pulses that can be amplified by the a-c amplifier. The output of the second stage of the a-c amplifier is coupled to a diode-type demodulating circuit that is driven from the same voltage source that drives the chopper. The demodulated voltage is then filtered by the filter consisting of resistance $R$ and capacitance C , which results in a slowly varying d-c voltage $e_{2}$ at the grid of $V_{2 a}$. This comprises the entire a-c section and is quite similar in most commercial designs. This section is usually designed for a d-c gain of 1,000 to 3,000 . The output of $V_{1 b}$ is also used to drive an overload circuit that provides a warning when the voltage of the a-c amplifier section exceeds a fixed value. This provides a convenient but not absolute indication of overloading of the $\mathrm{d}-\mathrm{c}$ section.

The input stage to the cl-c section consists of a differential-type circuit that uses two halves of a twin triode and a common cathode resistor. This stage amplifies the sum of threce voltages: (1) the output voltage : 1 the a-c section filter, (2) a bias voltage olstained from a balanced potentiometer (both heing summed at the grid of $V_{2 a}$ ), and (3) the doltage $e_{3}$ from the fec riorward loop. The scond stage of the d-1 section consists of a cathode follower that drives an amplifier stage. The cathode follower is oiten omitted anda high-gain pentode used instead of a twin tuiode for the second itage. The last stage ، unsists of two tubes (usually two halves of separate twin triodes) used in a cascade-type circuit. From Fig. 6-53, one might conclude that tlie high-gain operational amplifier circuit is rather siniple;' two such circuits could be built on a single chassis and would require only eight vacuum tubes and one chopper betwren the two amplificrs. Sote that only one pole of the chopper contactor is used for the amplifier shown;tlie other pole could be used for a second identical amplifier. on the same chassis. The cascade circuit requires different halves of two different tubes because the filament supply of $V_{4}$ usually must be biased with a negative voltage.

Table 6-2 gives specifications which are typical of amplifiers such as the one indicated in Fig. 6-53.


Figure 6-53. A typical operational amplifier,

If an operational amplifier meets the specifications of Table 6-2, the errors discussed earlier will usually be less than 0.1 percent over an operating range of 0 to 100 cps. This statement assumes, of course, that the amplifier is not misused; for example. the output load must be kept within the specified limits. The computing elements that are
associated with the amplifiers in a highquality computer are usually matched to tolerances of $\pm 0.1$ percent or better.

## 6-3.2 MULTIPLIERS

Although a great many schemes have been prepared for performing multiplication in

TABI, 6-2. TYPICAL OPERATIONAI,-ヘMPIIFIEN SPECIPLCATIONS.

| GAIN | $\begin{array}{ll} \text { a-c section: } & 1,000 \text { to } 3,000 \\ \text { d-c section: } & 50,000 \text { to } 100,000 \\ \text { overall: } & \text { greater than } 10^{\S} \end{array}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D-C DRIFT | ```Referred to summing junction: < 0.25 mv/day Integrator (with 1.0 \muf capacitor) Standloy state -- < 100 mv/15 minutes Operate state-- < 100 mv/90 minutes``` |  |  |  |  |
| $V_{2 a}(G R I I)$ <br> CURRENT | $\begin{array}{ll} \text { maxinium: } & <100 \mu \mu a \\ \text { average: } & <30 \mu \mu a \end{array}$ |  |  |  |  |
| FREQUENCY <br> RESPONSE | open loop: flat to $0.005 \mathrm{cps},-6 \mathrm{db}$ slope to 50 kc unity inverter (with 1 M resistors): bandwidth 10 kc to 30 kc with little or no resonant peak <br> max. phase shift at $100 \mathrm{cps}: 0.15^{\circ}$ <br> unity inverter (with 0.1 M resistors): bandwidth 30 kc to 100 kc <br> max. phase shift at $100 \mathrm{cps}: 0.1^{\circ}$ |  |  |  |  |
|  | Gain | Resistors | Capacitor | Summer | Integrator |
| BANDWII)TH | $\begin{gathered} 1 \\ 4 \\ 10 \\ 0.1 \end{gathered}$ | $\begin{aligned} & 1 \mathrm{M} \\ & 0.25 \mathrm{M} \\ & 0.1 \mathrm{M} \\ & 1 \mathrm{M} \end{aligned}$ | $\begin{aligned} & 1.0 \mu f \\ & 1.0 \mu f \\ & 1.0 \mu f \\ & 1.0 \mu f \end{aligned}$ | $\begin{array}{r} 10-15 \mathrm{kc} \\ 8-10 \mathrm{kc} \\ 8 \mathrm{kc} \\ 100 \mathrm{kc} \end{array}$ | $\begin{array}{r} 10 \mathrm{kc} \\ 10 \mathrm{kc} \\ 9 \mathrm{kc} \\ 130 \mathrm{kc} \end{array}$ |
| OUTPUT <br> VOLTAGE <br> RANGE | $\pm 125$ volts |  |  |  |  |
| MASIMTJM CURRENT OUTPUT | 20 ma |  |  |  |  |
| MINIMUM LOAD <br> IMPEDANC:E | 5,000 ohms |  |  |  |  |
|  | to CPS | Load | rrent |  |  |
| SATURATION $0.01 \%$ | $\begin{array}{r} 100 \\ 70 \\ 25 \end{array}$ |  |  |  |  |
| OUTPUT <br> IMPEIAANCE | open loop, 500-1,000 ohms |  |  |  |  |
| NOISE LEVEL | referred to summing junction, 5.0 mv max., peak-to-peak |  |  |  |  |

elcetronic analog computers, only a few of these have found any real application. Two of these schemes are discussed here; namely:
(1) Time-division multiplier.
(2) §uarter-square multiplier.

## 6-3.3 Time-division Multiplier

The time-division multiplier is a pulsewidth, pulse-amplitude multiplier, also called time-division. It operates on the principle that the average value $E$, of a train of rectangular pulses (see Fig. 6-54) can be expressed as

$$
\begin{equation*}
E_{a}-\frac{t_{1}- \pm 2}{T} E \tag{6-131}
\end{equation*}
$$

where $I$, is the width of the positive portion of each pulse cycle, $t_{2}$ is the width of the negative portion of each pulse cycle, and $\mathrm{T}=\mathrm{t}_{1}+\mathrm{t}_{2}$ (see Fig. 6-54). Through use of appropriate circuitry, the times $t_{1}$ and $t_{2}$ are controlled in such a manner that the average voltage $\mathrm{E}_{\text {, }}$ is given by the relationship

$$
\begin{equation*}
E=-\frac{v_{1}}{v_{.}} E \tag{6-132}
\end{equation*}
$$

where $v_{1}$ and $v_{3}$ are two voltage inputs to the multiplier. If the pulse-train amplitude $E$ is made proportional to the multiplier input $\mathrm{v}_{2}$ and the multiplier output $\mathrm{v}_{\mathrm{o}}$ is made proportional to $E_{a}$, the operation of the multiplier can he expressed in the form

$$
\begin{equation*}
v_{0}=k \frac{v_{1} v_{2}}{v_{3}} \tag{6-133}
\end{equation*}
$$

where $k$ is a design constant.
The principle of this type of multiplier is relatively simple, and conventional pulsecircuit techniques initially were utilized in their design. However, the accuracy was limited by difficulties associated with accurate time division of the waveform and control of the amplitude. These difficulties are minimized by the use of a feedback system, to establish the proper timing; and a highprecision feedback-type electronic switch, to make the characteristics of the multiplier essentially independent of the tube characteristics.

To minimize the multiplier errors resulting from a finite switching time, the waveforms must have extremely steep sides. Lowering the basic repetition frequency alleviates this problem but increases the problem of filtering. Consequently, the choice of repetition frequency is a compromise.

Forfavorable combinations of inputs, the errors in a time-division multiplier can be held below 0.1 percent of full scale. As a result, time-division multipliers are used widely in analog-computer work.

Actually, several types of electronic multipliers develop an output of the form $\mathrm{v}_{1} \mathrm{v}_{2} / \mathrm{v}_{3}$ (see Eq. 6-133), with Ihe result that either multiplication or division is possible -- depending on which inputs are employed. Because division by a small number yields a large output, care must be exercised that the divisor does not become too small.


Figure 6-54. Basic waveform of a time-division multiplier.

[^33]
## 6-3.4 Quarter-square Multiplier

Probably the most accurate and widely used electronic multiplier is the electronic quarter-square multiplier. Mathematically, an electronic quarter-square multiplier is the same as its mechanical equivalent (see par. 6-4.3). The only real difficulty encountered in building an accurate electronic multiplier is associated with the generation of the squares. The approximate squarelaw characteristics that can be generated directly with vacuum tubes or thyrite resistance elements give minimum errors that exceed 2 percent. A resistance network and a group of diodes can generate a straight-line-segment representation of a squarelaw function as described under function generation in par. 6-3.3. The errors in quarter-square multipliers of this design can be held to 1 percent or less.

## 6-3.5 FUNCTION GENERATORS

Currently, the most widely used means for generating arbitrary functions electronically is the diode function generator. Functions that are adequately represented by two orthree straight-line segments can be generated using very simple diode-resistance networks such as shown in Fig. 6-55. Frequently, these networks are associated with an operational amplifier, as shown in Fig. 6-55(C). These function generators utilize the characteristic that an ideal diode offers no resistance to current flow in one direction but offers infinite resistance to current flow in the opposite direction.

This basic scheme can be generalized to permit generation of arbitrary functions as shown in Fig. 6-56(A). For the generation of functions of a single variable, the voltage $v_{2}$ is fixed with the polarity and amplitude re-
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Figure 6-55. Diode networks used for generating three simple nonlinear functions.
yuired to give the desired output when the independent variable $v_{1}$ is zero. With voltage $\mathrm{v}_{2}$ a negative constant, the circuit is suitable for generation of functions of the type illustrated in Fig. 6-56(B). When $v_{1}=0$, no diode conducts, and the function intercepts the $f\left(v_{1}\right)$ axis at $f(0)=-\left(R_{f} / R_{v 2}\right) v_{2}$ and has a slope of $m_{0}=-R_{f} / R_{v 1}$. As the input $v_{1}$ is increased in the positive direction, one diode after another begins to conduct in accordance with the settings $s_{i}$ of the potentiometers $P$, through $P_{n}$. These break points occur at $v_{1 B_{1}}=-s_{i} /\left[\left(1-s_{i}\right) v_{2}\right]$. As each diode conducts, it connects a new input to the summing circuit ancl contributes a slope increment, $\left(R_{f} / R_{i}\right)\left(1-s_{i}\right)$. The figures shown apply specifically to a function having a positive value for $f(0)$ and a negative slope that increases constantly as $v_{1}$ increases. IIowever, by proper selection of the polarities of the voltages $v_{1}$ ancl $v_{2}$ and the diode connections, this scheme can be extended for the generation of functions lying in any of the four quadrants. By suitable combination of several of these basic circuits, it is possible to represent a function whose slope changes sign.

Because a great variety of functions can be setup in a straightforward manner on this type of generator, it is being uscd widely. The accuracy achieved depends on the particular function being generated, on the numberof line segments used to represent the function, antl on the overall stability of the circuit. Commercially available generators utilize 8 to 20 diodes, with the possibility of coupling two units for the generation of a single function antl thereby providing up to 40 segments. With such units, a very wide variety of functions can be generated with errors of less than one percent.

Ixamination of the equations presented along with the discussion of the operation of tlie generator of Fig. 6-56 shows that both the point at which tlic generated function intercepts the $z$-axis and the break points of tlic function are directly proportional to the bias voltage $v_{2}$. Consequently, a family of curves of the class shown in Fig. 6-57 can be generated directly by tliis method if the bias $\mathrm{v}_{2}$ is macle proportional to the second variable. Other bivariable functions in which tlie intercepts on the $f\left(v_{1}\right)$ axis are not spaced uniformly with the variable $\mathrm{v}_{2}$ can be gencrated with this unit if the bias voltage is made
proportional to a function of $v_{2}$ rather than to $v_{2}$ itself. However, the added restriction is imposed that the breakpoints must follow the same functional relationship in order that the boundary curves $\ell_{i}$ remain straight lines. For functions having break points distributed in the same proportion on all the boundary curves, a relatively simple extension of the same method can be used. In the more general cases where the boundary curves of the function do not possess this simple property, the method is still theoretically possible but usually not practicable because an excessive amount of equipment is required.

A function generator that is basically an all-electronic curve follower employing a cathode-ray tube, an opaque mask, and a photocell received considerable attention ten years ago but has now been largely replaced by the diode function generator. In units of this type, generally referred to as a photoformer, a mask, with its edge cut in the shape of the desired function, is mounted close to the face of a cathode-ray tube, and a photocell is mounted in the front of the tube face in such a way as to pick up light from the fluorescent spot (see Fig. 6-58). The output of the cell is amplified and used to control the $y$ position of the spot in such a way that as the spot is moved in the $x$ direction it is made to ride along the edge of the curve with approximately one-half its area hidden by the mask. The y deflection voltage required to maintain this condition is thus proportionnlto the ordinate of the curve and can be taken as the output of the Function generator.

Although photoform ers have been used extensively, they have several disadvantages. In particular, precise initial calibration of the unit is relatively difficult, and operation is highly subject to drift. Consequently, it is difficult to hold the errors in such a function generator below 3 percent for periods of more than a few hours. With the development of other types of function generators, the use of pliotoformers is decreasing.

## 6-3.6 J)ECISION UNITS

Frequently in the simulation of a physical system or in a computer used as part of a complex system, the need arises to perform logical operations based upon a timing se-

(A) Circuit diagram

Figure 6-56. Approximation of an arbitrary function by means of a diode function generator.


Figure 6-57. Simple bivariable function.


Figure 6-58. Basic form of the photoformer function generator.
quence or upon the amplitudes of prescribed variables within the computer. A simple example arises in connection with the establishment of a sequence for automatically setting a computer into the "initial condition" state, turning on the recorders, running a solution, turning off the recorders, resetting the initial conditions and, if desired, repeating the sequence after the change of some prescribed parameter. These operations can be done with simple timers and relays.

Other decision elements now widely used in analog computers are "voltage comparators" and "sample-and-hold" units. A voltage comparator is a unit that provides for the opening or closing of a switch (this may be a set of relay contacts or an electronic switch) when a computer voltage signal becomes just greater than or just less than a reference voltage, which itself may be fixed or may be another computer variable.

This operation is performed by supplying the two voltages to a summing circuit that feeds a high-gain amplifier, the output of which is arranged to drive the control coil of a relay or to close an electronic switch. Diodes are connected to the relay in such a manner that the relay is actuated by voltages of only a prescribed polarity. Additional diodes in the amplifier insure that it responds very quickly after being saturated. The high gain provided by the amplifier causes the relay to pull in or drop out with a very small
change in the signal voltage above or below the comparison voltage.

Sample-and-hold units are now being used extensively in computations involving data that are available only at discrete points in time, and in carrying out mathematical operations that call for sampling a computer variable and storing its value for a prescribed time or until another variable has reached a predetermined value. Sampling canbe carried out with a high-gain amplifier similar to that used in a voltage comparator and driving a high-speed relay or an electronic switch. For a sampling operation, the input to this amplifier takes the form of a short voltage pulse that closes the relay at the moment the sample is to be taken. The closure of the switch applies the voltage to be sampled to a buffer amplifier having unity gain and a very low output impedance. This amplifier charges the capacitor of an integrator in a manner similar to that used in establishing initial conditions on an integrator. At the end of the sampling pulse, the capacitor is disconnected from the charging (amplifierand becomes the feedback capacitor of an integrator. If the integrator input is zero and the capacitor charge does not leak off, the voltage output of the integrator will maintain the sampled value until a new sample is taken. $\Lambda$ sample-and-hold circuit must be designed in such a way that the sampling pulse is of sufficiently short duration that
the voltage being sampled does not change value appreciably during the sampling time, but is sufficiently long that the holding capacitor can be charged very nearly to the sampled value during the sampling interval.

## 6-3.7 INPUT-OUTPUT EQUIPMENT

## 6-3.8 Input Equipment

Inasmuch as no input, other than the initial conditions, is involved in obtaining the homogeneous solution to a differential equation, and a simple switch-closure provides the forcing function for obtaining the step response of a system, a great deal of work is done on analog computers without any requirement for generating complex input signals. For computers utilized as part of an operating system, the inputs may be derived from a tracking unit (for example, a radar tracking antenna), or from temperature, pressure, or mechanicalposition transducers. However, two types of input equipment that deserve brief comment are (1) the reference-voltage supplies used in establishing the initial-condition voltages on integrators and comparators, and (2) the noise generators used in carrying out studies of the performance of systems when subject to random inputs on random disturbances.

## 6-3.9 Reference Voltage Supplies

The normal practice is to provide both positive and negative reference voltages equal to the maximum voltage at which the majority of the computing components are designed to operate; common reference voltages are +100 and $\mathbf{- 1 0 0}$ volts. When computers are used to study linear constant-coefficient differential equations, the accuracy of the solution does not depend* on the exact value of the reference voltage or even on the constancy of the reference if all reference voltages used in the computer are of equal amplitude and vary in the same way. If, however, a computer is to be employed to study differential equations that contain variable coefficients or nonlinear terms, appreciable errors may be introduced unless the reference voltages are well regulated. Consequently, a reference supply that
is well regulated and has a low internal impedance is generally essential. Furthermore, the wiring system used to distribute the reference voltage should have a very low impedance if the reference voltage is to be the same in all parts of the computer.

The requirements for the referencevoltage supply are very similar to those for the regulated power supplies used elsewhere in the computer (see par. 6-5.1 through par. 6-5.6) except that the voltage is lower. Either abattery or a special regulated power supply may be used, but a regulated supply is generally preferable. However, several modifications of the usual regulator circuit are found in reference-voltage supplies. First, gas-discharge tubes make satisfactory voltage standards in regulated power supplies, provided relatively slow variations in the output voltage can be tolerated. If the output is to be maintained at an absolute voltage, however, some standard other than a gas tube must be employed. In spite of its low voltage, a standard cell has been one of the most satisfactory voltage standards, but Zener diodes are now being used extensively for this purpose. Second, since the positive and negative reference voltages should be of exactly the same magnitude, both voltages should be derived from the same reference supply. This type of operation can be achieved by regulating one supply from the voltage standard and the second supply from the output of the first.

## 6-3.10 Noise Generators ${ }^{10}$

In computer studies, the usual requirement for a noise generator is that the ran-dom-signal output have a Gaussian amplitude probability distribution and that its power spectrum extend from essentially zero frequency to a maximum frequency of 30 to 40 cps. The schemegenerally used for the generation of such signals is shown in blockdiagram form in Fig. 6-59. The output of the gas tube extends from zero frequency up to a maximum determined by the bandwidth of the circuitry used to amplify the signal. However, because the relative power in the very-low-frequency components of the output

[^34]

Figure 6-59. Block diagram of a random-signal generator,
changes randomly with time and because a d-c voltage exists across the tube, the scheme shown in Fig. 6-59 offers a better method for developing the desired signal than if conventional d-c amplification were employed. Here, the output of the gas tube is amplified in an a-c coupled amplifier with a band pass somewhat wider than that of the filter that follows it. The signal then is passed through the filter, amplified some more, and finally demodulated in a keyed demodulator operating at the center frequency of the filter and passed through a low-pass filter to eliminate the upper sideband of the demodulator output. If an output signal with a power spectrum that is flat in the range from 0 to 100 cps or less is desired, the band-pass filter can be centered at 400 cps , and either a mechanical chopper or a vacuum-tube demodulator keyed at 400 cps can be used for demodulation.

Unfortunately, the amplitude of the gastube output changes erratically from time to time by amounts of 10 percentormore. This characteristic makes the generator represented in Fig. 6-59 unsuitable as a randomsignal source if accurate data on system performance are to be collected. The difficulty can be eliminated if the output of the second amplifier is fed also to an averaging detector whose output, after being passed through a filter with a long time constant, is applied to the first amplifier as an automatic-gaincontrol voltage.

If random-signal generation equipment is to be used in computer studies, means mustbe provided for shaping the power spectrum of the random signal injected into tlie setup, as required for the particular study and for monitoring random signals in the system.

The basic mathematical expression used in malting random-signal calculations for linear systems relates the power spectra at the input and output of the system. If tlie system function is specified as $H(j \omega)$, the power spectra of the input $\Phi_{\text {in }}(\omega)$ and of the output $\Phi_{\text {out }}(\omega)$ are related by the expression

$$
\begin{equation*}
\Phi_{\text {out }}(\omega)=i H(j a)^{2} \Phi_{\text {in }}(\omega) \tag{6-134}
\end{equation*}
$$

Furthermore, if the mean-square value of the output, whether it be a mechanical motion or a voltage, is denoted by $\mathrm{E}_{\text {oui }}^{2}$, then

$$
\begin{equation*}
\overline{E_{\text {out }}^{2}}=\int_{-\dot{u}}^{i i} \Phi_{\text {out }}(\bar{i}) d \dot{d} \tag{6-135}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\overline{E_{o u t}^{2}}=\int_{-a .}^{a_{i n}} i H\left(j \alpha_{i}\right)| |^{2} \Phi_{i n}\left(a_{i}\right) d a_{i} \tag{6-136}
\end{equation*}
$$

A proper choice of the function $\mathrm{H}(\mathrm{j} \omega)$ allows assignment of various meanings to the quantity $\mathrm{F}_{\text {out }}$. Once $\mathrm{H}(\mathrm{j} \omega)$ and $\Phi_{\text {in }}(\omega)$ are known, $\overline{\mathrm{E}_{\text {out }}^{2}}$ can be calculated conveniently with the aid of a table::: that allows evaluation

[^35]of integrals of the form appearing in Eq. 6-135 by purely algebraic means.

Determination of the function $H(j \omega)$ that is required to produce a desiret shape of power spectrum is simplest if $\Phi_{\text {in }} \omega$ ) can be considered a constant over the frequency band of interest. This condition is equivalent to the statement that the output of the random-signal generator must be essentially white noise for the frequencies involved. consequently, the output filters provided with noise generators are designed to give an output spectrum that is essentially flat up to a frequency higher than will be used in computer studies. Final shaping of the power spectrum can then be accomplished with filters employing standard computing elements.

Theproblem of measuring or monitoring random signals is basically one of determining the mean-square value of a random signal whose power spectrum is confined to frequencies of a few cycles per second. This operation can be instrumented, as shown in Fig. 6-60, by passing the signal first through a full-wave rectifier; then through a squaring unit, which may be a diode function generator of the type described in par. 6-3.5; then through a filter with a long time constant; and finally displaying the result on a d-c meter. Because a statistical signal is being measured, the meter reading will show variations about the true output $\mathrm{E}_{\text {out }}^{2}$. The amplitude of these variations depends upon the type of filter inserted between the squaring unit and the meter. An approximate value of the expected error can be obtained if a signal
having a rectangular power spectrum flat in the range from $-\omega_{c}$ to $+\omega_{c}$, as shown in Fig. 6-61, is taken as the input to the monitor. If a simple-lag, low-pass filter having a transferfunction $1 /\left(\tau_{\mathrm{F}} \mathrm{s}+1\right)$ is used (in which $s$ is the complex frequency variable), then the probable error in any observation of the mean square of the applied signal is given by

$$
\begin{equation*}
\text { Error }=\sqrt{\frac{\pi}{T_{F^{\prime \prime \prime}}}} \tag{6-137}
\end{equation*}
$$

where

$$
\tau_{1}=\text { time constant of the filter }
$$

Consequently, if signals having a cutoff frequencyas low as $12 \mathrm{rad} / \mathrm{sec}$ are tobe observed with an error of 5 percent or less, the filter must have a time constant of at least 120 seconds. If greater accuracy is desired or if a filter with a shorter time constant is to be used, a series of uncorrelated measurements could be taken, and the results averaged. Then, the error would be approximately $1 / \sqrt{n}$ times the error in a single observation.

The random-signal-generating equipment discussed thus far provides signals with a Gaussian amplitude probability distribution. Two other types of signals used to a lesser degree in control-systems studies are square waves with a fixed 'amplitude but random zero-crossing times, as shown in Fig. 6-62(A), and signals that change amplitude at equal time intervals but assume any arbitrary amplitude, as shown in Fig. 6-62(B).


Figure 6-60. Block diagram of a noise monitor.


Figure 6-61. Rectangular power spectrum.

(A)

(B)

Figure 6-62. Non-Gaussian random signals.

## 6-3.11 Output Equipment

The output equipment used with analog computers consist of stripchart recorders, plotting boards, digital voltmeters, and oscilloscopes. These units are discussed in pars. 6-5.10 through 6-5.14.

## 6-4 MECHANICALAND ELECTROMECHANICAL DIFFERENTIAL ANALYZERS 2

## 6-4.1 SUMMATION DEVICES

Addition can be performed mechanically with differentials made up of linkages, racks, or gears as illustrated in Fig. 6-63. The form of device used to perform mechanical
addition is dictated largely by whether translational or rotational mechanical motions are to be added. The linkage differential sums two linear motions and gives a linear output, as does the rack and gear unit also. Two rotary motions are summed to give a linear output in a screw differential, while two rota$r y$ inputs yield a rotary output in a gear differential. Each type of mechanical differential is subject to fabrication errors which lead to backlash. Therefore, larger elements can be made with smaller errors. Instrument gear differentials, using gears approximately one inch in diamcter, are available with backlashes as low as 5 minutes of arc.

## 6-4.2 INTEGRATORS

The geometry of a classical Kelvin diskdisk mechanical integrator is shown in Fig. 6-64. Integrators of this type were used in the early differential analyzers built at the Massachusetts Institute of Technology by Rush and in many fire-control computers built during World War II. Inthis integrator:
$x=$ angular position of large input disk
$y=$ radial position of small disk as measured from center of large disk
$r=$ radius of small disk
$\mathrm{g}=$ scale factor relating angular rotation of the output shaft to that of small disk
7. = angular position of output shaft

An expression relating a differential rotation dz of the output shaft to a differential rotation $d x$ of the input shaft can be written directly from the geometry of the system as f01 low s:

$$
\begin{equation*}
271 y d x=2 \% \text { gr dz } \tag{6-138}
\end{equation*}
$$

or

$$
\begin{equation*}
z=\frac{1}{g r} \int y d x \tag{6-139}
\end{equation*}
$$

Mechanical integrators are also widely used as continuously variable speed changers. In commercially available units, the size of the large disk ranges from 1.5 to 5 inches. These units utilize hardened steel alloys. The typical accuracy specification for a 1.5 -inch unit is 0.5 percent for loads up to 1 inch-ounce.


Figure 6-63. Typical mechanical differentials,

Accuracy improves as the disk size is increased.

The primary deficiency of the disk-disk integratoris that it can supply only a limited load torque. An increase in the output-torque capabilities requires an increase in the compressive load between the disks, but this in turn increases the force required for sliding the small disk. If the solution of a problem requires that the output of one integrator drive the input of another, a difficult compromise results. This limitation on the disk-
diskintegrator is partly obviated in the ball-and-disk integrator, where rolling friction replaces sliding friction.

In the M.I.T. differential analyzers, torque amplifiers were used to obtain increased output torque. The original units employed mechanical torque amplification; the later machine used a servo followup system.

A significant advantage offered by a mechanical integrator is that each of its inputs can be a function of any arbitrary variable.


Figure 6-64. Geometry of the disk-disk integrator.

Consequently, a mechanical integrator is not restricted to performing integration with respect to time as is an electronic integrator. Because of this feature along with their reliability and relative simplicity, mechanical integrators find considerable use in special purpose coinputers.

Integration is accomplished electromechanically with a rate servomechanism (see Fig. 6-65). Servo action causes the voltage developed by the tachometer $v_{t}$ to equal the input voltage $\mathrm{v}_{\mathrm{l}}$. If $\mathrm{k}_{\mathrm{t}}$ is the gain of the tachometer in volts/(rad/ sec ) for the particular reference employed and if the tachometer turns through an angle 0 , the motor runs at a speed such that

$$
\begin{equation*}
v_{t}-v_{1} k_{t}\left(d_{1} \quad d t\right) \tag{6-140}
\end{equation*}
$$

If tlie potentiometer is geared $1: G$ to the tachometer arid supplied with a voltage $\mathrm{v}_{2}$, the output voltage $\mathrm{v}_{0}$ is given by tlic relationship

$$
\begin{equation*}
v_{0}=\frac{v_{1}}{t_{2}} \int v_{1} d t \tag{6-141}
\end{equation*}
$$

where $\theta_{1}$ is the angular rotation of the potentiometer. corresponding to tlie voltage $\mathrm{v}_{2}$. A servo of this type employing a drag-cup tachometer represents the most satisfactory technique available for integrating a signal in the form of a suppressed-carrier a-c voltage. Anaccuracy of better than 1 part in 1000 can be achieved, but the frequency response is limited.

## 6-4.3 MULTIPLIERS AND DIVIDFRS

## 6-4.4 Mechanical Multipliers

The operation of multiplying a computer variable bya constant can be achieved mechanically by either a simple gear ratio or a lever system.

Multiplication of one computer variable byanother can be performed by (1)interconnection of a pair of integrators, (2) linkage mechanisms based upon similartriangles, or (3) square-law orlogarithmic gears or cams.

Mechanization of the mathematical relationship

$$
\begin{equation*}
z=x y-\int_{v_{0}}^{v} x d y+\int_{z_{0}}^{z} y d x \tag{6-142}
\end{equation*}
$$



Figure 6-65. Block diagram of a rate-servo integrator
indicates how multiplication canbe performed with a pair of generalized integrators plus a differential for summing their outputs. The interconnections required are shown schematically in Fig. 6-66.

Linkage multipliers based upon similar triangles can take several forms; Fig. 6-67 shows the basic idea involved. The T-shaped member is free to rotate about the axis O. Provision is made for positioning the member $B$ along the fixed slide $C$ and for positioning the pin $P_{2}$ in slide $A$, which is parallel to $C$. By similar triangles, it is evident that

$$
\begin{equation*}
\frac{z}{y}=\frac{x}{k} \text { or } z=\frac{x y}{k} \tag{6-143}
\end{equation*}
$$

Thus, the product is obtained as the distance $z$ of the pin $P_{1}$ from the slide $C$.

Amechanical quarter-squares multiplier based upon the identity

$$
\begin{equation*}
x y=\frac{1}{4}\left[(x+y)^{2}-(x-y)^{2}\right] \tag{6~144}
\end{equation*}
$$

can be mechanized with squaring cams or square-law spiral-face gears, each of which is discussed under function generation (see par. 6-4.16). Fig. 6-68 is a schematic representation of such a multiplier.


Figure 6-66. Schematic representation of multiplication by means of a pair of integrators plus a differential.

## 6-4.5 Servomultipliers

A servomultiplier includes a control potentiometer and a multiplying potentiometer, which are mechanically coupled and driven by a servomotor (see Fig. 6-69). The control potentiometer is excited from the multiplicand voltage $v_{2}$. The servo zeroes its error voltage by rotating the arm of the control potentiometer to a position such that the voltage at


Figure 6-67. Linkage multiplier.


Figure 6-68. Schematic representation of a quarter-squares multiplier.


Figure 6-69. Schematic representation of a servomultiplier,
the potentiometer slider equals some fixed constant times $v_{l}$. The common position of the two potentiometer sliders is, therefore, proportional to $v_{1}$. If the two potentiometers are both linear and if they track exactly, the voltage at the slider of the multiplying potentiometer can be expressed as

$$
\begin{equation*}
v_{0}=k_{m} v_{1} v_{2} \tag{6-145}
\end{equation*}
$$

where $k_{m}$ is the gain factor of the multiplier.
If both potentiometers are excited with voltages that are balanced to ground, true four-quadrant multiplication is achieved. Several multiplying potentiometers can be ganged with a single reference potentiometer, so that one voltage $v_{1}$ can be multiplied by several other voltages with a single servo unit. Nonlinear multiplying potentiometers c:an be used if a multiplication of the form

$$
\begin{equation*}
v_{0}=k_{m} v_{1} f\left(v_{2}\right) \tag{6-146}
\end{equation*}
$$

is desired.
Accuracies of the order of 0.05 percent can be achieved with servomultipliers. For low-frequency applications, where theirlimited bandwidth and acceleration capabilities are adequate, servomultipliers: find wide application.

## 6-4.6 Mechanical Dividers

The practical difficulty of performing division by interchanging the output and one of the inputs of a multiplier is discussed in par. 6-2.13. Specifically, the quotient approaches infinity as the divisor approaches zero, which is an operation exceeding the capacity of any physical device. Furthermore, even within the capacity of the device,
when the divisor is small, a high input torque is required and friction may make the device completely inoperable. This latter difficulty can be avoided by interconnecting a multiplier, a differential, and a motor in the form of a servo loop, as shown in Fig. 6-70.

If the assumption is made that the quotient z is within physical limitations, zcanbe multiplied by the divisor y to give zy. Subtraction of $z y$ from the dividend $x$ yields an error signal ethat can be transformed into an electrical signal, amplified, and used to drive the 7. input of the multiplier. If the gain of the servo loop is high, the servo will cause the error to approach zero. Thus,

$$
\begin{equation*}
x-y z=0 \quad \text { or } \quad z=x / y \tag{6-147}
\end{equation*}
$$

In an alternate approach, the reciprocal of the divisor is obtained from a function cam (see par. 6-4.16) and this result is multiplied by the dividend in a conventional multiplier.

## 6-4.7 Electromechanical Dividers

The position-servo scheme used for multiplication canbe rearranged as shown in Fig. 6-71 to permit division. The assumption may be made that the motor velocity is related to the error voltage $v_{e}$ by the constant $k$. The output of the control potentiometer is represented as its input voltage times the factor $\theta / \theta_{\mathrm{F}}$, where $\theta$ is the angle the slider has been moved from the zero output position and $\theta_{\mathrm{F}}$ is the full-scale rotation. The error voltage can be written as

$$
\begin{equation*}
v_{e}=v_{2}-v_{3} \frac{\cdot}{i_{F}} \tag{6-148}
\end{equation*}
$$



Figure 6-70. Block diagram of a divider employing a servo-driven multiplier.


Figure 6-71. Block diagram of a position servo used for division.


F'igure 6-72. Block diagram of a gain-compensated divider servo.


Figure 6-73. Division circuit based on a single, tapped, linear potentiometer.
vice versa. Vector resolution is essentially the same operation (see par. 6-2.14). The schemes discussed here canbe extended from two to three dimensions by the use of additional components similarto those described.

## 6-4.9 Mechanical Converters

Coordinate conversion can be performed mechanicallyby using the Scotch yoke mechanism. Fig. 6-74 indicates an arrangement that would convert wind velocity and heading
into north-south and east-west components of ${ }^{\prime}$ wind velocity or perform any equivalent polar-to-rectangular coordinate conversion. Both the magnitude and direction of the wind are variable and must enter the computation. The crank of the Scotch yoke is positioned in accordance with the wind direction, and the angular motions derived by tlie gear picltoffs represent the sine and cosine of the crank angle or, in this case, the north-south eastwest components of a unit velocity wind. Multiplication of actual wind velocity by these components yields the desired components. The utilization of this scheme for conversion from rectangular to polar coordinates is usually not practical unless servos are added.

## 6-4.10 Electromechanical Converters

The induction resolver, ciscussedin par. 6-4.14, underfunctiongenerators, is designed specifically for coordinate conversion. If conversion is to be made from polar to rectangular coordinates, the rotor of the resolver is positioned to the required angle and the magnitude is introduced as a voltage applied


Figure 6-74. Mechanical coordinatc converter.
to one of the stator windings. The voltages induced in the two rotor windings are then the rectangular components of the input signal. Since one input of the resolver is mechanical and the other electrical, and the components of the input vector may be available only as electrical or as mechanical quantities, a preliminary conversion must frequently bc made.

The determination of the polar coordinates of a vector from its rectangular components can be performed using an induction resolverdriven by a position servo (see Fig. 6-75). If the two input voltages to the resolver are $x$ and $y$ and the resolver shaft angle is $\theta$, the outputs of the resolver can be expressed as

$$
\begin{equation*}
\mathbf{v}_{\mathbf{R} 1}-\mathrm{y} \cos \theta-\mathrm{x} \sin \theta \tag{6-1.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}_{\mathrm{R} 2}=\mathrm{x} \cos \theta+\mathrm{y} \sin \theta \tag{6-152}
\end{equation*}
$$

As shown in Fig. 6-76, the magnitude of the vector in polar form is given by $x \cos 6+$ $y \sin \theta$ and is thus $v_{R 2}$. The resolver output $\mathrm{V}_{\mathrm{Kl}}$ is used as the error signal for a servo that positions the resolver. When $v_{\text {RI }}$ is zero, the resolveris positioned to the proper angle $\theta$ so as to satisfy the geometric requirements of the coordinate conversion. An electrical signal corresponding to the shaft angle can be obtained from a potentiometer.

An equivalent coordinate conversion systcm can bc built by using sine-cosine potentiometers. Two potentiometers must be used and their output summed to obtain voltages equivalentto those derived from a single resolver. In some applications, the sine-cosine potentiometers can be replaced with linear potentiometers driven from a Scotch-yoke mechanism.

## 6-4.11 Three-dimensional Vector Resolution by Computers

This paragraph shows the techniques for utilizing a computer to carry out a full threedimensional vector resolution as discussed in par. 6-2.14 through par. 6-2.16. Since it is frequently convenient to carry out this computation interms of the rotational velocity of the coordinate system rather than merely in terms of its angular orientation, several additional concepts are introduced at this point.


Figure 6-75. Simplified diagram of a rectangular-to-polar converter.


Figure 6-76. Geometry of the eoordinate-conversion system.

The rotational velocity vector can be written in terms of the body-axis system as

$$
\begin{equation*}
\vec{a}_{b}=\omega_{x b} \overrightarrow{\mathrm{i}}_{b}+\omega_{y} \overrightarrow{\mathrm{j}}_{b}+\omega_{z} b \overrightarrow{\mathrm{k}}_{b} \tag{6-153}
\end{equation*}
$$

where $\omega_{x b}, \omega_{y b}$, and $\omega_{z b}$ are the rates about the three body axes oriented along $\overrightarrow{\mathrm{i}}_{b}, \overrightarrow{\mathrm{j}}_{b}$ and $\vec{k}_{\mathrm{r}}$, respeetively.

The rate at which the body-axis set is rotating is given $k$.

$$
\left[\begin{array}{c}
\frac{d \vec{i}_{b}}{d t}  \tag{6-154}\\
\frac{d \vec{j}_{b}}{d t} \\
\frac{d \vec{k}_{b}}{d t}
\end{array} \left\lvert\,=\left[\begin{array}{ccc}
\vec{a}_{b} & \times \vec{i}_{b} \\
\vec{a}_{b} & \times \vec{j}_{b} \\
\vec{a}_{b} & \times \vec{k}_{b}
\end{array}\right]\right.\right.
$$

where $X$ denotes a vector cross-produet. Insertion of Eq. 6-153 in Eq. 6-154 yields, after slight rearrangement,

$$
\left|\begin{array}{c}
d \vec{i}_{b}  \tag{6-155}\\
d t \\
d \vec{j}_{b} \\
d t \\
\frac{d \vec{k}_{b}}{d t}
\end{array}\right|=\left[\begin{array}{ccc}
0 & \omega_{z b} & -\omega_{y b} \\
-\omega_{z b} & 0 & \omega_{x b} \\
\omega_{y b} & -\omega_{x b} & 0
\end{array}\right]\left[\begin{array}{c}
\vec{i}_{b} \\
\vec{j}_{b} \\
\vec{k}_{b}
\end{array}\right.
$$

Differentiation of each side of Eq. 6-100 yields the following relationship after insertion of

Eq. 6-155. Here it is to be noted that the inertial reference frame is fixed and therefore its derivative must be zero.

When all components of the veetor resulting from Eq. 6-156 are individually equated to zero, the following nine equations for the derivatives of the direction cosines result:

$$
\begin{align*}
& \dot{p}_{x}=\omega_{z b}{ }^{p} y-\omega_{y b} f_{z} \\
& \dot{m}_{x}=\omega_{z b} m_{y}-\omega_{y b} m_{z} \\
& \dot{n}_{x}=\omega_{z b} n_{y}-\omega_{y b} n_{z} \\
& \dot{p}_{y}=\omega_{x b} p_{z}-\omega_{z b} p_{x} \\
& \dot{m}_{y}=\omega_{x b} m_{z}-\omega_{z b} m_{x}  \tag{6-157}\\
& \dot{n}_{y}=\omega_{x b} n_{z}-\omega_{z b} n_{x} \\
& \dot{f}_{z}=\omega_{y b} b_{x}-\omega_{x b} p_{y} \\
& \dot{m}_{z}=\omega_{y b} m_{x}-a_{x b} m_{y} \\
& n_{z}=\omega_{y b} n_{x}-\omega_{x b} n_{y}
\end{align*}
$$

Fig. 6-77 shows how the direction cosines can be generated from the three body rates $\omega_{\mathrm{xb}}, \omega_{\mathrm{yb}}$, and $\omega_{\mathrm{zb}}$. The blocks identified by the symbol $1 / s$ represent integrator servos having a voltage input and a shaft-angle output, while the boxes identified by the symbol $p$ represent potentiometers. If this same setup were to be instrumented on an allelectronic computer, the electromechanical integrators could be replaced by electronic integrators and the potentiometers by electronic multipliers.

Once the direction cosines are available as shaft angles, the resolution of a vector from abody-axis coordinate systcm to an inertial system is accomplished readily by the arrangement shown in Fig. 6-78.

An equivalent computation based upon use of Euler angles can also be instrumented. The equations for the derivatives of the Euler angles can be derived from a combination of the direction-cosinc definitions given in Eqs. 6-102 and the equations for the derivatives of the direction cosines given by Eqs. 6-157. Differentiation of the expression for the direction cosine $n$, in Eqs. 6-102 yields

$$
\begin{equation*}
\dot{n}_{x}=(-\cos (i) \dot{i} \tag{6-158}
\end{equation*}
$$

while insertion of the expressions for $n_{y}$ and $n_{z}$ from Eqs. 6-102 in the expression for $\dot{n}_{X}$ of Eqs. 6-157 yields

$$
\begin{equation*}
\dot{n}_{x}=s_{z b} \cos : \sin ,-a_{y b} \cos t \cos i \tag{6-159}
\end{equation*}
$$



Figure 6-77. Block diagram of a system for generating direction cosines.


Figure 6-78. Block diagram of a system for converting from aircraft coordinates to inertial coordinates,

When these, two expressions arc equated and solved for $\theta$, the result is

$$
\begin{equation*}
\dot{y}=\omega_{y b} \cos \dot{4}-\alpha_{2 b} \sin \phi \tag{6-160}
\end{equation*}
$$

In a similar manner, differentiation of the expression for $n_{Y}$ in Eqs. 6-102 yields

$$
\dot{n}=\cos \theta(\cos \phi) \dot{\phi}-(\sin \theta) \dot{\theta} \sin \psi \quad(6-161)
$$

while insertion of the expression of $n_{x}$ and $\mathrm{n}_{\mathrm{z}}$ in the equation for $\dot{n}_{\mathrm{y}}$ of Eqs. 6-157 yields

$$
\begin{equation*}
\dot{n}=i_{2 b} \sin \theta+()^{2} \times b \cos \theta \cos \phi \tag{6-162}
\end{equation*}
$$

Insertion of the expression for $\dot{\theta}$ from Eq. 6-160 and solution of Eqs. 6-161 and 6-162 for $\phi$ yields

$$
\dot{\psi}=\alpha_{x b} \tan t\left(_{y_{b}} \sin \phi+u_{z b} \cos i\right)(6-163)
$$

In a similar fashion, it can be shown that

$$
\dot{\psi}=\sec \left(\alpha_{y b} \sin q+\alpha_{z b} \cos (4) \quad(6-164)\right.
$$

Fig. 6-79 shows a computer setup for generating the Euler angles as shaft angles from body rates $\omega_{\mathrm{xb}}, \omega_{\mathrm{yb}}$, and $\omega_{\mathrm{zb}}$, while Fig. 6-80 shows how a vector can be resolved from a body-axis system to an inertial-axis system or vice versa using these Euler angles to position electromechanical resolvers of the type described in par. 6-4.14. In an allelectronic computer, diode function generators set up to generate the necessary trigonometric functions could be used in place of the resolvers.


Figure 6-79. Block diagram of a system for the direct solution of Euler angles,


Figure 6-80. Block diagrams of systems for converting from body-axis coordinates to inertial-axis coordinates and vice versa by the use of resolvers.

## 6-4.12 FUNCTION GENERATORS

## 6-4.13 Mechanical Trigonometric Generators

The double Scotch yoke mechanism (see Fig. 6-81) is one of the most frequently used mechanical devices for generating sines and cosines. A crank pin $C$ rotates about a pivot $P$ at a fixed distance $r$. The pin fits snugly into a pair of slotted members that are mounted at right angles to each other and are free to slide in fixed supports. As the crank is angularly positioned to an input angle $\theta$, the horizontal extension executes a motion $r \cos \theta$ and the vertical extension executes a motion $r \sin \theta$.

The gear mechanism shown in Fig. 6-82 is another means for generating sine and cosine functionsmechanically. In this device, the diameter of the large internal gear is twice that of the planet gear that is arranged to roll inside it. As the larger gear rotates about its axis, the small gear rotates inside and its center describes a circle. Because of the geometry of the system, the pin $P$ moves along the line $A-A^{\prime}$, and its distance fromthe center of the large circle is $2 r \sin \theta$ or $2 r \cos \theta$, depending on the reference taken for $\theta$. Since these units involve rolling rather than sliding motion, they have low friction.


Figure 6-81. Double Scotch yoke mechanism.


Figure 6-82. Gear-type sine-cosine generator,


Figure 6-83. Modification of the Scotch yokc for generating a tangent function.

The modification of the Scotchyoke shown in Fig. 6-83 can be used to generate a tangent function over a limited range of the argument. A somewhat similar mechanism can be employed for generating the secant function.

## 6-4.14 Electrical Trigonometric Generators

Sines and cosines can be generated electromechanically with either a sine-cosine potentiometer or an induction resolver. A shaped-card potentiometer is shown pictorially and schematically in Fig, 6-84. The rcsistance is a complete $360^{\prime \prime}$ element with

(A) Pictarial

(B) Schematic

Figure 6-84. Shaped-card sine-cosine potentiometer,
four taps spaced at 90". A balanced supply voltage is applied to one pair of diametrically opposite taps; the other pair of taps is grounded. Each quadrant of the resistance element is tapered to give a sinusoidal output when a specified load is connected between the slider and ground. Voltages proportional to the sine and cosine of the shaft angle are developed between ground and each of a pair of sliders mounted $90^{\prime \prime}$ apart. Precision units ofthis type are built with diameters of 10-20 inches. In these units, the maximum voltage error can be held below 0.15 percent of the maximum output, and a mechanical resolution of approximately $0.02^{\circ}$ can be attained. For certain disadvantages associated with this type of unit, see par. 6-4.18.

Special circuits employing linear potentiometers can be used to generate tangent and secant functions. For generation of the tangent function (see Fig. 6-85), a linear potentiometer with a total resistance $2 \mathrm{R}_{\text {。 }}$ is supplied with voltages $+\mathrm{v}_{\mathrm{i}} / 2$ and $-\mathrm{v}_{\mathrm{i}} / 2$ through the resistors $R_{2}$ and the potentiometer is loaded between the slider and ground with a resistance $R_{1}$. The transfer gain of this circuit can be expressed in the form

$$
\begin{equation*}
\frac{v_{0}}{v_{i}}=K \frac{\psi}{1-y_{i}{ }^{2}} \tag{6-165}
\end{equation*}
$$

where the constants K and $\gamma$ depend on the circuit parameters. With a proper choice of these constants, this circuit approximates a tangent function to within 1 percent over the range of $\phi$ from $0^{\circ}$ to $60^{\circ}$.

The transfer gain of the circuit for approximating the secant function (see Fig. $6-86$ ) can be written as


Figure 6-85. Circuit for the generation of the tangent function.

$$
\begin{equation*}
\frac{v_{0}}{v_{i}} \cong \frac{2 R_{1} \psi_{0}^{2}}{R_{0}} \sec \phi \tag{6-166}
\end{equation*}
$$

where the parameters are adjusted to make

$$
\begin{equation*}
\phi_{0}^{2}\left(4 \frac{R_{1}}{R_{0}}+1\right) \cong 2 \tag{6-167}
\end{equation*}
$$

With this scheme, the approximation to the secant is in error by approximately $\phi^{4} / 24$.

A second type of sine-cosine generator is the induction resolver, which may be considered to be a particular type of synchro generator. It consists of a cylindrical rotor, carrying two distributed windings with their axes in space quadrature, and a cylindrical stator, alsowith two distributed windings with axes in space quadrature. Each of the primary windings, which are normally on the stator, develops in the annular air gap a flux that ideally goes through one cycle of sinusoidal variation in the circumference of the air gap. In turn, the voltage induced in each output winding varies with the sine (or cosine) of the rotor angle. .Connections to the rotor are made through slip rings. Precision resolvers for operation in the frequency range of $60-1000 \mathrm{cps}$ are available from a number of instrument $m$ anufacturers.

Fig. 6-87 is a basic schematic representation of an induction resolver. Voltages $v_{51}$ and $v_{52}$ of the same phase are applied to the two stator windings, and the voltages $\mathrm{v}_{\mathrm{R} 1}$ and $\mathrm{v}_{\mathrm{R} 2}$ are induced in the rotor windings. These voltages arc related by the equations


Figure 6-86. Circuit for approximating the secant function.


Figure 6-87. Schematic diagram of an induction resolver

$$
v_{R 1}=v_{S 1} \sin t-v_{S 2} \cos 6 \quad(6-168) \quad 6-4.15 \text { Arbitrary Function Generators }
$$

and

$$
\begin{equation*}
v_{R 2}=v_{S 1} \cos \theta+v_{S 2} \sin \theta \tag{6-169}
\end{equation*}
$$

where $\theta$ is the angle defining the position of the rotor with respect to the stator.

There are various mechanical and electromechanical devices capable of generating more than one function. Mechanical devices in this category are cams, noncircular gears, and linkage mechanisms. The principal electroniechanical methods use nonlinear or
tapped potentiometers and alectromechanical curve followers.

Mechanical function generators arc difficult to design and expensive to build, but they are more accurate and more reliable than electronic and electromechanical units. In addition, they can be used in environments unsuited to electrical equipment.

## 6-4.16 Cams and Noncircular Gears

A cam is basically a physical replica of the function to be generated. Theseunits are designed in a variety of forms, the plane cam with a spring-loaded follower [ see Trig. $6-88(\Lambda)]$ being one of the simplest and easiest to make. A more positive action than afforded by the spring-loaded follower can be achieved by milling a groove of the desired shape in a metal disk, as depicted in Fig. $6-88(B)$. A pin or roller inserted in the slot serves as a follower and generates a linear output motion. Cams are also made in the

(A) Plane cam with spring-loaded follower

(B) Cam with groove contact

Figure 6-88. Typical cams.
form of cylinders with a groove milled in the surface and a roller arranged to slide along a slot as the cylinder is rotated.

Fig. 6-89 shows a radial function gear and a spiral-face function gear. The use of functiongears has been limited because of the difficulty of design and fabrication. Ilowever, with proper design and manufacture, high precision can be achieved, and such gears have found important uses in special-purpose computers, such as in a mechanical quartersquare multiplier.

## 6-4.17 Linkage Mechanisms

Linkage mechanisms consist of rigid elements moving in a plane and pivoted to each other, to a fixed base, or to slides. Linkage computers can be designed to perform a number of functions -- including addition, multiplication, and squaring. Unfortunately, few standard bar-linkage function generators exist and one must usually design a linkage suitable for a particular purpose. Although linkage devices are reliable, economical to construct, and frequently smaller than other

(A) Radial function gear

(B) Spiral-face function gear

Figure 6-89. Typical function gears.
types of computers for the same purposes, they have not been used widely because they are relatively difficult to design and the field of mechanizable functions is somewhat restricted.

## 6-4.18 Special Potentiometers

Several methods of generating nonlinear functions with potentiometers are available. In one type of nonlinear potentiometer, such as the sine-cosine potentiometer of Fig. $6-84$, resistance wire is wound on a tapered card. The shape of the card determines the functional relationship between mechanical motion and resistance change. This method has several disadvantages. Accurate machiningof the shaped card is difficult and the ratio of maximum to minimum card width should be less than 10 to 1 to avoid a fragile card. High card slopes also must be avoided because it is impossible to make the wire stay in place in such regions of a card. A combination of several wire sizes and a tapered card can be used to accommodate a greater range of slopes. Another method for producing a nonlinear element is to wind the resistance element with a variable wire spacing. IIowever, the resolution becomes poorer as the wire spacing is increased. Potentiometer: that will generate nonlinear functionsto accuracies of the order of one or two percent are used frequently in spite of these limitations.

An entirely different means for generacing nonlinear functions is to provide a number of taps along a linear resistance element. External resistors are used to make the parallel combination match the desired re-sistance-versus-shaft-angle curve at the tap points and the resistance element in the potentiometer provides ameans of interpolating between points. The various function-generation schemes based upon this type of unit differ principally in the manner in which the voltages at the taps are established. For monotonic functions, simple resistive loading of the type shown in Fig. 6-90(A) suffices. However, if the derivative of the desired function is not of the same sign over the entire function, it becomes necessary to inject currents at intermediate taps. This canbe done with the type of generalization of the simple loading scheme shown in Fig.

6-90(B). Alternatively, the voltage at each tap can be established either from a lowimpedance source or by an iterative-adjustment procedure if the source impedance cannot be neglected.

With schemes of this type, the accuracy of the approximation to the desired function improves as the number of taps on the potentiometer is increased, but the amount of setup effort required also increases. For many applications, a potentiorneter with 8-10 taps provides an adequate approximation, but potentiometers with 25-30 taps are available if a more accurate representation is required. One major limitation on this system is that the potentiometer must be driven mechanically and, therefore, the speed of response is severely limited.

## 6-4.19 Electromechanical Curve Readers

In one of the most successful of the automatic curve readers, the curve is drawn with conducting paint on a flat piece of rectangu-lar-coordinate graph paper. By means of a pair of servo drives, a reading head is positioned along one axis in accordance with the independent variable and along a perpendicular axis in accordance with thefunction. Positioning in the direction of the independent variable is controlled with a linear potentiometer. $\Lambda$ radio-frequency current is passed through the conducting paint., and the field produced by this current induces voltages in an electromagnetic pickup mounted on the carriage. The pickup and its associated detector give a zero output signal when the head is exactly centered over the curve. The signal increases, with a sign dependent on the direction of motion, as the head is positioned over the curve by a servo that uses the output of the reading head as its error signal. A linear potentiometer mounted parallel to the axis of the function delivers an electrical output proportional to the position of the head and, thus, to the desired function.

## 6-5 COMPLETE COMPUTERS

In previous chapters, the computing units that are the principal building blocks in any analog computer have been described. However, a complete computer must include a large amount of equipment that is not used


Figure 6-90. Function generation with a tapped potentiometer,
directly in the computations, but without which the computing elements are not usable. Into this class fall power-supply equipment, means for readily interconnecting the computing elements, sequencing and overload equipment, recording equipment, and test equipment. Some of the main features of these equipments are described in this chapter.

## 6-5.1 POWER SUPPLIES

A complete analog computer, particularly one of large scale, requires a variety of power supplies for its operation. The principal power supplies used are the following:
(1) Filament power supplies, both a-c and d-c.
(2) Unregulated high-voltage d-c supplies, both positive and negative.
(3) Regulated high-voltage d-c supplies, both positive and negative.
(4) Reference-voltage supplies.
(5) D-c supply for relays, clutches, and associated equipment.
(6) A-c supply for servomotors.
(7) A-c supply to drive choppers for d-c amplifier stabilization.
The characteristics of the various supplies, the features of the supplies that are different from those required in other applications, and tlie means by which some of these special characteristics are obtained arediscussed in the paragraphs which follow.

## 6-5.2 Filament Power Supplies

If sufficient forethought is given to the problem of supplying filament power for the vacuum tuhes in a computer', no particular
difficulties arise in providing a satisfactory supply. Tubes employing 6.3 -volt heaters are used most commonly, although 12.6-volt versions of many of the common $6.3-$ volt tubes are available. In a small or mediumsize computer, the current requirements for $6.3-v o l t$ tubes are not excessive. However, in a large-scale computer, considerable saving in copper can be realized by doubling the supply voltage anti either running pairs of 6.3 -volt tubes in series or using 12.6 -volt tubes. In at least onc commercial computer, the heater in the first tube in each amplifier is operated at one half tlic rated voltage in order to reduce grid current. Practically all the commercial electronic differential analyzers use a-c filament supplies, but d-c supplies are used in some of the large-scale custom-built computers.

In the power-output stages of servo amplifiers and other high-level units, hum pickup from tlie heater supply is no problem, and an unregulated a-c supply is preferable because of its simplicity. If an a-c filament supply is to be used in a computer that does not employ chopper-stabilized amplifiers, drift can be reduced if tlie filament supply is derived from an a-c constant-voltage regulator. Commercial constant-voltage transformers are available in a range of volt-ampere capacities. One class of con-stant-voltage $a-c$ transformers depends on the saturation of a magnetic material to produce the necessary nonlincar impedance. Control is achieved by the use of a resonant circuit in conjunction with the saturable clement. This type of regulator is economical antl requires essentially no maintenance, but tlie output waveform is necessarily distorted by core saturation. This distortion may be serious in tlie operation of some types of equipment. $\Lambda$ slightly different type of a-c regulator utilizes a temperature-limited diode as onc element in a bridge circuit. An crror voltage is derived from tlie bridge and, alter amplification, is used to control the direct current in a saturable reactor. Good output waveform is achieved by a filter inserted between the saturable reactor antl the: load.

Electromechanical regulators also can be used and are very satisfactory if given adequate periodic maintenance.

The use of a d-c filament supply in tlie low-level stages of computer amplifiers offers some advantage because the use of direct current prevents hum pickup from the filaments. In some installations, the difficulty associated with the use of two types of heattr supplies is avoided by supplying all the vacuum tubes with direct current. Several types of d-c filament supplies are available as commercial units. A selenium rectifier can be used with an appropriate transformer and an LC filter to reduce the ripple to less than one volt. A simple supply of this type has poor regulation and may lead to serious drift unless chopper-stabilized amplifiers are employed. Regulated, electronic d-c filament supplies are commercially available with a variety of current capacities. These units include a degenerative control loop that employs a saturable reactor as a nonlinear impedance in series with the primary of the transformer that supplies tlie rectifier.

In an installation where hundreds of amperes of heater current are required, a motor-generator set may prove to be the most suitable type of supply.

The ripple in ttie voltage from a generator is at a considerably higher frequency and a much lower amplitude than that in the output of a full-wave rectifier driven from a single-pliase $60-\mathrm{cps}$ supply. The filter required to remove this higher frequency can use a much smaller LC combination tlian is required with ttie rectifier. I3ecause inductances of even a small fraction of' a henry are large and expensive if they have a direct-current-carrying capacity in the range of hundreds of amperes, and because extremely large values of capacitance may be required, tlie filter is an expensive part of a rectificrtype filanient supply.

## 6-5.3 lligh-voltage 1)-C Supplies

Both positive and negative iiigti-voltage d-c supplies operating at sex-eral different soltages are required in a complete analog-

[^36]computer installation. Although an unregulated supply can be used for high-power-level stages, such as the output stage used to drive a servomotor, regulated supplies are used to supply the direct current for other portions of almost all analog computers.

The practice commonly followed in commercial analog computers is to provide separate power supplies, each including a rectifier and a regulator, for each group of equipment. For example, a power supply for the required positive and negative voltages is assigned to a group of computing amplifiers, another supply is assigned to a function-generator group, and still another to a group of servomultipliers. Power-supply voltages commonly used in analog computers are +300 volts, -300 volts, and +500 volts. The 300 -volt supplies are designed with a current capacity of 0.5 to 1.5 amperes. A supply may be used to provide either a positive or a negative output with respect to ground, depending on which output terminalis grounded. The $+500-$ volt supply is used to provide bias voltages and, consequently, is required to supply only a few milliamperes of current. A-500-volt supply is not necessary since the -500 volts can be obtained by connecting a low-capacity -200 -volt supply in series with the -300 -volt supply.

A typical power-supply unit consists of a transformer and a full-wave rectifier section followed by an electronic voltage regulator. Fig. 6-91 shows a schematic diagram of the rectifier section of a typical power supply.

The output of the rectifier is not suitable, for several reasons, for use as the plate supply of the computing components of an analog computer. First, the internal impedance of a 1 -amperesupply of this type may be 10 to 20 ohms at zero frequency. Unless the internal impedance of the power supplies feeding the computingcornponents is held to a few tenths of an ohm, undesirable cross coupling of signals occurs between components connected to a common supply. Second, changes in the output voltage of the rectifier with changes in the a-c line voltage and in the load result in excessive drift in the output of Computing
components. Even if chopper stabilization is employed in the computing amplifiers, the principal causes of drift should be reduced. Third, unless a large amount of filtering is provided following the rectifier, a large ripple component (possibly 10 volts or more) appears in the d-coutput voltage. If the platesupply voltage to the computing amplifiers contains an appreciable ripple voltage, some of this ripple will appear at the output of the amplifier and may increase the noise to such an extent that the useful operating range of the amplifier is seriously restricted.

By the use of an electronic voltage regulator,: : each of these difficulties associated with the basic rectifier can be eliminated. Fig. 6-92 shows the basic form of the series regulators employed in most electronic voltage-regulator units. A VR tube is frequently used as the voltage standard, and a resistive voltage divider connected across the regulator output is adjusted to give approximatelythe same voltage at the tap point as that across the VR tube. In the simplest regulators, a single tube serves as both the voltage-comparison unit and the amplifier. In this instance, the voltage at the cathode of the tube is established by the VR tube, and the tap point on the voltage divider is connected to the grid of the tube.

The fact that the plate current from the control amplifier flows through the referencevoltage source impairs the performance of this simple circuit. Since the plate current varies and the voltage across a VR tube is not entirely independent of the current flow through the tube, this circuit is not used in high-quality voltage regulators. Instead, the reference voltage is applied to one grid of a differential amplifier, and the voltage from the voltage divideris applied to the other grid. Increased gain, and consequentlybetter regulation, is achieved by adding a separate stage of amplification. The series-control element consists of one tube or as many tubes in parallel as are needed to carry the required output current.

Fig. 6-93 shows the schematic diagram of a complete electronic voltage regulator. This unit is supplied with unregulated direct
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Figure 6-91. Rectifier section of a typical power supply


Figure 6-92. Block diagram showing the basic form of the series regulators employed in most electronic voltage-regulator units,

Figure 6-03 Schematic diagram of a typical $+300-\omega$ 800-1×a
voltage regulator.
current at approximately 460 volts and supplies 300 bolts regulated directcurrent. The current capacity 'is approximately 800 ma . With a ripple component of 10 volts on the input voltage, the ripple on the output is approximately 0.25 millivolt. The internal impedance of tlie supply is less than 0.1 ohm. Th this supply, the desired current capacity was obtained by placing eight 6R4 tubes in parallel. Several high-current-capacity tubes have been developed for regulator service. Tlie type $6 \Lambda S 7$, for example, is a double triode each section of which is designed to pass a current of 130 ma at a voltage drop of 100 bolts. The newer 6336 tube has approximatcly double the rating of the 6157.

In a small- or medium-size coniputer installation, as many as six rectifier-regulator. units of each polarity may be required to supply the necessary high-voltage direct current. The flexibility derived froin the use of a few sniall supplies outweighs the saving in space ancl maintenance that results if a single unit is used to supply +300 volts ancl another to supply -300 volts. A large-scale installation, on the other hand, may require 25 amperes or more of direct current at cach polarits. This current could be obtained thher from a number of supplies, each with $\therefore$ (apacity of approximately 1 ampere, o. |:com : 'centralized supply. lf a high-currentcapar its central rectilier is employed, some adrantage can be gained from the use of a schense somewhat niore complex than tliat showri in Fig. 6-91. The filtering problem can be recluced considerably if a polyphase l:athe:r tlian a single-phase rectifier is used. With a polyphase rectifier, the amplitude of the ripple voltage is reduced, and its frequency is increased. Both of these factors ease tlie filtering probleni. Use of a halfwate, l!ree-phase rectifier offers considerable aciantage over a full-nave, single-phase unit a relatively little increase in complexity. If the current required is of the order of 15 amperes or more, the further. reduction in ripple that can be achieved with a full-wave, three-phase unit may offset its increased ronmlenitv.
liven if a centralized rectifier is used in a large installation, the use of individual regulato: units for different racks or groups of equipment is recommended. No particula:-
advantage is gained by the use of a single high-capacity regulator in place of a group of smaller units. The latter essentially eliminate the problem of cross coupling between different computing units and, if correctly located, do not require long, lowresistance feeders. $\Lambda$ number of series-type regulator units of the type represented in Fig. 6-92 can be fed from a common rectifier if a positive output voltage is desired. However. regulators of this type cannot be used in parallel froni a common supply if a negative output is desired. Ththis case, the positive output terminal would he grounded. Since the positive input terminals of all the units would be fed froin the same point, the control elements of all the regulators would lie in parallel and, consequently, could not operate satisfactorily. This difficulty can be circumvented in several ways, but probably tlie most satisfactoryis the use of a shunt rather than a series regulator. The basic shunt regulator is represented in Fig. 6-94. With this type of regulator, the output voltage is the difference between the input voltage and the drop across the series resistor. This drop, in turn, is determined by the sum of the cuirent drawn by the load and that clrawn by the shunt regulator tubes. The current drawn by the shunt element is controlled in sucli a way that a fixed output voliagi is niaintained, rega:diess of charges in lnar? current or mput voltage. 「ig. 6-5 show: the complete schematic diagram of a shunt regulator designed for negative operation, 1 regulator of this type dravs constant current ;rom the supply rectifier, regatdess of llie load current dratit from the regulator. Consequently, as a means of retucine both tlie currenl drain on the rectilier and the heat dissipated in the regulator, fron one to tive shunt tube:: can bo switched into tlic corecuit and the series resistor can be changed simullaneously for applications wnere onlv a fraction of the full output is required.

Tlie grids of the shunt tubes must operate at a roltage below that of their cathodes and, in turn, must be drisen by a tube that operates with its cathode and grid at still lower voltages. Consequently, in addition to tlie $-450-\mathrm{vol}$ ? unregulated input Erom which this regulator operates, tno other voltages, -400 volts antl -475 volts, are supplied to the amplifier tubes in the rectulator. The regu-


Figure $\hat{b}-\hat{\mathrm{Y}} 4$. Block diagram of the basic shunt regulator.
lator of Fig. 6-95 has an internal impedance of approximately 0.06 ohm and a ripple output of approximately 0.3 millivolt.

Both the positive and the negative regulators described have a very low internal impedance and provide an output with a very low ripple content. However, the voltage across a gas tube, even when it is operated at constant current, varies somewhat with time and temperature; therefore, the output of any regulator unit that utilizes a gas tube as a voltage standard cannot be expected 10 maintain an absolute level of output voltage. For mosi computer applications, variations of a few volts in the supply voltages can be tolerated, provided a fixed ratio between supply voltages is maintained. Interregulation of a positive and a negative supply can be achieved byusing one voltage standard and by deriving the standard voltage for one of the regulators from the unit with which it is paired.

## 6-5.4 Relay Supplies

In a computer, the relays, stepping switches, and clutches frequently are designed to operate on 24 to 28 volts direct current. Severaltypes of power supplies can be used for this purpose. In an installation wherethistype of load is fixed and relatively small, a power supply consisting of a transformer, a selenium rectifier, and an RC filter provides a simple yet satisfactory solution.

If, however, this type of load varies widely from problem to problem, the operation is improved considerably if a supply with better regulation than that provided by the simple rectifier is used. Either one of the electronically regulated d-c supplies described for supplying filament voltage or a small motor-generator set provides a satisfactory supply. In a small installation, a relay supply with a capacity of a few hundred milliamperes may suffice. In a large installation, a supply of 25 to 50 amperes may be required.

## 6-5.5 A-C Supplies

In the majority of the electronic differential analyzers now available commercially, no special a-c supplies are required. However, several generalized computers have been built that employ a suppressed-carriermodulated signal as the data carrier. Furthermore, ana-c datacarrier is used in a number of special-purpose computers.

The requirements for the a-c supply in such applications are somewhat similar to those for d-c reference supplies, as discussed in par. 6-3.9. The supply should be well regulated and have a low internal impedance. Furthermore, the harmonic content should be kept very low. If appreciable phase shift of the harmonics occurs as they are transmitted through the computer, the harmonics will not add in the same way as the fundamental components. As a result, excessive


Figure 6-95. Schematic diagram of a typical shunt regulator designe 0
for negative operation.
harmonic voltages may appear at summing points and cause overloading of tlie servos or other computing elements. For a fixed computer that operates on a $60-\mathrm{cps}$ carrier, the required voltages could be supplied directly from the a-c mains. In the case of a mobile computer or one that uses other tlian a $60-\mathrm{cps}$ carrier, the required a-c voltages could be supplied either by a rotating machine or by an electronic generator. Hecause a-c computing equipment is sensitive to the frequency of the voltage used as the data carrier, both the frequency regulation and the amplitude regulation of the reference supply should be satisfactory.

If two-phase servomotors are employed in the computer, a supply also is required for the reference fields of the motors. Ttiis supply must be of the same frequency as the datacarrier and must maintain a fixed pliase relationship (usually $90^{\circ}$ ) with respect to the carrier. This requirement can be met if a two-phase alternator is used or if the electronic generator includes two power units that derive their excitation from a common oscillator through appropriate phase-shifting networks. If very little $90^{\circ}$ power is required in a computer, a phase shifter could be provided at each motor and the $90^{\circ}$ central supply could be omitted. I lowever, this solution quickly loses its advantage as the size and flexibility of the computer increase.

Another special a-c supply that is found in some computers employing chopperstabilized d-c amplifiers is a supply to provide chopper excitation. lirequencies in tlie range from 20 to 200 cps but usually bearing no simple relationship to 60 cps are used to drive choppers. Such frequencies cannot be obtained directly from the power line. Since the power requirements for chopper supplies are relatively small, even in a large installation, a vacuum-tube oscillator followed by a power amplifier usually proves satisfactory.

## 6-5.6 Grounding , Systems

Although tlie grounding system in any computer should receive careful consideration, the problems associated with grounding become morc pronounced as the size of the computer installation increases. An ideal grounding system would be one with infinite conductivity, with the result that tlie potential
drop between any two points in the ground system would be zero. Ifatruly infinite conductivity system were available, signal and power grounds could be connected in any convenient way without causing extraneous ground signals that might impair the accuracy of the computer. The amount of copper required to achieve this result is excessive. Consequently, some fundamental rules should be followed in planning the grounding system. Tlie grounding system for handling signal grounds should be independent of the system used as the return path for power connections in the computer, except €or a single interconnection at one point. If the cross coupling through the grounding system is to be held to a minimum in a large-scale installation employing a variety of power voltages, both alternating and direct, separate ground systems should be provided for each type of power supply; for example, vacuum-tube heater supplies, plate supplies, relay and clutch supplies, and a-c servomotor supplies. These separate ground systems should be interconnected at a single point.

Edwards ${ }^{12}$ has indicated that a considerable saving in the size of conductor needed in the signal ground system of a large computer employing chopper-stabilized d-c amplifiers can be achieved if the ground points against which the choppers compare the error voltages in the various amplifiers are connected to a ground buss separate from that used for grounding potentiometer and other signalcarrying elements. By the use of this technique in an installation that includes ten computing cabinets, the offset of the chopper ground as measured between any two amplifiers in the installation has been held to 0.1 millivolt, and a large saving in copper over tliat required by a brute-force method has been achic ved.

## 6-5.7 PATCHING ANU PROGRAMMING EQUIPMENT

In any computer, means must be provided for interconnecting tlie computing elements in the form required to carry out the desired computation and for piacing the computer in its various modes of operation, such as 'INITIAL CONDI'IIONS", 'RUN"', 'TIOLI'", and "RESET". These and related topics are usually groupedunder the heading of patching
anti programming. The range in complexity of this type of equipment as found in different computers is extremely wide. At one end of tlie scale is the special-purpose coniputer designed to solve only one specific set of equations, sucli as a fire-control computer. Tlie interconnections in such a computer would be permanent, and tlie programming equipment might reduce merely to an OhOFF switch. At the other end of tlie scale is the large generalized computer that is capable of solving a great variety of problems, such as a simulator. The feasibility of patching and programming such a machine entirely from punched tape was demonstrated on the mechanical differential analyzer ${ }^{13}$ built at M.I.T. in the late 1930's. Between these two extremes lies an enormous range of possibilities. for any particular installation, the decision as to the degree to which precabling, manual patching, and automatic patching and control should be eniployecl is basically one of economics rather than of teclinical feasibility. llowever, in addition to tlie initial cost of the installation, the computation of costs must include an appropriate weighing of set-up time, checking time, running time, and maintenance over the expected life of the computer.

Because patching and programming are separate operations in most analog computers, these functions are discussed separately in the paragraphs which follow.

## 6-5.13 Patching Equipment

In the simplest type of analog computer, tile input and output terminals of each coniputing component are made available, and the interconnections required for the solution of a problem are made by means of cables run directly between the components. Fig. 6-96 provides an example of a computer in which patching is done in this manner. This cornputer consists of a collection of computing elenients in small boxes. Tlie various boxes provide the basic functions of summation, coefficient setting, and integration, a few commonly required simple linear functions such as $1!(1+$ as $)$, and nonlinear elements such as limiters and dead-zone simulators. The boxes containing these elements can be arranged on a table or in a rack in a way that moreor less duplicates tlic block diagram of
tile systeni being studied. Patching, then, consists primarily of providing connections between tlie boxes. This set-up procedure has considerable educational tatuc in entbline tlie operator to visualize the system being studied. However, it is effective only if tlie number of elements involved is relatively small; it becomes unmanageable for very large problems.

Another computer utilizes a different approach to the patching problem. In this computer, twenty-four computing amplıfiers, eighteen potentiometers, twelve $1-\mu \mathrm{f}$ capacitors, ten diodes, and three limiters are mounted in the computer cabinet. The terminals of these elements are wired to a patch bay into which may be plugged a removable probleni hoard. The patch-bay terminals are arranged in a 21-by-29 array. The wiring to the patch bay is arranged and the problem boards inscribed to facilitate setting up the basic operations commonly required in ana-log- computer work. Groups of four resistors are associated with the input terminal of a number of the amplifiers. These resistors provide for summation gains of 1 anti 10 . In


Figure 6-96. Typical analog-computer installation in which patching is accomplished by the use of cabling between components.
addition to the resistors pernianently connected to the patch bay, an assortment of additional resistors is provided. Each of these is arranged in a small housing provided with a plug and jack. The unit can be plugged into the appropriate terminal on the patch board, and in turn, a patch cable can be plugged into the jack. Decade resistance units that are direct-setting to within 1 percent also are available as plug-inunits. A problem set up on one of these removable boards can be taken off, if desired, and returned to the machine merely by replacing the board and setting the coefficient potentiometers to the required values. This system of patching provides considerable flexibility in setup, but if the problem utilizes most of the available equipment, the patch board becomes somewhat cluttered and difficult to follow. Because the board is large enough to allow for the addition of external resistors, it is rather difficult to plug into position.

Several other computer manufacturers have evolved a slightly different approach to the patching problem. In the computers developed by these groups, all the computing components are inside the machine, and the patching is accomplished by making the appropriate interconnections on the patch board with simple cables. Setup of a problem also requires adjustment of the coefficient potentiometers, but this is a simple operation. Because the patch board in these computers is used solely for the purpose of making interconnections, the terminals on the patch board can be placed closer together. One of thesecomputers uses a metal patch board as shown in Fig. 6-97. A metal board is used in order to confine all leakage currents to ground paths and to prevent terminal-toterminal leakage. Fig. 6-98 shows a front view of the computer with its metal patch board in place.

Mistakes made in patching represent one of the principal sources of errors in the solutions obtained from electronic differential analyzers. In any complex problem, the occurrence of patching errors can be reduced significantly if, after one operator sets up a patch board, a second operator checks each and every connection against the setup diagram. A group in the Aeronautical Hesearch Laboratory at the Wright Air Development Center has carried the process of patch-board
checking one step farther with a unit that they have designated as a patch-board verifier. A prewired patch board is inserted in a standard receptacle in this device. The circuitry of the patch-board verifier is arranged in such a way that each terminal of the board is examined in turn and a record is printed in coded form of all the interconnections on the board. In addition to automatic preparation of a list of interconnections in a form that canbe checked readily, this unit provides an electrical check on each patch cable and, thus, indicates open or short-circuited cables.

At the present time, small problems can be set up on a computer with verylittle trouble, but the difficulties associated with the initial setup and checking of patch boards and coefficients increase rapidly with an increase in the complexity of the problem studied.

## 6-5.9 Programming Equipment

In the simplest applications of differential analyzers, the programming equipment takes the form of a switch by means of which the computer can be put into a "RESET", "HOLD", or "OPERATE" condition. In the RESET position, the desired initial conditions are established in all the integrators and servos in the computer. Some studies are made merelyto learn how a system responds as it comes to rest after being released with a given set of initial conditions. In such cases, a solution is obtained merely by switching the computer from the RESET to the OPERATE position. After steady-state conditions have been reached, the computer can be switched to the HOLD position, where the solution is "frozen".

Instead of obtaining a transient solution of this type, the analyst may wish to see how the system responds to a prescribed continuous forcing function, such as a sinusoid or a random signal. Programming in this case is only slightly more complicated than in the situation just described. In a problem where only tlie steady-state solution is required, the computer is placed in the OPERATE position, the forcing function is connected, and the response of the system is observed on a recorder until steady-state conditions are reached.

Simple manual operation of the control switches on tlie computer and recorder is


Figure 6-97. A removable metal patch board.


Figure 6-98. A general-purpose analog computer with its metal patch board in place.
entirely satisfactory when a small number of runs is desired. However, if many runs are required, as in a statistical study, or if electromechanical computing elements are being used under conditions where they may be driven into their limit stops at the end of the solution, strain on both the equipment and the operator can be reduced considerably if automatic-sequencing equipnient is installed in tlie computer.

The flexibility of this equipment should lie consistent with the variety of problems that niay be studied on the computer. For a computer that is to be employed in a variety of studies, one good solution is the provision of a collection of tiniers and switching amplifiers that can be patched together and into the coniputer setup in the same way as the computing elements. The timers should be of the adjustable-interval type and should be designed to start when an electrical signal is applied. At tlie end of a predetermined inter\al, which may be adjustable from 1 to 30 seconds, a pair of contacts in ttie timer is closed. These contacts cart be used to initiate any of a variety of actions in tlie computer.

Automatic-sequencing equipment could be used with a coniputer to establish the following series of events during the solution of a typical missile-trajectory-type problem. First, tlie prescribed initial conditions are established throughout the computer. Second, inordertoestablish the zero for each channel of the recorder, the paper feed in tlie recorders is started and run a few inches with zero input into tlie recorder amplifiers. After a few inches of paper have been run, scale-marking pips are recorded to give a permanent record of the scale used in recording each \-ariable. After this marker is recorded, a code nuniber is stamped automatically on each record for use in identifying that particular solution, and an inch or two of record is run to show ttie initial values of tlie recorded variables. Next, a very short niarker pip is recorded on each channel to indicate the exact start of the problem, and, simultaneously, the computer is switched into the operate condition. During the course of the computation, changes in the forni of the system may occur, either after a predetermined time interval or when some variable in the system passes through a prescribed value. Finally, when the range
reaches some predetermined minimum value or begins to increase because a miss has occurred, this fact is detected by a switching amplifier, the computer is switched to the hold or reset position, and the recorders are stopped. The sequencing equipment can be arranged to run a single solution and stop, to repeat solutions with identical solutions until given a command to stop, or to sequence one ormore parametersthrough a prescribed set of values and then stop.

Equipment of this type can reduce very significantly tlie burden of repetitious operations that, otherwise, the operator would be required to do. This saving is particularly important if the computer is being used in statistical studies such as those involved in an investigation of the effect of radar noise on missile trajectories. Without the auto-matic-sequencing equipment, the full attention of tlie operator would be required during tlie runs, and numerous solutions might be spoiled inadvertently owing to operator fatigue. With automatic equipment of ttie type described, the operator must be on the lookout only for machine malfunction.

## 6-5.10 OUTPUT ANウ OVYRLOAD EQUIPMFAT

If useful results are to be obtained from a computer, means must be provided for observing and recording computer variables. All of the modern general-purpose computers employ voltages as the analog quantity, and consequently, the problem of recording variables is exactly that of recording voltages. In some cases, a record of the way in which voltage varies as a function of time may be desired, while in others the requirement may be to record one voltage as a function of some arbitrary voltage generated as part of the coniputation. In a real-time computer, recording of tlie first type usuallyis performed with a strip recorder, while in tlie second case a plotting board is used. In repetitive computers, cathode-ray oscilloscopes are used.

## 6-5.11 Strip Recorders ${ }^{14}$

Fig. 6-99 shows the type of strip recorder that is used commonly as an output element for analog computers, and Fig. 6-100 shows a graph made with such a recorder.


Figure 6-99. A typical strip recorder.


Figure 6-100. Graph made from a typical strip recorder.

Recorders of this type 'unsist of a chartdrive mechanism and one or more pen actuators with their associated pens. The drive mechanism, which is actuated by an electric motor, is arranged so that any one of several chart speeds can be selected, either by the simple movement of a shift niechanism or by manually changing gears in the mechanism. Speeds in the range from 0.25 to $25 \mathrm{~cm} / \mathrm{sec}$ are used in computer applications. The pen actuators usually employed in the United States are patterned after a D'Arsonval meter movement, and no attempt is made to improve their linearity or frequency response by closing a position-feedback loop around the unit. A servo recorder has been developed in England in which the feedback signal is derived from a linear potentiometer. The galvanometer unit supplies the torque to deflect the pen in the usual manner, but the spring that normally provides restoring torque is omitted.

With either type of pen actuator, a static linearity of approximately 2 to 3 percent is achieved. The amplitude response of the pen actuator with its amplifier is usually flat to 10 or 20 cps and can be considered usable, with reduced deflections, at frequencies as high as 60 cps .

In most. recorders ofthis type, the record is made with ink on untreated chart paper, but recorders also are available in which a hot wire produces a line by contact with specially treated paper. The pens of an ink recorder must be cleaned and filled periodically, but the cost of the paper for these recordersis muchless than for a recorder that uses treated paper.

The need frequently arises to reproduce selected recordings made during a computer study. The paper normally used for ink recordingis sufficiently transparent for reproduction by the usual semidry reproduction processes, but in most cases an exposure that produces asatisfactoryimage of the grid lines does not reproduce the graph well, and vice versa. The treated paper used with hot-wire recorders usually is not transparent. In either case, satisfactory reproductions can
be made by xerographic reproduction': or by photographing the record and reproducing it by offset printing.

## 6-5.12 Plotting Tables

Plotting tables are used for recording outputs from a computer when a plot of one variable as a function of some other arbitrary variable in the computation is desired or when greater recording accuracy than can be achieved with a strip recorder is needed. Fig. 6-101 shows a typical plotting table. The unit is arranged with an arm and a carriage that move at 90 degrees to each other in a system of rectangular coordinates. The motions of the arm and the carriage are controlled by position servos that derive their feedback information from rectilinear potentiometers. One potentiometer is mounted to the frame, and the wiper is carried by the arm, whereas the other is mounted on the arm, and the wiper is attached to the carriage. ^ typical plotting table may have a useful surface 30 inches square. The servos usually permit a maximum writing speed of approximately $8 \mathrm{in} . / \mathrm{sec}$ with a maximum pen acceleration of $150 \mathrm{in} . / \mathrm{sec} / \mathrm{sec}$. The static accuracy of the servos is limited by the linearity of the feedback potentiometers and can be made to approach 0.05 percent of full scale.

A plotting table usually is equipped also with a pen-lift circuit so that the pen can be lifted free of the plotting surface while it is being repositioned between solutions or while a new sheet of paper is being positioned. Another feature often provided is a timing device for making timing marks at predetermined intervals during the plotting. These marks can be made either with the pen used forrecording the solution or with an auxiliary pen.

Tables can be obtained with either one or two writing pens. On tables with two pens, automatic pen switching is provided if the entire plotting surface is to be utilized simultaneously for both plots.

[^38]

Figure 6-101. A typical plotting table,

A novel and very useful feature that is available on some plotting tables is a vacuum system for holding the paper. The recording paper is positioned on the writing surface, and a vacuum pump is started to hold the paper securely in position.

Plotting tables are available either with a horizontal plotting surface, as shown in Fig. 6-101, or a vertical surface for use wherc floor space is limited. Table-top models such as shown in Fig. 6-102 are also widely used.

## 6-5.13 Oscilloscopes

Although oscilloscopes seldom are used for recording the outputs of real-time computers, they serve as important monitoring devices, espccially in a-c computcrs, and are the principal means for recording the outputs of repetitive computcrs. Most oscilloscopes with a frequency response that is essentially uniform down to frequencies somewhat below the computer repetition frequency can be employed satisfactorily; how-


Figure 6-102. A typical table-top plotting table.
ever, a dual-beam oscilloscope enables direct comparison between two voltages in the computer. A single-beam oscilloscope with an electronic switch can be used for the same purpose, although the intensity of the traces is reduced somewhat. Four signals can be observed simultaneously if a dual-beam oscilloscope with two electronic switches is used. If quantitative results are to be obtained, a flat-faced cathode-ray tube should be used to minimize distortion. For direct
viewing a tube with a persistence of 10 to 15 seconds will satisfactorily retain the trace of the complete solution.

## 6-5.14 Servo and Digital Voltmeters

Voltmeters in which the output appears directly as a series of digits rather than as the position of a pointer on a scale are becoming increasingly popular for monitoring the signals in real-time elec:ronic differen-
tial analyzers. Some voltmeters of this type are simple position- servo devices in which a motor drives a linear potentiometer to produce a null between the potentiometer output voltageand the input voltage to be measured. The output is displayed by a counter that is geared to the potentiometer.

A second type of direct-reading voltmeter is designed on the principle of an electronic analog-to-digital conversion unit ${ }^{15}$. In one voltmeter of this type, the need for moving parts is completely avoided by the use of an output-displayunit that consists of a stack of ten plastic blocks, each of which has a numeral carved into it. A smalllamp bulb is arranged adjacent to each block. Fromthe front of the stack, only the numeral next to an illuminated lamp is visible. Four- or five-digitregisters of this type can be mounted in a cabinet with the conversion equipment or can be mounted at one or more convenient locations in the computer.

## 6-5.15 Overload Indication Circuits

Even operators who have had considerable skill in setting up computer studies experience difficulty in selecting scale factors that ensure signal voltages high enough to provide operation well above the noise level but low enough to prevent a loss in accuracy due to overloading of the computing components. Unless the computer is equipped with an overload-indication system, overloading of one or more of the computing units may occur during solution and pass unnoticed.

Overload-indication circuits for operational amplifiers can be designed on several different bases. In one scheme, the presence of anoverload is based directly upon the voltage developed by the output stage of the amplifier. The overload indication is provided by a gas-discharge tube that is connected to the output stage and biased to fire at the prescribed voltage. The voltage developed by the output stage, however, is not a true indication of linear operation of the amplifier. For example, the maximum voltage that can be developed by an amplifier within its linear range depends upon the load connected to the amplifier and the condition of the output tube.

In amplifiers that employ chopper stabilization, the voltage developed by the stabilization amplifier normally is low as long as
the amplifier is operating linearly, but rises sharply if the amplifieris driven into the nonlinear region. Consequently, the -voltage developed by the stabilization amplifier can be used to indicate overloads. This indication is not based upon a specified voltage at the amplifier output, but purely upon the occurrence of an overload. If an amplifier that has a nominal maximum output of 100 volts has to deliver 130 volts and does this without requiring an excessive voltage at its error point, it is presumably operating satisfactorily and no changes in scaling are necessary. On the other hand, if under a certain condition an amplifier becomes nonlinear at 90 volts, this overload system indicates the fact even though the amplifier still is operating below the nominal maximum output.

Indicatorlights that are used to show that an overload has occurred can be located on each amplifier unit, or the overloadindicators for all units can be grouped on a single panel for convenience.

## 6-5.16 CONSTRUCTION TECHNIQUES AND MAINTENANCE CONSIDERATIONS

If a computer is to perform in a satisfactory manner over a period of time, the following conditions must be met by the computer:
(1) It must be designed to meet the required specifications.
(2) It must operate reliably for extended periods of time, possibly under widely changing environmental conditions.
(3) It must have been designed in such a way that defective units can be located readily and replaced or repaired quickly.

A number of the problems associated with the design of individual computing elements have been discussed earlier in this chapter. However, the need to follow accepted procedures for the design and construction of electronic, and electromechanical equipment cannot be stressed too strongly. Main-tenance-engineering principles are discussed in Ref. 20 and these principles generally apply to this specific problem of computer design. Some aspects of maintenance and checking as
applied specifically to computers are discussed in the paragraphs which follow.

## 6-5.17 Maintenance and Checking

The fact that a correct computer representation of a system has been arrived at and that the required computing equipment is available does not insure that correct solutions will be obtained from a computer. Correct results can be obtained only if the initial design of the components was satisfactory for the particular application, if the performance of the components has not deteriorated seriously, and if no patching errors have occurred. The computer operator usually is not responsible for the initial design of the equipment. However, if he is to obtain valid results, he must see that the equipment is maintained properly and he must employ operating procedures that enable him to detect errors in the computer solutions. These problems of maintenance and checking are discussed briefly in this section.

## 6-5.18 Maintenance

Twoschools of thought exist with regard to the manner in which maintenance should be carried on. One group recommends that equipment be operated until its performance is no longer acceptable; this procedure is termed breakdown maintenance. The other group recommends that each piece of equipment be tested periodically and repaired if its performance has deterior ated appreciably; this procedure is termed periodic maintenance.

An attempt to arrive at an optimum maintenance programmust begin with a statement of the optimization criterion. A criterion that is useful in the case of computers used for carrying out design studies is that the overall cost of maintenance should be minimized under the condition that cost includes both the direct expenses of maintenance and an appropriate charge for the time that the computer is out of service as a result of component failures ${ }^{16}$.If periodic maintenance is to be employed, carefulconsideration must be given to the procedures followed. One approach that might be taken specifies that, during maintenance, all vacuum tubes in a unit should be replaced each time the unit under-
goes its periodic tests. Another procedure requires only that the performance of a unit meet a set of normal operating specifications. Neither of these procedures accomplishes what should be the real purpose of periodic testing of components. Such testing is effective only if, as a result of the tests, definite assurance is obtained that the tested component has a higher probability of continuing to give satisfactory performance for some specifiedperiod than if it had never been tested. This statement implies that the testing procedures used in a satisfactory periodic maintenance program should enable the operator to predict with some assurance that a unit that passes the tests should have a high probability of continuing to give satisfactory performance at least until the next maintenance check. The marginal-checking procedures widely used as an aid in improving the reliability of digital computers are designed to locate elements that probably would fail relatively soon with continued use. Although these procedures are not applied readily for checking a complete analog computer, they can be applied effectively during the testing of individual amplifiers at a test position.

A simple marginal check that can be made on an amplifier consists first of measuring the open-loop gain of the amplifier at one frequency, which may be any frequency near the center of the passband, using normal supply voltages. Then, the heater supply voltage is reduced by 10 to 15 percent and the open-loop gain is measured again. If the loop gain drops only slightly as a result of the change in heater voltage, the probability is high that the tubes will continue to give satisfactory operation for a number of additional hours. On the other hand, a marked drop in loop gain indicates that the emission characteristics of one or more tubes in the unit are deteriorating rapidly, and the unit may fail shortly. In chopper-stabilized amplifiers, this test can be carried out separately on the main sections and on the stabilizing sections of the amplifiers.

If a periodic maintenance program is to be really effective, a complete history should be kept on each unit to show when it was tested and what changes were required before the unit met test specifications. Analysis of suchrecords aids in the determination of the optimum length of the maintenance cycle and
possibly suggests slight circuit modifications ifcertain components showhigh failure rates.

With small computer installations, the usual practice is to follow a breakdownmaintenance procedure because, in such installations, the failure of a component is noted relatively easily, and the cost of machine time lost while the component is being replaced is small. On the other hand, periodic maintenance has proved the more economical procedure in the operation of large installations. Ilowever, experience has indicated that if a computer is set up for the study of a large problem, which may be on the machine for a period of three to six weeks, computing components should not be removed from the setup merely so that they can be given their periodicinspection. Components in use should be maintained purely on a breakdown basis. In the case of equipment for field use, it is probably impractical to do much but perform breakdown maintenance, except when the coniputer is returned to the operating base for overhaul.

## 6-5.19 Checking

A good maintenance program does not guarantee that the results obtained from a computer will be correct. In addition, the operator must use thorough and systematic checking procedures. Theoretical erroranalysis techniques have been investigated ${ }^{17}$ but these are of relatively little aid in computer operation. The checking procedures that are used can be classified as methods that provide complete checking and those that provide partial checking.

The most conclusive check that can be made on a computer solution is obtained by comparison of the computer solution with an analytic ornumerical solution of the identical problem. Usually, analytic solutions are unobtainable, and for a complicated problem considerable time is required both to program and to run a solution even on a largescale digital computer. Consequently, the analog-computer operator usually resorts to partial checking, with possibly one overall numerical check solution if a particularly complicated system is being studied.

Regardless of what .checking procedures are used, correct results cannot be obtained if the mathematical model of the system is
not formulated correctly. If possible, several analysts should take part in the preparation of the mathematical model, and each step in the process -- particularly if approximations are involved-- should be examined carefully.

The next step involves translation of the mathematical statement of the problem into a computer setup diagram. This step can be checked effectively by rewriting the mathematical equations from the computer diagram alone.

After the computer diagram has been checked, the operator is ready to proceed to wire the patch boards, set coefficient potentiometers, andmake what other setup adjustments are required. As a step in the checkout of a complete computer setup, static checking is a simple and effective procedure. For a static check, the output of each integrator is disconnected from its load, and in its place is substituted a fixed voltage. The voltages that should appear throughout the computer when the fixed test voltages are applied can be calculated independently from the setup diagram and compared with the voltages measured in the computer. Although this method is effective, it does not check any of the integrators and, furthermore, requires removing some patch cords and inserting test voltages. Whenever changes of this type are made, the chance exists of reinserting patch cordsinthe wrong position, and special care should be taken to avoid the introduction of new errors.

## 6-5.20 ENVIRONMENTAL EFFECTS

6-5.21 Size, Weight, and Power Considerations

The constraints on the design of computing equipment for use at fixed locations are relatively simple to meet compared with those imposed on equipment for field or airborne use. At fixed locations, size is not an especially critical factor, temperature can be controlled by air conditioning, and a wellregulated primary power supply can be provided. However, for field or airborne use, severeconstraints are placed on the size and weight of equipment and also on the total power consumed. The use of transistors and semiconductor diodes in place of vacuum tubes offers very significant possibilities for re-
ducing tlie size, weight and power consumption of electronic coinputing equipment. Transistorized analog coniputing equipment is in widespread use and the performance achieved with transistorized operational amplifiers is rapidly approaching that achiered with the more-conventional tacuum-tube equipment.

The possihility of using purely meclianical elements in computers for field or airborne use should not be overlooked since such devices can be made quite small and reliable under widely varying environmental conditions.

The regulation of the primary power source used to feed a field or airborne coniputer is frequently rather poor and this factor must be taken into account in the design of a computing systeni. While a well-designed high-voltage regulator should maintain a constant output voltage in spite of significant changes in line voltage, the regulator will cease to function properly if the supply voltage drops too low. The range of line-voltage variationsthat can be tolerated by the voltage regulators can be extended, but only at the expense of increased size, weight, and power dissipation at normal supplyvoltage. Consequently, in designing a complete system, attention should be given to providing reasonably good regulation in the primary power supply in orderto reduce the design problems associated with the individual computing elements. Furthermore, fluctuations in the voltage supplied to the heaters of the tubes in an operational amplifier can cause offsets and high
integrator dirilt-rates. Consequently, it mav be clesirable to supply the heaters from: a ronstant-roltage iransforner.

6-5.22 Temperature, Ilumidity, Altitude, Shock, and Vribration

The general considerations to be followed in designing equipment to witr stand temperature variations, high humidity, high altitude, and severe shock and vibration are outlined in Chapter 5 of Ref. 20. Accepted good design practices should be followed in the design of all computing equipment. Special precautions should be taken to avoid hightemperature regions in the equipment; adequate spacing should be provided between conductors so that arcing will not occur at high altitudes and so that leakage will not become significant under conditions of high humidity and varying temperature, when moisture may condense on the equipment. Furthermore, adequate meclanical strength must be provided at all points so that no damage will result from shocks and vibration to which tlie unit may be subjected. Even though every care is taken to follow good design practices, units intended for field or airborneuse should be tested under cycles of temperature and humidity and should be subjected to shock and vibration tests before final acceptance of the design. Only in this way can possible weaknesses in design be detected before the units are subjected to actual field tests.

## APPENDIX TO CHAPTER 6

## THE BASIC OPERATIONS OF MATRIX ALGEBRA

Matrices are useful as a short notation for systems of simultaneous equations. The rules for matrix operations provide a convenient means of keeping track of the solutions of such systems of equations. The following material defines the various types of matrices employed in matrix algebra and summarizes the rules that govern the use of matrices.

A matrix is a rectangular array of mn quantities, called an " $m$ by matrix," arranged in $m$ rows and $n$ columns. These $m n$ quantities are called the elements of the matrix. If $m=n$, i.e., number of rows equals the number of columns, the matrix is said to be a square matrix of order $n$. The element of matrix that is in the ith row and jth column, where $i$ may have any value from 1 to $m$ and $j$ may have any value from 1 to $n$, is called the general element of the matrix; a usual notation is $a_{i j}$.

Matrices, even though without numerical value, can be treated as entities and thus can be added, subtracted, multiplied, orhave other operations performed on them. Such arrays offer a particulary convenient method for calculating simultaneous changes in a series of related variables. The mechanics of the matrix algebra is illustrated below.

## (1) Addition

Additionof any pair of matrices [A] and [B] is possible only if the number of rows and the number of columns respectively are equal. Addition is both associative and commutative, i.e.,

$$
([A]+[B])+[C]=[A]+([B]+[C])=[A]+[C]+[B]=[C]+[A]+[B] \text { etc. }
$$

Addition is performed row by row, each element in each column of the first matrix is added to the corresponding element in the corresponding column of the second matrix, thus forming one matrix. The process is illustrated:

$$
\begin{aligned}
& {[A]+[B]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]+\left[\begin{array}{lll}
b_{1} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right]=\left[\begin{array}{ll}
a_{11}+b_{11} & a_{12}+b_{12} \\
a_{13}+b_{13} \\
a_{21}+b_{21} & a_{22}+b_{22} \\
a_{23}+b_{23} \\
a_{31}+b_{31} & a_{32}+b_{32} \\
a_{33}+b_{33}
\end{array}\right]} \\
& {\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & -1 & -2 & -3
\end{array}\right]+\left[\begin{array}{cccc}
6 & 2 & 2 & 0 \\
-4 & -8 & 0 & -1 \\
-9 & 5 & 4 & 7
\end{array}\right]=\left[\begin{array}{cccc}
7 & 4 & 5 & 4 \\
1 & -2 & 7 & 7 \\
0 & 4 & 2 & 4
\end{array}\right]}
\end{aligned}
$$

(2) Subtraction

Subtraction is the same as addition except that the corresponding elements are subtracted from eachother. The associative and commutative properties apply. The process is illustrated:

$$
\left[\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & -1 & -2 & -3
\end{array} \left\lvert\,-\left[\begin{array}{cccc}
0 & 2 & -6 & 0 \\
7 & 5 & 3 & 4 \\
6 & -3 & -9 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 9 & 4 \\
-2 & 1 & 4 & 4 \\
3 & 2 & 7 & -4
\end{array}\right]\right.\right.
$$

(3) Multiplication

Multiplication is a more complex process in which the two matrices, [A]and [B], need not be the same size. However, the two matrices must be compatible, i.e., the number of columns of the left matrix must equal the number of rows of the right matrix. Thus the multiplication of the matrices $[5 \times 3] \times[3 \times 8]$ is possible. The multiplication would result in another matrix of size $5 \times 8$ with each element of the matrix consisting of the sum of three terms.

Multiplication is associative but, except for a special case, not commutative. It is emphasized that the matrix on the leftmultiplies the matrix on the right, i.e., premultiplication.

$$
\begin{aligned}
& {[A] \cdot([B] \cdot[C \mid)=([A] \cdot[B]) \cdot[C]} \\
& {[A] \cdot[C] \cdot[B] \neq[A] \cdot[B] \cdot[C]}
\end{aligned}
$$

In multiplication each term in the upper row of the left matrix successively multiplies the corresponding term in the first column of the right matrix, the sum of the resulting products is the number entered into the position at column 1 , row 1 of the product matrix. The upper row of the left matrix is now used in an identical manner with the second column of the right matrix to find a value for the position at column 2 , row 1 of the product matrix. This operation is repeated with the first row of the left matrix multiplying every column of the right matrix. The entire operation is repeated with each row of the left matrix. The process is illustrated:

$$
\begin{aligned}
& {\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] \cdot\left|\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22} \\
b_{31} & b_{32}
\end{array}\right|=\left[\begin{array}{ll}
a_{11} b_{11}+a_{12} b_{21}+a_{13} b_{31} & a_{11} b_{12}+a_{12} b_{22}+a_{13} b_{32} \\
a_{21} b_{11}+a_{22} b_{21}+a_{23} b_{31} & a_{21} b_{12}+a_{22} b_{22}+a_{23} b_{32} \\
a_{31} b_{11}+a_{32} b_{21}+a_{33} b_{31} & a_{31} b_{12}+a_{32} b_{22}+a_{33} b_{32}
\end{array}\right]} \\
& {\left[\begin{array}{lll}
6 & 1 & 8 \\
0 & -3 & 5 \\
1 & 2 & 6
\end{array}\right] \cdot\left[\begin{array}{ll}
1 & 2 \\
3 & 4 \\
0 & 5
\end{array} \left\lvert\,=\left[\begin{array}{ll}
6+3+0 & 12 t \\
0-9+0 & 0-12+25 \\
1+6+0 & 2 t 8+30
\end{array}\right]=\left[\begin{array}{ll}
9 & 56 \\
-9 & 13 \\
7 & 40
\end{array}\right]\right.\right.}
\end{aligned}
$$

(4) Multiplication by a Constant

If a matrix is multiplied by a constant, each element of the matrix is multiplied by the constant.

$$
\begin{aligned}
& k[A]=\left[\begin{array}{lll}
k a_{11} & k a_{12} & k a_{13} \\
k a_{21} & k a_{22} & k a_{23}
\end{array}\right] \\
& 2\left[\begin{array}{ccc}
1 & 2 & 3 \\
4 & -2 & 0
\end{array}\right]=\left[\begin{array}{ccc}
2 & 4 & 6 \\
8 & -4 & 0
\end{array}\right]
\end{aligned}
$$

(5) Transpose

The transposed matrix of $[A]=\left[a_{i j}\right]$, indicated by $[\widetilde{A}]$ or $[A] T=\left[a_{j i}\right]$, is formed from $[\mathrm{A}]$ by interchanging rows and columns.

$$
\text { If }[A]=\left|\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & " 22 & a_{23} \\
" 31 & " 32 & " 33
\end{array}\right| \quad \text { then }[\tilde{A}]=\left|\begin{array}{lll}
a_{11} & " 21 & " 31 \\
a_{12} & " 22 & a_{32} \\
a_{13} & " 23 & " 33
\end{array}\right|
$$

## (6) Identity Matrix

The identity matrix or unit matrix has unity for elements along the main diagonal (the diagonal from the upper left to the lower right corners). All other elements are zero, i.e.:

$$
a_{i \mathrm{i}}=1 \quad \text { if } i=j ; \quad a_{i j}=0 \quad \text { if } i \neq j
$$

The notation for this matrix is [I].

$$
\left.111=\left\lvert\, \begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
& & \ldots & . \\
0 & 0 & \ldots & 1
\end{array}\right.\right]
$$

For every matrix:

$$
[A][I]=[I][A]=[A]
$$

(7) Inverse Matrix

This operation is a time-consuming operation when performed by hand but is easily handled by the electronic computer. Only a square matrix has an inverse. It is assumed that the reader is familiar with the algebra of determinants. The notation for the inverse of [A] is $[A]^{-1}$.

The finding of the inverse of a matrix, or the "reciprocal" asitis sometimes called, involves four steps: (1)replace each element of the matrix by its cofactor, considering the
matrix now as a determinant; (2) transpose the newly formed matrix; (3) evaluate the original matrix, considering the matrix as a determinant; and (4) arrange the quantities resulting from tlie previous steps. The operation of finding the inverse of a matrix is illustrated:

$$
A=\left|\begin{array}{lll}
2 & 1 & 0 \\
1 & 1 & 1 \\
4 & 2 & 1
\end{array}\right|
$$

Step 1: Find niatrix of tlie cofactors, remembering the rules of algebraic sign.

$$
\left[\begin{array}{rrr}
(1-2) & -(1-4) & (2-4) \\
-(1-0) & (2-0) & -(4-4) \\
(1-0) & -(2-0) & (2-1)
\end{array}\right]=\left|\begin{array}{ccc}
-1 & 3 & -2 \\
-1 & 2 & 0 \\
1 & -2 & 1
\end{array}\right|
$$

Step 2: Form transpose:

$$
\left|\begin{array}{ccc}
-1 & -1 & 1 \\
3 & 2 & -2 \\
-2 & 0 & 1
\end{array}\right|
$$

(Steps 1 and 2 result in what is called the "adjoint" of matrix A.)
Step 3: Evaluate determinant of A:

$$
[A]=\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 1 & 1 \\
4 & 2 & 1
\end{array}\right]=2(1-2)-1(1-4)+0(2-4)=-2+3+0=1
$$

Sten 4: Form the inverse:

$$
\left[A I-'=\frac{[\operatorname{adjoint}]}{[A]} \frac{\left[\begin{array}{ccc}
-1 & -1 & 1 \\
3 & 2 & -2 \\
-2 & 0 & 1
\end{array}\right]}{1}=\left[\begin{array}{ccc}
-1 & -1 & 1 \\
3 & 2 & -2 \\
-2 & 0 & 1
\end{array}\right]\right.
$$

A unique property of the inverse is the relationship:

$$
[A]^{-1}[A]=[A][A]^{-1}=[I]
$$
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## CHAPTER 7 <br> ANALOG-DIGITAL CONVERSION TECHNIQUES

## 7-1 PURPOSE OF CONVERSIONS

Automatic read-in and read-out of data between analog elements and digital-coniputing elements in fire control systems may call upon a wide varietyof input-output devices to perform the necessary analog-todigital (A/D) and digital-to-analog (D/A) conversions. For read-in, in addition to voltage-to-digital conversions, the requirement may be to convert shaft rotation, time interval, frequency, or a position into digital form. l'or read-out, again in addition to digital-to-voltage conversion, it may become necessary to convert a digital signal to mechanical motion. The speed and the accuracy witli which these conversions can be made cover a wide range, more or less at the choice of the designer.

An extensive survey of $A!1$ anci $1, / A$ conversion devices can be found in Refs. 3 through 7. This chapter will briefly summarize the four following types of conversion:

1. Analog voltage to a digital output
2. Mechanical motion to a digital output
3. Digital signal to an analog voltage
4. Digital signal to mechanical motion

## 7-2 CONVERSION OF AN ANALOG VOLTAGE TO A DIGITAL OUTPUT

7-2.1 COMPARISON CIRCUITS
Analog-to-digital converters consisting of comparison circuits are commonly used for tlie purpose of converting an analog voltage to a digital output. These vol-tage-to-digital encoders frequently consist of several pieces of equipment, and fall
largely into one of the two following classifications:

1. Ievel-at-a-time chnoders (also called time-hased encoder::
2. Digit-at-a-time encoders (also called leedhadk-voltage comparison encoders).

## 7-2.1.1 Level-at-a-time Voltage-to-digital Encoders

lig. 7-1( $\Lambda$ ) gives the basic block diagram of a widely used type of analog-todigital converter that compares a linearly rising tamp voltage with the input analogvoltage $s$; mple until they are equal. When the two voltages are equal, a binary counter is stopped at a count proportional lo the ana-log-voltage input. This occurs because tlie binary counter is started at tlic same time as the ramp-voltage generator for each conversion, and because the counting register is designed to reach Cull count at tlie same time that the ramp voltage reaches full scale. (Full scale here corresponds to 16 counts.)

A digital programmer controls each conversion cycle, as shown in the waveform diagram of Fig. 7-1(13), The "startsweep" pulsc also controls a gate that steers clock pulses to tlie counting resister. This register counts pulses until the coltage comparator detects equality between the input analog voltage and the ramp voltage, at which time a "stop count" signal is sent to the programmerto shut off'clock pulses to the counter. $\Lambda$ t the end of 16 counts, an "end-of-conversion" pulse is sent out for use by associated equipment in $t$ ansforring

[^39]

F'igurc 7-1. Simplified block diagram and associated wave forms for a level-at-a-time type of voltage-to-digital encoder-.
the contents of the counting register to a storage area. A "reset" pulse then clears the counter in preparation for the next conversion, Although aparallel outputis shown in Fig. 7-1(A), a parallel-to-serial convertermaybe used if serialread-out is desiredprovided there is enough time allowed between the "end of conversion" pulse and the "reset"pulse fortheregister to be emptied in serial fashion.

Fig. 7-1(B) shows a complete cycle for the conversion of a $13.5-$ volt analog input to digital form (assuming a scale factor of 1 volt per count), followed by the beginning of a cycle for a 2.5 -volt analog input. Even though there will be no further count accumulated for the 2.5 -volt input afterthe last count shown, the full 16 -count sequence must be completed before the "end of conversion" pulse will he generated. Although it may not be so apparent for a 4-bit counter, this type of conversion is very slow since clock pulses must be counted for every level that the counter is capable of storing, or $2^{n}$ clock pulses must be counted by an n-bit counter for every conversion. A 10-bit counter, for example, must count 1024 clock pulses since its resolution is 1 partin 1024 . The accuracy of this type of converter is typically about plus or minus $0.1 \%$ of full scale, plus or minus $1 / 2$ the least significantbit for a 10 bit counter plus sign bit. Themaximum conversion rate for a 10 -bit counter is approximately 100 conversions per second.

The ramp-voltage generator and the voltage comparator of Fig. 7-1 (A) are both based on the use of operational amplifiers of the general type described in Chapter 6 (see par. 6-3.1). Because of the short cycle time, however, chopper stabilization is not usually necessary. On the other hand, a high gain-bandwidth product is required. The specifications for a typicaltransistor operational amplifier of a type suitable for this application are given in Table 7-1.

The ramp-voltage generator of Fig. 7-2 is derived from the electronic integrator of Fig. 6-38. As shown in Fig. 7-2, a solidstate switch (indicated by the mechanicalswitch symbol) provides a means of initiating the ramp and of resetting to zero voltage. Initiation is accomplished by means of
the "start-sweep" pulses shown in Figs. 7-1(A) and 7-1(B). Reset is obtained from the "reset" pulses that are also shown in these figures,

The principal errors in the ramp-voltage generator aregiven by the ideal inputoutput equation,

$$
\begin{equation*}
e_{o(i d e a l)}=-\frac{1}{R C} \int_{0}^{T} e_{i} d t \tag{7-1}
\end{equation*}
$$

and the corresponding equation with error terms included,

$$
\ddot{e}_{0}=-\frac{1}{C} \int_{0}^{T}\left[\frac{e_{i} \pm E_{0 s}}{R} t I_{0 s}\right] d t
$$

where
$E_{0 \delta}=$ the offset voltage of the operational amplifier
$I_{o s}=$ the offset current of the operational amplifier
and the other quantities are defined by Fig. 7-2.

As an example, assume a 10 -bitcounter with 100 conversions per second. Then $T=$ 10 millisec. From Table 7-1, the offset voltage $E_{o s}$ can arise either from temperature variation or from voltage variation. (The long-term drift is unimportant because of the short cycle time.) For an assumed temperature variation $\Delta T$ of $60^{\circ} \mathrm{C}$,

$$
\mathrm{E}_{\mathrm{os}} \quad\left(30 \frac{\mu \text { volt }}{{ }^{\circ} \mathrm{C}}\right) \mathrm{nT} \quad 1800 \mu \text { volt maximum (7-3) }
$$

For an assumed supply voltage variation $\Delta V_{\text {s }}$ of 10 millivolts,

$$
\begin{equation*}
E_{\text {os }}\left(200 \frac{\mu \text { volt }}{\text { volt }}\right) \text { iv }_{s} 2 \mu \text { volt typical } \tag{7-4}
\end{equation*}
$$

The effect of temperature variation is by far the greater. l'rom Table 7-1, the offset current $I_{o s}$ due to temperature variation is

$$
\mathrm{I}_{\mathrm{os}}=0.8^{\frac{\text { nanoampere }}{\circ} \mathrm{C}} \Delta T
$$

$$
\begin{equation*}
=48 \text { nanoamperes maximum } \tag{7-5}
\end{equation*}
$$

TAIBLE 7-1. VALUES FOR IHE CIIARACTERISTICS OF A TYPICAL HIGH-SPEED TRANSISTOIR OPERATION AI, AMPIIFIEIR.

NOTE: VALUES GIVEN ARE FOR $25^{\circ} \mathrm{C}$ UNLESS O'THERWISE ST ATED.

| CHARAC' ${ }^{\text {ERISTIC }}$ | SYMBOL. | JALUES | CONDITION | UNITS |
| :---: | :---: | :---: | :---: | :---: |
| Supply Voltage (3-wire D.C.) | $\mathrm{V}_{\mathrm{S}}$ | $\pm 15$ | Design Center | $\begin{aligned} & \text { Volts } \\ & \text { D.C. } \end{aligned}$ |
| $\text { Supply Current } \quad\left\{\begin{array}{l} \text { Quiescent } \\ \text { Full out put } \end{array}\right.$ | $\mathrm{I}_{\mathrm{S}}$ | $\begin{aligned} & \pm 10 \\ & \pm 30 \end{aligned}$ | Max. | $\begin{gathered} \mathrm{mA} \\ \mathrm{D} . \mathrm{C} . \end{gathered}$ |
| Output-Voltage Range, Full Load | Eo | $\pm 10$ | Min. | $\begin{aligned} & \text { Volts } \\ & \text { P-P } \end{aligned}$ |
| Output-Current IRange | $I_{0}$ | +20 | Min. | $\begin{aligned} & \text { in } A \\ & \mathbf{P}-\mathbf{P} \end{aligned}$ |
| Input Common-Mode Voltage Range | $\mathrm{E}_{\mathrm{cm}}$ | $\pm 3$ | Max. | $\begin{aligned} & \text { Volts } \\ & \text { P-P } \end{aligned}$ |
| Voltage Offset Stability @ Const. Temp. (Long Term) | $\mathrm{E}_{\text {OS }}$ | +100 | Typical | MicrovoIts |
| Offset Voltage Temperature Coeff. $-25^{\circ} \mathrm{C} \text { to }+85^{\circ} \mathrm{C}$ | $\Delta E_{\text {OS }} / \Delta^{\prime} \mathrm{T}$ | $\begin{aligned} & 10 \\ & 30 \end{aligned}$ | Typical Max. | $\mu \mathrm{V} /{ }^{\circ} \mathrm{C}$ |
| Offset Voltage/Supply Voltage Stability Coefficient | $\Delta \mathrm{F} \mathrm{os} / \Delta \mathrm{V}_{\mathrm{cc}}$ | 200 | Typical | $\mu \mathrm{V} / \mathrm{V}$ |
| Input Offset Current | $\mathrm{I}_{\text {OS }}$ | $\begin{aligned} & \pm 10 \\ & \pm 30 \end{aligned}$ | Typical Max. | $\begin{aligned} & \text { Nano- } \\ & \text { amperes } \end{aligned}$ |
| Offset Current Temporature Coeff. $0 \text { to }+55^{\circ} \mathrm{C}$ | $\Delta I_{\text {OS }} / \Delta \mathrm{T}$ | $\begin{aligned} & 0.2 \\ & 0.5 \end{aligned}$ | Typical Max. | $n A /{ }^{\circ} \mathrm{C}$ |
| Offset Current 'Temperature Coeff. $-25^{\circ} \mathrm{C} \text { 10 }+85^{\circ} \mathrm{C}$ | $\Delta \mathrm{I}_{\mathrm{OS}} / \Delta^{\prime} \mathrm{I}^{\prime}$ | 0.8 | Max. | $n \mathrm{~A} /{ }^{\circ} \mathrm{C}$ |
| Open-1 oop Gain @D.C. IR L $^{\prime}=10 \mathrm{~K}$ | $A_{0}$ | $0.5 \times 10^{6}$ | 'TypicaI Min. | - |
| $\underset{\substack{\text { Open-1.oop Gain } \\ \text { ohms }}}{\text { D.C. } \mathrm{K}_{\mathrm{L}}=500}$ | $\mathrm{A}_{0}$ | $\begin{aligned} & 3.0 \times 10^{5} \\ & 0.5 \times 10^{5} \end{aligned}$ | TypicaI Min. | - |
| Unity-Gain Crossover Frequency | $\mathrm{f}_{\mathrm{t}}$ | 100 | Typical | mC |
| Frequency Limit For Full Output (Unity-Gain Inverter) | $\mathrm{f}_{\mathrm{F}}$ | 800 | Ty pical | KC |
|  | $Z_{\text {d }}$ | 0.1 | 'Typical | Megohms |
| Common-Mode Input Impedance (ii) 1).C. | $\because_{\mathrm{cm}}$ | - | Typical | Megohtns |



Figure 7-2. Schematic diagram of a typical ramp-voltage generator.

H\&. 'V-2 can be rewritten to separate the idcal ( $\mathrm{e}_{\mathrm{o}}(\mathrm{ide}, \mathrm{l})$ ) and error ( $\Delta \mathrm{e}_{0}$ ) terms as follows:

$$
\begin{align*}
& \frac{1}{\mathrm{KC}} \int_{0}^{T} e_{i} d \frac{1}{C}\left(t \frac{o s}{R}+I_{0 s} \int_{0}^{T} d t\right. \\
& \text { orideal } \quad\left[1 \frac{L_{0 s}}{k}+I\right] \\
& e_{o(i d e a l)}^{c_{0}} \tag{7-6}
\end{align*}
$$

Since the offset voltage and the offset current may cause errors of the same sign, the norst-caseerror is

$$
e_{0}-\frac{1}{0.1 \times 10^{-6}}\left(\frac{1.8 \times 10^{-3}}{10^{5}}-48 \times 10^{-9}\right)\left(10 \times 10^{-3}\right)
$$

6.6 millivolts
where RC: was chosen to be 0.01 sec, with (' $-0.1 \mu \mathrm{l}$ and $\mathrm{R}-100 \mathrm{~K}$ ohms, which are typical values for integrators of the type under consideration. For the maximum value of \% (10 whls: see Tahle 7-1), the perentage error ( $\Delta r_{r} \varkappa_{0}$ ) $<100$ is therefore equal to 0.066 pereent maximum.

## 7-2.1.2 Digit-at-a-time Voltage-to-digital Jncoders

ling. 7-3( $\Lambda$ ) is the basic block diagram of a typical digit-at-a-time type of voltage-to-digital encoder. The significant wave forms are shown in lig. 7-3(13). This type
of converter is much faster than tie timebase type of digitizer described in par. 72.1.1 since the basic contersion sub-c: le time is about equal to the clock-pulse interval of the previou sly described encoder, and the total number of sub-cycles is equal to tlie number of bits in the conversion register, Thus, for a 10 -bit encoder, only 10 successive approximation sub-cycles must be performed to effect a complete analog-to-digital conversion. The conversion rate is about 2 microseconds per digit typically; therefore, a complete conversion takes about 25 microseconds, allowing time for logical control of tiie read-out, clearing of the register in preparation for ano ther conversion, ctc. Thus, thie conversion rate for this type of coneerter is approximately 40,000 conversions per second, as compared with 100 conversions per second for the time base type of encoder.

As shown by Fig. 7-3(A), the convertcommand pulse comes in froni an esternal source, although it may be generated within the $A / D$ converter if a constant conversion rate is desired. With tlic external command shown, the converter may be made to operate on a "demand" basis, thus eliminating redundant data for slowly varying functions, while sampling more rapidly upon command when the analog input varies at higher frequencies. The programmer, upon command to convert, sends a set pulse to tlie most significant flip-flop of the conversion register. The weighted analog value of this most

(A) Simplified block diagram


Figure 7-3. Simplified block diagram arid associated wave forms for- a digit-at-a-time type of voltage-to-digital encoder.
significant flip-flop, passed along to the voltage comparator at $C$ is compared with the analog input sample. A signal is then sent back to the programmer that indicates whether the half-scale analog output from the D/A converter;: is greater or less than the analog input sample, The absolute value of the voltage output of the $1 \mathrm{I} / \mathrm{A}$ converter is calibrated accurately against a standard voltage reference, as indicated in Fig. 73(A). If the input sample is greater than half scale, the most significant flip-flop is left in the set position; if not, the flip-flop is reset.' Approximately 2 microseconds after the most significant flip-flop has been set, the same set pulse has traveled through the first section of a delay line $1 \mathrm{~L}_{1}$ and sets the second most significant flip-flop $\mathrm{HF}_{4}$. If $\mathrm{FH}_{8}$ was left set, the output of the D/A converter will be $3 / 4$ of full scale; if $\mathrm{FF}_{8}$ was reset at the end of the first digit subcycle, the output of the D/A converter will be $1 / 4$ of full scale, In the timing diagram of Fig. 7-3(B), the most significant flip-flop was not reset, so the output of the $1 \mathrm{~J} / \Lambda$ converter immediately after the $S_{4}$ pulse is shown at $75 \%$ of full scale.

Further delayed pulses $S_{2}$ and $S_{1}$ act upon their respective flip-flops in like manner until the conversion is completed. When a suitable time interval has elapsed after the last sub-cycle, the programmer issues an end-of-conversion pulse to the external recording or computing equipment so that the contents of the conversion register may be logged, after which all flip-flops are cleared in readiness for the next conversion. In Fig. 7-3(B), the voltage converted is shown as a dashed line at about $84 \%$ of full scale. After the $S_{2}$ pulse, the output of the D/A converter was $87.5 \%$-or higher than the input sample--so $\mathrm{FF}_{2}$ was reset. After the $S_{1}$ pulse, the output of the $D / A$ converter was $81.25 \%$--or the nearest value to $84 \%$ that was attainable with a 4 -bit system-since the resolution is only $6.25 \%$. Thus, the number read-out of the conversion register at the end of conversion would be $81.25 \%$ of full scale. If apulse is sent out to exter-
nal equipment each time a reset pulse to one of the flip-flops is inhibited, a serial pulse train representing the digital (conversionis available for the operation of serial-type recording or computing equipment. Conversely, the reset pulses themselves may be used to represent the complement of a serial-output pulse train,

Yote: At the present time, fire control systems use $11-$ bit $A^{\prime} \mathrm{D}$ ) and $\mathrm{D}^{\prime} \mathrm{A}$ converters. These still produce considerable error; however, increasing the bit capacity to reduce the error will increase the equipment size unnecessarily.

## 7-2.2 THE LOGIC USFD TO OPTIMIZE THE SPEED OF CONVERSION

A level-at-a-time voltage-to-digital en-coder-- the basic time-base $\Lambda / D$ encoderdescribed in par. 7-2.1.1--starts counting at zero time, representing zero voltage, and registers a steady stream of counts until stopped. Hence, an n -bit conversion takes 2 " pulse times, and the speed of conversion can be increased only by increasing the clock pulse rate and providing the necessary higherspeed circuits for encoding.

A digit-at-a-time voltage-to-digital en-coder--a variation of the time-base encoder that uses feedback and a D/A converter and is described in par. 7-2.1.2--presets the counter to $2^{\mathrm{n}-1}$ and, at the start of conversion, is directed by an error-sign circuit to count in the proper direction to meet and match the analog voltage. A substantial increase in speed is offered by the digit-at-atime encoder because this method reduces the conversion time to $\mathrm{n}+1$ pulse times.

For very-high-speed conversion, an amplified analog input sample can be used to deflect a cathode-ray-tube (CRT) electron beam across a coding mask. Inside the CRT, a systemof electron collector wires is arranged behind the mask to detect the presence of electrons passing through the holes in the code mask. Using the electron-beamdeflection technique, television video signals have been encoded to 7 -bit accuracy at

[^40]ratés up to 10 megacycles per second. Since the dellectior, accuracy of the CRT svstem is not comparable with the comparison accuracy of the voltage- comparison (digit- at-atime) encoder, however, the increase in speed of the character-at-a-time method employed by the C:R'I systeni is achieved at a sacrifice in accuracy.

### 7.2.3 THF USE OF SLRVOS WITH SIIAFT ENCODERS

Perhaps the slowest encoding method, but certainly a straight-forward method of voltage-to-digital conversion, is simply to attach a suitable coding disc to the shaft of anexisting servo element in the systeni. If the final angular position of the shaft is proportional to the desired analog voltage "input", the digital equivalent can be read front the coding disc as discussed in par. i-3. The response time of the servo is the majo ${ }^{\circ}$ contributing factor to the time of conversion, and the maximurn time could be an appreciable fraction of a second.

## 7-2.4 STEPPIAG SWITCTIES, RELAYS, ANI) TRANSISTOR SUITCHFS DOF A/D CONVERSION.!?

Kotary devicosfor direct eonversion of angular shaft position to binary ende are uscful for manual ot relatively show introduction of data intoa digital system. Electrically or mechanically driverl stoppines switches can beadapted for the slowcr automatic functions, producing dircet digital signals. Since these will nornally be in decimal form, either relays or solid- state OR gate logic can be used to encode them in natural, binary form as shown in the logic. diagram of l'ig. 7-4(A) or the equivalent matrix of Fig. 7-4(13). These circuits require a voltage on one input line only, representing the decimal number to be encoded in natural binary coded decimal form.

## 7-3 CONVERSION OF MECHANICAL MOTION TO A DIGITAL OUTPUT

## 7-3.1 COMMUTATOR-TYPE ENCODING IDISC:S AND DRUMS

A commutator-type encoding disc (or drum) using brushes that press against
coded rings with appropriate conducting and nonconducting sectors is one means that can be employed to represent a digital code. This arrangement does, however, possess limitations dueto (a) surface wear and contamination, (b) physical restrictions of brush size or alignment, and (c) positions of uncertainty during transitions between conducting and nonconducting regions, Fig. 7-5 illustrates the technique of dividing one shaft revolution into 16 parts and reading out a 4-bit binary code through fourbrushes$\mathrm{B}_{0}, \mathrm{~B}_{1}, \mathrm{~B}_{2}$, and $\mathrm{B}_{3}$.

The uncertainty of coding during transitions canbe eliminated as discussed in par. 7-3.4. Coding discs, approximately4inches in diameter, are commercially available with as many as 1024 sectors (10 binary digits).

The equivalent drum technique is illustrated in Fig. 7-6. The concept of using brushes to contact conducting and nonconducting sectorsthat is employed here is the same as that used with a coding disc. Drum encoders areless common than disc cncoders, however, because discs arc simpler to construct and have fever sources of error.

(A) Logic diagram

(B) Matt ix diagram

Figure 7-4. The logic diagram and matrix diagram for a natural binary coded decimal


Figure 7-5. A typical binary coding disc.

## 7-3.2 MAGNETIC ENCODERS

An example of the rotating-drum technique with magnetic encoding is discussed in Refs, 14 and 15. As shown in Fig. 7-7, the equipment consists of the following components:

1. An indexdisc and a high-speed magnetic disc on one shaft rotating at a constant speed. The index disc generates a train of index pulses (nominally 500 per revolution).
2. An index-track reading head
3. A reference shaft for the analog input that is coupled to the input shaft of the deviceso as to position a pulsewriting head at an appropriate angular displacement.
4. A reading head for the magnetic disc
5. An erase electric magnet
6. A converter consisting of amplifiers, pulse shapers, a frequency multiplier, gates, and a delay circuit to operate on the pulses.

The sequence of operation, illustrated in Fig. 7-8, is as follows:

1. At the instant of read-signal initiation, a singlemagnetic pulse mark is written on the high-speed disc.

(A) Drum with brushes

(B) Corresponding cyclic-ccur pattern srapped around a drum

Figure 7-6. Direct-drive angular-shaftbosition analog-to-digital converter.
2. Coincidentally, a train of index pulses is started at the output to an electronic counter.
3. The reading head detects the arrival of the magnetic mark on the high-speed disc, and stops the index pulse-train output. The count of the pulse train is the measure of the angular displacement of the analogcontrolled writing head from the reference position of the reading head,


Figure 7-7. Block diagram of the Engineering Research Associates shaft monitor.


1. Magnetic mark is "written" on revolving magnetic disc at instant of read-signal initiation.
2. Index-track reading head generates train of index pulses. Converteı triples ftequency and shapes pulses which appear as output of Shaft Monitor.
3. Reading head detects magnetic maı $k$ and stops index pulse train, the length of which represents time interval between time magnet mark was written and lead.
4. Erase magnet is energized foo one complete revolution of magnetic disc, prepating for next reading.

Figure 7-8. Operation sequence of the Engineering Research Associates shaft monitor.
4. The erase magnet is energized for one complete revolution of the magnetic disc in order to prepare this disc for the next reading,

The nominal performance characteristics of the system provide 20 readings per second to an accuracy of plus or minus 0.09 degree for an input speed of 120 rpm .

## 7-3.3 PIIOTOELECTRIC ENCODERS

For higher resolutions, the use of opaque and transparent areas to represent the code pattern on a disc and the use of a thin radial line of illumination to shine through the disc onto photocells have proved to be very effective. Photoelectric discs have been made with an accuracy of one part in 131,072 ( 17 binary digits). The art of fiber optics--where the diameter of the light-conducting fibers is measured in millionths of an inch--has progressed to where great optical flexibility, compression in size, permanency of alignment, and fine discrimination between sectors and adjacent channels orbits canbe achieved. The methods of minimizing ambiguity at the boundary between two sectors are the same basically as for commutatordiscs, and are discussed in par. 7-3.4.

A simple, compact shaft-angle indicator has been contrived €ordigital pickoff of velocity information (Ref. 13). Rased on the principle of interference patterns produced by two sectored discs, with one disc having one more opaque and transparentsectorthan the other, this device has achieved an accuracy of better than one minute of arc. In the coarse pattern shown in Fig. 7-9, the tran.imitted light (reflected light canbe used) varies fromzeroto full to zero for the passage of each sector. Kith 512 sectors and four photo pickoffs in quadrature, digital logic can distinguish $1 / 2048$ part of a revolution. It should be noted that this pickoff produces incremental rather than arithmetic data.

## 7-3.4 COIDES ANI)IBRUSH (READING IIEAD) ARRANGEMENTS EMPLOYED

One technique devised to avoid errors due to imperfections and uncertainty intransitions from sectorto sector in coded discs
is to use a cyclic code in place of the binary code. Table 7-2 lists corresponding decimal, binary, and cyclic code numbers; and illustrates how in cyclic code the successive numbers differ from each other in only one digit column, It is important to note that in reading cyclic code (also called reflected code or Gray code) the sign of successive ONES alternates, starting with the most significant ONE as positive. It can be readily verified from Fig. 7-10 that in cyclic code smallmisalignments do not result in an error larger than one bit.

A second technique for avoiding reading errors is to use two brushes or heads for reading each binary digit. (Ref. 8, 9). The brushes are so positioned that if one brush is in transition, the mating brush is completelywithin either a conducting area or a nonconducting area. Suitable circuits must be provided to select the brush that is not over a transition. The amount of equipment required to make this selection is about the same as that required to convert. cyclic code back into useful binary form (Ref. 10).

## 7-4 CONVERSION OF A DIGITAL SIGNAL TO AN ANALOG VOLTAGE

If a digital numberis available in serial form, a remarkably simple scheme developed by Shannon and Rack canbe made to convert accurately to seven bits ( 1 part in 128), although the switching and timing equipment are somewhat complex. In this scheme, the R-C circuit of tie serial-tovoltage inverter shown in Fig. 7-11 is adjusted so that the stored charge decays to exactly half its value in one pulse time. The switch closes forone pulse time for a 1 digit and is open for $a 0$ digit. The numbers are read in serially, least significant digit first. If the first digit is a 1 , the capacitor builds up one unit of charge which then starts to leak off, becoming one-half at the end of the second pulse, one-fourth at the end of the third, and so forth. Thus, regardless of successive openings and closings of the "switch", the first digit has made a contribution of 2-" times the basic voltage at the end of the last pulse if it were a one, and nothing if itwere a zero. In the same fashion, the second digit makes a contribution of either 0 or $2^{-(1-1)}$, and so forth. The


Figure 7-9. Arrangement of sectored discs and photodetectors for readout of shaft motion.

TABLE 7-2. A CYCLIC CODE ANOI ITS DECIMAL AN゚D BINARY EQUIVALENTS.

| Decimal <br> Number | Binary Number | Cyclic Code | Decimal <br> Number | Binary <br> Number | Cyclic Code |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 168. ${ }^{\text {? }} 1$ | 3115: : 1 |  | 160421 | 3115731 |
| 0 | 00000 | 00000 | 16 | 10000 | 11000 |
| 1 | 00001 | 00001 | 17 | 10001 | 11001 |
| 2 | 00010 | 00011 | 18 | 10010 | 11011 |
| 3 | 00011 | 00010 | 19 | 10011 | 11010 |
| 4 | 00100 | 00110 | 20 | 10100 | 11110 |
| 5 | 00101 | 00111 | 21 | 10101 | 11111 |
| 6 | 00110 | 00101 | 22 | 10110 | 11101 |
| 7 | 00111 | 00100 | 23 | 10111 | 11100 |
| 8 | 01000 | 01100 | 24 | 11000 | 10100 |
|  | -01001 | -01101 | 25 | 11001 | 10101 |
| 10 | 01010 | 01111 | 26 | 11010 | 10111 |
| 11 | 01011 | 01110 | 27 | 11011 | 10110 |
| 12 | 01100 | 01010 | 28 | 11100 | 10010 |
| 13 | 01101 | 01011 | 29 | 11101 | 10011 |
| 14 | 01110 | 01001 | 30 | 11110 | 10001 |
| 15 | 01111 | 01000 | 31 | 11111 | 10000 |
|  | 9 |  |  |  |  |



Figure 7-10. A typical cyclic coding disc.


Figure 7-11. Schematic diagram of a serial-to-voltage converter.
contributions of each digit are all additive, and at the end of the last pulse the desired voltage is available at the output. The voltage must be read immediately since it continues to decay.

Other electrical networks for converting a digital signal to a voltage are shown in Fig. 7-12. The accuracyof these schemes is determined primarily by the stability of the sources and the precision of the resistors,

In Fig, 7-12(A) each current source is associated with abinary digit, least significant first, starting on the left. When the binary digit is a one, the related current source puts out a standard, regulated current I; for a zero bit, it has zero output. If
the current sources are assumed to havc infinite impedance, the output voltage is

$$
\begin{equation*}
e_{0} \cdot \frac{I K}{2 ?^{n-1}} 0 \tag{7-7}
\end{equation*}
$$

where

$$
p=\text { number to be converted }
$$

$n+1=$ number of stages
In Fig. 7-12(B), standard voltage sources each put out a voltage $E$ for a bit value of one, and no voltage forzero. In this case, if the voltage sources are assumed to have zero impedance, the output voltage is

$$
\begin{equation*}
e_{0}=\frac{E}{2^{n+1}} p \tag{7-8}
\end{equation*}
$$

Typical accuracy figures for the circuits shownin Figs. 7-12(A) and 7-12(B) are one part in 1000 .

Figs. 7-12(C) and 7-12(D) show circuits that are particularly useful when the digital information is available through relays, In both cases, the relay positions shown in these illustrations are those for a zero bit; the relay pulls in when its associated bit is a one. The output voltage for the circuit in Fig. 7-12(C) is

$$
\begin{equation*}
\epsilon_{\circ}-\frac{t_{1}}{\frac{R}{R_{c}} t 2-1} p \tag{7-9}
\end{equation*}
$$

and the expressionfor the output voltage of Fig. 7-12(D) is

$$
\begin{equation*}
e_{0}=\frac{t}{2^{n+1}-1} p \tag{7-10}
\end{equation*}
$$

The circuits of Figs. 7-12(C) and 712(I)) have the advantage over those of Figs. 7-12(A) antl 7-12( J ) of requiring only one precision resistor per stage, and of avoiding sensitivity to source impedance and output impedance. In the circuits of Figs. 7-12(0) antl $7-12$ ( D ), accuracies of one part in 4000 ran be attained. Through the use of allelectronic switching and sampling of two or more digital inputs, a single D/A converter

(A)

(C)

(D)

Figure 7-12. Schematic diagrams of typical digital-to-voltage converters.
can serve to convert more than one channel of data--typically handling as many as 100,000 bits per second.

## 7-5 CONVERSION OF A DIGITAL SIGNAL TO MECHANICAL MOTION

The requirement of conversion of parallel digital information to shaft angle can bc satisfied with the servomechanism shown in Fig. 7-13. The position of the output shaft is digitized bymeans of a coding disc, The static conversion accuracy can be made to approach that of the coding disc--normally a maximum of one part in 131,072 ( 17 binary digits). In operation, the coded shaft position is subtracted from the desired shaft position and the difference number is converted into a voltage used to drive the output motor,

Incremental digital information can be convertcd to shaft position by means of shaft-angle feedback from an incremental magnetic encoder:: and a reversible counter as indicated by Fig. 7-14. In this application, the encoder provides an integral number of pulses per revolution of the output shaft. The anti-coincidence circuit resolves
the coincident pulse problem so that the reversiblecounterdoes not receive both up and down counts simultaneously. The reversible counter and the digital-to-analog converter provide the error-detector function. lf the pulse source introduces up counts and the encoder introduces down counts, the reversible counterholds the servo error at any instant. Inasmuch as the digital-toanalog convertertransforms only the error, it can be a very simple device. In some cases, onlythethree states--up one ormorc counts, zero, and down one ormore counts-are employed.

The servosystem of Fig. 7-14 is useful in pulse-to-position orfrequency-to-velocity conversions. A typical application is in the precise frequency regulation of a-c alternators where accuracy is limited only to that of the pulse source.

Stepping motors, through appropriate logic networks foreither serial or parallel digital operation, can be used to convert to mechanical motion--at rates of up to 2400 steps per second. Since there is no feedback in such systems, the accuracy may be limited by backlash and other errors in gearing ind mechanical components.


Figure 7-13. A servomechanism for digital-to-analog conversion.


Figure 7-14. A servomechanism for incremental digital-to-analog conversion.
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# CHAPTER 8 ANALOG-DIGITAL COMPARISONS 

## 8-1 BASIS OF COMPARISON

In the design of computing devices for fire control applications, many factors influence the choice between analog computation, digital computation, or a combination of both. When a combined system is selected, a choice must then be made as to the points in the computation at which the conversions from one type to the other will occur. Most of the factors on which analog-digital comparisons are based bear one upon the other., starting with what are often the most crit-ical--speed and accuracy. These are followed by factors of complexity, of reliability, and of the effects of any special environmental conditions. Cost, site, weight, and power considerations complete the list of often interrelated factors on which the cornparisons are based.

If one glances quickly through a cornputing system from input to output, a few of the salient decision points are immediately apparent. The input signals of a fire control system are basically analog in nature. If these signals are to be transmitted over any great distance, however, it will become either necessary or desirable to convert them to some form of pulse-code modulation. This means, in effect, converting them to digital form. Thus, the problem of conversion of signals between analog and digital formmaybe encountered in the use of either analog or digital computing equipment. Although analog instrumentation may efficiently provide fast dynamic response, coordinate transformation, and power gain; digital techniques may provide more accuracy in certain calculations, more convenient changeover between alternative modes of operation, and more economical storage
offunctions arid constants. An inherent disadvantage of a digital system is that a considerable amount of equipment is dictated for solution of even the simplest control problem. At the output of the system, digital techniques may be well adapted to displays, but actual control functions may require aconversion to analog circuitry and devices.

## 8-2 COMPARISONS BASED ON THE SPEED WITH WHICH SOLUTIONS ARE OBTAINED

One chief advantage of analog techniques is that operations such as integration are performed continuously and rapidly, and most of the simpleoperations of algebra and the calculus fall well within useful limits of effectiveness. Further, althoughtime-sharing is theoretically possible uith analog computing elements, the convenient and most common approach is to assign a specific computing element for each individual operuation to he performed, with the effect that overall solution time is essentially unaffected by the multiple computations. In the case of nonlinear operations, which are relatively difficult to perform by analog techniques, the errors introduced may be as much as an order of magnitude more than for linear operations, an effectthat could offset an advantage of speed. The dynamic performance of servos and many nonlinear devices in a larger-scale system may he marginal as the requirement for more nearly real-time operation inc ceases. 411electronic analog computers achieve much greater speed than the mechanical or electromechanical analog computers, and are sometimes designed to permit repeating the

[^42]solution of a problem 10 to 60 or moretimes per second. This contrasts uith typical servo performance wherein a unit might require a few tenths of a second to reach full scale at a maximum speed, and might require comparable time to accelerate from zero to full speed.

The introduction of a sampling device, such as a digital computer, in a closed-loop fire control system introduces a time lag related to the sampling interval. Input devices, such as certaintypes of radars, niay introduce such lags in an otherwise analog system. If the output of a system containing a sampling element is to be continuous and smooth, it must be filtered. In general, the speed ofresponse of such a system will be at least twotimes the sampling interval. Firecontrolsystemsthat must operate with verynoisyinput data may also be limited in response by the requirement for filtering.

If it is determined that a computation in a fire control system must be completed no more frequently than once every second and a digital-computer configuration under consideration could complete the computation in one-tenth of a second, then the digital computer, with perhaps little increase in hardware, could handle 10 different inputs on a time-shared basis. It is important to notethat an almost inevitable but sometimes subtle demand isimposed on the basic speed of digital computation by the way in which requirements of speed and accuracy multiply together. For example, an apparently simple problem might involve using a tachometer pulse generator to convert shaft rotation to adigitalinput. If it is required that the output beread 50 times per second to an accuracyof 1 partin 1000 , then the resulting requirement for a pulse-rate-handling capabilityis $50 \times 1000$ or 50 kc for this particular channel of input data. Increasing the computing rate of a digital device tends strongly toincrease its size and cost. (The term "size" should be interpreted here as related to the number of components since techniques of miniaturization -- in themselves somewhat costly -- tend steadily to reduce sheer bulk.) The size of an analog computer is muchless sensitive to increase with increasing speed requirements.

An approximate, but relatively correct, comparison of several digital machines--all
solving the same problem--reveals how the basic speed of access to the working memory, the use of serial or parallel operation, and the clock rate combine to determine the speed of operation. The problem used is as follows:

Solve the following set of equations for $\mathbf{J}$ and $Z$.

$$
\begin{aligned}
& J=\frac{(Z F-G) K}{H+L} \\
& Z=\sqrt{E Y}
\end{aligned}
$$

where
$Y=A X+B$ for $D<Y<C$
$X$ is the input variable
A, B, C, D, E, F, G, H, K, and L are constants
The method of solution chosen is as follows:

1. Read in new input $X$ (exclusive of input switchingtime, input selectiontime, settling time, or $A / D$ conversion)
2. Calculate $(A)(X)+B=Y$
3. Compare $Y$ with $C$ to insure that $Y$ $<\mathrm{C}$
4. Compare $Y$ with $D$ to insure that $Y$ $>\mathrm{D}$
5. Calculate $Z=\sqrt{(\mathrm{E})(\mathrm{Y})}$ (with an accuracy of 10 bits $-0.1 \%$ )
6. Calculate $J-(Z F-G)(K) /(I I+L)$
7. Store $J$ in bulk memory (use average accesstime)
8. Store $Z$ inbulkmemory (use average access time)

A comparison of seventypes of digital machines that could be used to solve this problem appears in Table 8-1.

Obviously, a computer with all-core storage, parallel logic, and a high clockrate would be the fastest. Very rarely, however, is the designer permitted so simple a choice. Core memories are expensive, and with their drivers are bulky; therefore, they are usually restricted to the working memory, where their high-speed characteristics are of greatest value. Similarly, the use of parallel logic greatly increases the size and cost of equipment as compared with the use of serial logic, but does eliminate the necessity for $p$ arallel-series conversions at inputs and outputs. Finally, the cost of computers generally increases with clock frequency--
'TABLE 8-1. A COMPARISON OF SEVEN TYPES OF DIGITAL MACIINES.

|  | Memory Type |  |  | Clock <br> Operating <br> Mode |
| :---: | :--- | :--- | :---: | :---: |
| Nominal <br> Problem <br> Time |  |  |  |  |
| Serial | Bulk | Working | Drum | Drum |
| Serial | Drum | Fast- <br> Acess <br> Registers | 100 kc | 130 msec |
| Serial | Disc | Core | 80 msec |  |
| Parallel | Drum | Core | 170 kc | 30 kc |
| Serial | Drum | Core | 1 mc | 9 msec |
| Parallel | Drum | Core | 1.5 mc | 2 msec |
| Parallel | Core | Core | 1 mc | $50 \mu \mathrm{sec}$ |

partly because of the greater cost of highspeed transistors and diodes, and partly because of the greater problemsinvolved in the shielding and transmission of signals.

## 8-3 COMPARISONS BASED ON THE ACCURACY OF THE SOLUTIONS OBTAINED

The characteristics of materials and circuit elements establish the best basic accuracy obtainable in simple analog computations as roughly one part in $10^{\ddagger}$. Noise usually limits the minimum discernible variation in a signal to aresolution of this same order. Errors arise from backlash in mechanical linkages, changing values in electrical components, and drift in amplifiers. These errors tend to add rather slowly, however, since most analog elements are used in feedbackloops and the effects of error increments are thereby minimized. The net result is that therelatively simpleinathematical operations of summation, multiplication by a constant, or integration can be accomplished with an accuracy of three significant figures, The more-difficult operations of multiplication (and division) of variables and
generation of complex functions may display a marginal accuracy approaching two significant figures, or one percent of full scale.

Of the three types of analog computers (mechanical, electromechanical, and electronic), the accuracy achievable withthe best mechanical computing elements exceeds that obtainable with electronic elements. High accuracy can he achieved with properly designed electromechanical computing elements, but their speed of response is restricted and they require somewhat more specialized maintenance than electronic elements.

A digital device can be contrived to produce any desired degree of precision (e.g., the mathematical constant $\pi$ can be obtained to 2,000 places). A digital computing machine has one intrinsic error, namely-, cumulative round-off, that may add up to serious significance in certain long computations. The digital technique has the inherent error of truncation, resulting from the Fact that digital computations are carried on in a step-by-step manner. Althoughthe errorsintroduced by round-off and step-wise approximation are quite difficult to compute, some attempt should be made to appraisetheir effects
because these effects can become substantial ${ }^{1-4}$. Particularly in adigital computer, the requirements of speed and accuracy are intimately interrelated. The computing circuitry, the logical arrangement, the computing interval, and the programming must be selected in sucha manner asto permit realtime operation for a specific fire control system.

## 8-4 COMPARISONS BASED ON THE COMPLEXITY OF THE COMPUTING DEVICES INVOLVED

A comparison of analog and digital techniques on the basis of complexity must consider the capabilities of the operator, problems of programming and communications, and the ability to change over quickly and easily from one problem to another. If the system requirements are relatively simple, and the basic inputs and outputs are analog, an analog system will often be more satisfactory and less expensive than a digital one. Frequently, an operator will be employed in tracking or positioning operations, which are inherently analog in nature.

If input (or output) data are being transmitted in digital code, which permits freedom from errors over much greater distances than analogmethods, the digital choice is obvious. The simplicity of the apparatus and circuitry associated with the transmission of a signal by a synchroloop, for example, is always attractive when the character of the signal is well-adapted to analog methods. A s the system becomes more complex, however, there is a tendency to design for digital and automatic operation.

Analog machines have an inherent versatility in their ability to perform directly such varied functions as integration, sine generation, and multiplication. The digital machines must build up such functions out of simple numerical processes of addition, subtraction, and multiplication by the radix, Rut in contrast, the digital machine is more flexible than the analog since it is only necessary to insert anew program to start a new problem. Even when new interconnections for an analog machine are substituted by plug-in patch panels, and various calibration and ini-tial-condition settings are provided by nearly
automatic, remote controls; starting a new problem is time-consuming.

Establishing communication with the machine in the first place can give rise to considerable complexity of input-output equipment for digital machinery. Instructions for relatively simple operations consist of a large mass of details. Programming consists essentially of an exercise in numerical computation, with a limited choice of methods and language determined by specific design features of the computer. Rut with appropriate equipment and programming, for example, it can be arrangedfor the human operator to type out English-language instructions on a key-board and be limited only by easily comprehended rules of computer grammar and vocabulary.

One aspect of complexity that must often be considered in connection with a computing machine is the ease with which the machine can be expanded. In general, a digital machine must be designed from the start to encompass the maximum foreseeable demand. Although the addition of more input-output equipment is always a possibility, the machine must be designed with a capacity of controlling, reading from, and writing into the ultimate total number of peripheral devices that will be required. Analog equipment, on the other hand, is susceptibleto the addition of components--one at a time if nec-essary--asthe complexity of the problem increases.

## 8-5 COMPARISONS BASED ON THE RELIABILITY OBTAINABLE

In one sense of reliability--whether or not the device will operate when wanted, as distinguished from being broken down--both analog and digital devices can be designed to show a good record. Purely mechanical analog computing devices can be made, not unlike the one-horse shay, to work without repair until they fall apart--an exaggeration that is useful to illustrate one school of thought as to the way in which maintenance should be carried out. Operation of equipment until its performance is no longer acceptable is termed breakdown maintenance. In the area of passive electrical components --resistors, inductors, and capacitors--
breakdown maintenance is all that can be expected since tests on these components give little indication of future performance.

In the case of electromechanical components, either analogor digital, more specialized maintenance procedures are almost always required than with purely electronic devices. Wiping contacts, make-and-break contacts, motor-drivendevices, pen or stylus recorders, and tape reading or punchingunits all present inherent problems of either wear, adjustment, cleanliness, corrosion, lubrication, or a combination of these that may definitely call for scheduled preventive mainten-ance--particularly if the operating environment is unfavorable.

The second school of thought on maintenance recommends that each piece of equipment be tested periodically and repaired if its performance has deteriorated appreciably. This procedure is called periodic maintenance. It is difficult to conceive of a piece of military equipment for which periodic maintenance is not specified, as an assurance that a high state of readiness is being maintained.

The designer of advanced computing equipment can and should so construct either analog or digital computing devices that repairable faults can be quickly remedied by removal and replacement of modular elements. In modern solid-state digital circuitry, the use of relatively feu types of plugin logic circuit cards can account for the vast majority of functions within the organization of the machine, thereby minimizing the spare-parts problem and greatly facilitating rapid substitution. The ability of test programs and routines to predict trouble, 1 hrough marginal checking of components, plus the use of error-detecting logic that warns automatically while an actual problem is being run, gives an edge todigital computers in the dynamic detection of unreliable performance. Thisis particularly usefulbecause a digitalmachine is equally prone lo a large mistake (mostsignificant digit) as to a small mistake (least significant digit). Beyond a highly unlikely catastrophic failure, an analog device is more likely to make a smallerror. The yes-no circuitry of digital devices makes them less susceptible to line-
voltage variations and to leakage resistance that can bleed off voltages in analog equipment.

Just as the designer's last weaponin the struggle to maintain reliability is replacement, his first weapon is quality control. Bad solder joints or faulty- contacts anywhere in the system will plague analog or digital equipment equally. However rugged the electrical orelectronic components themselves may be, necessary intercabling, plugs and connectors, or patch panels introduce elements of uncertainty.

Redundancyin cabling, to providetwo or more alternate circuits so that at least one will be conducting if contact on anotheris interrupted, serves equally well for analog or digital devices. Redundancy in internal connections is particularly applicable in analog circuitry at points of wear such as in relay contacts, where the use of multiple contacts will not appreciably increase tie size of the equipment.

Providing redundant subsystems, as opposed to merelyduplicating questionable interconnections, usually means increasingthe amount of equipment by more than a factor of two for either analog or digital techniques. If the first unit fails, means must he provided to detect the malfunction, plus, means for switching in the second unit. Extending this concept one step further, one could duplicate the detecting and switching equipment because it, too, could fail. In extremely vital situations, triplicate or even quadruplicate systems have been provided. Digital cornputers are sometimes designed with redundant paths that permit a signal to be passed even though one of the paths is defective. Carryingthis concept still further, the SAGF air-defense system usestuo completely duplicate digital computers.

Error-detecting and correcting methods within a single nonduplicated system are particularly applicable to digital systems. Various methods can be applied to analog systems, but these are usually assoziated more with preventive maintenance. Modern digital computing equipment is usually designed with built -in circuitry that will automatically detect the majority of errors that occur during computing-system operation.

## 8-6 COMPARISONS BASED ON THE NATURE OF ENVIRONMENTAL EFFECTS

Before looking at some of the design problems associated with the operational environments that must be anticipated, it is worthwhile to examine a few of the preoperational environments. The problem of handling can compromise the integrity of many otherwise perfectly acceptable components. Forexample, asmall, precision electromechanical device that is allowed to tip over on its side on a hard-surface work bench might sustain a shock of 500 g 's, whereas after final assembly in a package with shock mounts it might never be expected to sustain morethan $20 \mathrm{~g}^{\prime} \mathrm{s}$. Shipment of precision optical and electromechanical equipment in large assemblies by rail has had to be abandoned in many cases when it was not possible to insulate against shocks intransit exceeding 30 g's. Equally startling was the experience of $50 \%$ loss throughdamage of ocean freight consisting of automobile parts packaged for overseas shipment. Inthis case, it was found to be more economical to use air freight exclusively. These examples are cited to illustrate the staggering hazards that lurk beyond the normal scope of the designer.

Another area that has been found troublesome until suitable controls were established is one that can appropriately be called hidden testing. There have been cases where equipment has reached its final destination, presumably to be used for the first time, and has been found to have remarkably short life before requiring maintenance. The simple device of providing an accumulated runningtime clock would reveal that this type of equipment presented an irresistible challenge to technical and operating personnel all along the line to turn it on and make sure it worked, or to demonstrate it to somebody, or to duplicate an acceptance test procedure.

Completely mechanical analog computingdevices are, in many cases, best adapted to the most hostile environments. Repeated physical shock, thermal shock, radiation, or extremely hightemperatures can becircumvented by mechanical analogtechniques. For example, hydraulic analog computing devices perform remarkably in the extreme environment ofaircraft jet engines, and attempts to
perfect electromechanical substitutes have not shown promise.

The existence of make-and-break contacts, presure/sliding contacts, or patch connections in any computing equipment makes open season for dust, moisture, or vibration. Similarly, any form of vacuum tube, gas tube, lamp, or bulb invites failure from physical shock or, sometimes, thermal shock.

If all-electronic elements are being compared for both analog and digital devices, they are on very equal environmental ground, with one major exception -- field power. Naturally, power failure or sudden surges will induce malfunction or component failure regardless of computing technique. But a solid state digital system, with yes-no logic is not sensitive -- within limits -- tovoltage changes.

A stored-program digital computer with a core memory may lose its program upon power failure, unless battery power is provided. Environmentally, the use of batteries can create a storage problem and a warm-up problem. Also, of course, the batteries are that much more component hardware.

In analog circuitry, wherever a voltage level represents an absolute value, such as across an integrating capacitor, any leakage due to moisture or other contamination will degrade the performance of the system.

It is recommended that the design process include appropriate heat-transfer calculations so that forced warm-upcan be provided if necessary, and that all possible use of heat-sink properties be incorporated to allow for theextremes of artic- and deserttype environments. Design actions that can be takento assure operable equipment under environmental extremes are discussed in Chapter 5 of Ref. 5.

## 8-7 COMPARISONS BASED ON COST, SIZE, WEIGHT, AND POWER CONSIDERATIONS

The cost of an analog computer is approximately proportional to its size. If it is necessary to expand the analog computer, components can be added one at a time, with obvious restrictions as to the capability of programming and suitably interconnecting any new elements. Naturally, any equipment
for field service can be flexible only within its packaging, arid considerab le trading-off would have to transpire to equate future expandability against present physical size. In general, increasing the accuracy of an analog computer entails greatercostthan providing greater digital accuracy if, indeed, it is even possible to increase the analog accuracy; however, the reverse may also betrue. Any digital machine is likely to have a fairly large minimum cost, and increments of accuracy attainable are then relatively inexpensive.

If a digital computer is not originally built with expansion in mind, which would typically include adding blocks of memory and adding input-output equipment, it is not generally susceptible to expansion. The control capabilities must be provided in th: original design, together with sufficient logic circuitry*

Since a wide variety of MIL-SPEC components forboth analog and digital computers are available from existing manufacturers, a hidden cost of either type of design might lie in the time to develop and approve new components that had to run the full course from paper design to hardware. Balanced against the choice of the existingand proven
is taking the calculated risk that, at the time it is needed for assembly, a clearly superior state-of-the-art development that has been promised may actually fail to materialize.

In any case where the relative merits of analog-versus-digital techniques do not emerge with reasonable clarity from a stud) of the situation, it is probably wise to carry forward preliminary designs on both types to obtain rough comparative costs.

As for the class of mathematical problem, more integration can be bought per dollar with analog computers and more arithmetic per dollar with digital computers.

As a general rule, it may be stated that -- for both analog and digital computers -size, eight and costare interrelated so that increases in size and $u$ eight lead directly to increased costs. Special miniaturization techniques undertaken to reduce size and weight may also increase unit costs by a large factor.

Comparing computer power sources from a cost viewpoint shous that the necessity for a super-regulated power supply for the analog computer results in acost greatly exceeding that of the digital-computer power supply, whose sole requirement is that it be isolated from line transients,
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# CHAPTER 9 RELIABILITY AND CHECK.OUT PROCEDURES* 

## 9-1 INTRODUCTION

An important consideration in regard to the usefulness of fire control computers is their reliability, It goes without saying that equipment that is not reliable is less than useless. From a military point of view, a quantitative specification of reliability is desirable, and a convenient -- but by no means unique -- method of quantitatively defining reliability is to specify the average time between the failures of the equipment. Failure is defined as a condition in which the fire control system is rendered completely inoperable (catastrophic failure) or in which the fire control system is degraded in its performance to such a degree as to fail to meet acceptable limits.

Fire control equipment with a long mean-time-between-failures (MTBF) and consesequently high reliability is the result of sound design, good quality control, and dependable maintenance. There is a general tendency to think of reliability in terms of quality control only. However, while quality control is one of the essential ingredients of reliability, desiǵn and maintenance are equally important. Design features that incorporate a quantitative approach to the selection of reliable components include elimination of unnecessary adjustments, the use of redundancy, the use of derating standards on components or subassemblies, and the full consideration of environmental factors.

These and other design features relating to reliability are discussed in general terms subsequently in this chapter. For specific design information concerning particular areas of reliability, however, the fire control
system designer should consult the applicable extensive documentation that is available. For example, the U.S. Air Force Rome Air Development Center series of documents on reliability' constitutes an excellent source of detailed information concern-tng the reliability aspects of electronic design. Particularly valuable information concerning reliability and other design aspects of the specialized electronic field of integrated circuits (microelectronics) appears in a collection of documents published by the U.S. Army Electronics Command.: Included is information concerning the Department of Defense policy that has extended the throw- away concept (ref. par. 5-4.7.2 of Ref. 3)to integrated circuits.

The mean-time-between-iailures (MTBF) has beenmentioned as a measure of reliability. The relation of this quantity to probability considerations should be kept in mind when discussing reliability. The MTFIF for a fire control system is determined primarily by the weakest link in the system's chain of components, i.e., the component most likely to fail in the shortest time in the particular environmental conditions to be encountered, Since fire control systems are made up of many components, statistical reasoning must be used to determine the aggregate effect of a multiplicity of components on the performance of the system. If the failure rate is defined as the reciprocal of the M'S ${ }^{\prime}$ for a particular component, then in a system the aggregate mean-time-between-failures is equal to the reciprocal of the sum of the average failure rates of the individual components, This is for a system of the series type, namely a system in which the behavior of any single component has an effect on the overall system

[^43]operation. In the case where redundancy::: is used in the design, it is possible for a component to completely fail and have the system continue to operate. The calculation of failure rate in which redundance is used is determined by multiplying the product of the basic failure rate by a redundancy factor.'

Another quantitative way of looking at reliability and one helpful in intuitive reasoning is to think in terms of the probability of success of aparticular mission. In a series system, the probability of success is equal to the product of the probability of each of the components. The necessity for high reliability of components in a complex system maybe illustratedas follows. In a system made up of four components in series, each having a probability of success of 0.5 , the probability of success of the system is equal to the product of each of the component probabilities, or about 0.06. In larger, more-complex systems, the effect is even more dramatic and in order to obtain good system reliabilities the individual components must achieve well over a 99 percent probability- of-success figure.

Another consideration affecting reliability is the general behavior of components (and consequently systems) in regard to a breaking-in period? and also in regard to wearing out. Many components show a strong statistical tendency to have high failure rates during the early part of the operating life. Another way of indicating this is that if 100 components are put on life test, a certain percentage will tend to fail during a distinct early-failure period. Thosethat survivethis period tend to have much longer life spans until a wear-out period is reached, at which time the failure rate increases. These characteristics are illustrated in Fig. 9-1. Because of the fact that any previously undetected failure is likely to show up in the initial use of a component, placing a component in its normal operating condition for a brief period is an excellent means of checking the reliability of the component. If the component operates satisfactorily during this check-out period, a high probability exists that it will have anormal operating life.

## 9-2 EFFECT OF ENVIRONMENT ON RELIABILITY

Various environmental factors including temperature, moisture, shock, vibration, pressure (or lack of it), and contamination obviously have a marked effect on the mean life of a component and consequently on the system that is made up of components. Fire control computers are subject to a variety of environments, from a reasonably benigngarrison installation, through groundborne and waterborne installations, to airborne equipment. Not to be discounted are the effects of shock and vibration in shipment, which in some cases exceed conditions to be encountered in the worst airborne applications (ref. par. 8-6 of Chapter 8).

In orderto carry out quantitative studies on anticipated mean life, one must have statistical performance data on components under various environmental conditions. While a great deal of work has been done in this area, a staggering amount of statistical information is required to cover all possible components under all possible conditions. Designers, therefore, tend to use statistical mean-life data based on life performance of components underordinary temperature and pressure with no shock or vibration, and to modify these values to take into consideration the effects of adverse environment. A great deal, of course, can be done to minimize the effects of shock and vibration by properly mounting or insulating components within the structure of the fire control assembly. Thesameis true of other environmental effectssuch as salt spray, contaminating atmospheres, and reduced pressure. With any of these, the use of encapsulation, hermetic sealing, and insulating coatings and platings are often effective in increasing the mean life of sensitive components under adverse conditions.

IIere, a word of caution is introduced in regard to the concept of mean life. In the majority of reliability calculations, mean life has to do with mean operating life and, in general, under the environmental conditions anticipated, refers only to the useful.

[^44]9-2


Figure 9-1. Equipment-life characteristics.
life of the equipment when in operation. Another factor that should be taken into account from the overall reliability point of view is the mean shelf-life where stored equipment tends to deteriorate, sometimes as a result of adverse environmental conditions suchas excess moisture or micro-organisms. Even under benign environments, long periods of storage tend to deteriorate the operation of systems because of agingof the components within the system, Some data are available to designers on deterioration and change in properties of components with shelf-life; such information can be used in the design of fire control computers in much the same way that mean-operating-life data are used.

The behavior of a simple component in a system is, of coursc, strongly affected by manufacturing and assembly techniques, which inturn are reflected in performance under adverse environmental conditions. Environmental testing, particularly in regard to shock andvibration butalso from the point of view of temperature, salt sprayand moisture, is thus important as a final check onthe overall system as well as the components making up the system. Many new techniques have been devised for connecting electrical components that are more rugged and less subject to failure than ordinary soldered joints. One example of this is in the use of welded electronic assemblies in which connections between electronic components are made with minia-
ture spot-welded junctions. A high degree of art is required to satisfactorily accomplish this, although the process is now automated in such a way that electrical encrgy is carefully metered in order that the spot weld will have been sufficiently heated but not excessively so. Metallographic examination of sample welds is necessary for quality control. Advances in printed-circuit assembly techniques also have tended to increase reliability under adverse shock and vibration conditions. While some methods of construction to overcome adverse environment lend themselves better to digital units and others to analog, the general remarks made here apply equally well to either digital- or analog-type computers used in all types of fire control systems.

## 9-3 LOGICAL DESIGN OF COMPUTERS TO OBTAIN THE DESIRED DEGREE OF RELIABILITY

In the area of logical design, probably the most effective tool for increasing or controlling reliability is the use of sclf- checking and self-correcting codes in the logical design of the fire control computer. Another effective concept is that of utilizing redundant elements. Redundancy is an expensive, but often effective, method of increasing reliability. If it is practical to provide the extra space and weight, and if the additional cost of the duplicate subsystems can be tol-
erated, it is possible to appreciably increase the reliability of the fire control computer. Lest one conclude that the use of redundancy offers an inexpensive cure-all, it should be borne in mind that duplication of equipment requires an increase in the number of components by more than afactor of two, because not only must switching for the alternate equipment be provided but also some method of determining that the first subsystem has failed must be available. Furthermore, it must be taken into account that the gain in reliability from redundancy is not quite what might be expected at first because the switching and detecting equipment involved cannot be made one-hundred-percent reliable.

With regard to self-checking and selfcorrecting codes inthe design of largercomputing machines, an excellent example is represented by the test scheme provided for the FADAC computer. (The FADAC computer itself is described in Chapter 13.) The FADAC Automatic Logic Tester (FALT) ${ }^{4}$ checks the logic of the FADAC computer and localizes any errors detected. Logic tests are read from a 5 -channel, punched paper tape by a photo-electric tape reader. As this tape is read, corresponding logictests areperformed on the FADAC computer. When FALT detects an error, the reader halts and an ERROR light flashes. The point at which the error occurs is displayed on a visible numerical readout as a pair of numbers: a marker number and an index number. Reference to these two numbers in a test listing identifies the area in which the errorhas occurred.

FALT-test-tape programming is based directly on FADAC logic equations so that FADAC is tested at the level of the individual logic gate. Identification of logic gates associated with a malfunction aremade inthe test listing. Provisions have been made in the test listings to include not only the logic but also the board locations associated with it, in order to enable the technician to check the visible numerical readout against the test listing and immediately identify the boards on which the suspected logic is physically located.

Maintenance of the FADAC system requires that failures or malfunctions be rapidly located and removed so that the system can be kept in operation with a minimum of down-time. Although the repair of any indi-
vidual logic circuit is relatively simple, the more rapidly the malfunction is removed at the field-maintenance level, the quicker the system can be returned to operation. FALT has been designed to locate FADAC logic malfunctions as rapidly as possible. When FRLT has localized the malfunction, the normal field check-out procedure would be to trace the suspected logic to its actual physical location on a plug-in board, and replace the board. Once the board has been replaced, the test tape associated with the suspected logic is re-run to determine whether the malfunction has been removed by board replacement.

FALT logic is mechanized to obeycertain instructions or commands that are punched on paper tape or manually entered through the F4LT control panel. The nature of the command determines which outputs are transmitted to what elements of FADAC logic. To enable FALT toperform these functions, a temporary storagememory composed of several registers and counters is designed to control, hold, or count data read from the tape. These logic and control functions are performed by flip-flops, logic networks, and crosspoint networks.

The E'ADAC computeritselfuses 19 identical crosspoint network boards. A crosspoint network board contains ten circuits divided into two types: four of one type and six of a second type. Each of the first type of circuit is confined to the selection and testing of flipflops, including pseudo flip-flops. Each of the second type of circuithas an additional gate, thereby allowing the circuit to test singleended outputs, such asprimary logic gates or logic drivers.

Crosspoint network boards are located electronically between FALT and the computer. Each board is capable of linking FALT with the computer for automatically performing four separate functions. Ten of 190 possible addresses into the computer, as commanded by FALT, are providedby each crosspoint network board. The boards enable fieldlevel personnel to isolate a circuit board in which a malfunction exists. The automatic location of a defective circuit board allows the computer to be restored to operation in minimum time. A crosspoint network board performs four principal functions:
(1) It selects an addressin the computer on command from FALT.
(2) It orders a test on a flip-flop, and sends the resultant signal to FALT for examination.
(3) It orders a test, conducted similar to flip-flop testing, such that there are two gates, one gate per side. Because of the two sides, this gate test is called a "pseudo flipflop".
(4) It orders a test on single-ended gates, such as primary gates or logic drivers, and sends the tested signal to FALT for examination.

Five- channel teletype coded paper tape is used as the input to FALT. The input device is the memory loading unit. The testtape information is fedinto FALT at the rate of 600 sprocket rows per second and FALT will process the test commands at this rate. Six tapes totaling approximately 2600 feet are required to perform a complete static check-out of FADAC logic. If this required 2600 feet of tape were not separated, it could be fed into FALT, and the results of F'ALT commands applied to FADAC in approximately 8.7 minutes. However, actual computer checkout time is largely a function of preliminary operational setup and manual setup, in which a technician must perform certain instructions manually.

Marker numbers arepunched on each test tape so that the location of the malfunction can be found in relation to the information location on the tape. The marker number precedes each marker test group shown in the test listings, such as thenegation logic test of a particular flip-flop. The marker number consists of four octal digits with a range of 1111 to 7777 (zeros are not used). When an erroris detected during the running of a test tape, the marker numbers will be displayed in the visible numerical readout on the front panel of FALT. Thetechnician will then find the marker number displayed on FALT in the testlistings. FALT stores and displays the marker numbers through the marker register. As the marker numbers are read from the tape, they are shifted through the input register to the marker register, where they are stored and displayed in the visible-readout indicators.

During the normal running of the tapes, the visible readouts are continually flashing off and on, but will display the marker number at the locationinthe test at which the tape halts.

Index numbers, which are three digits in length, are displayed in the readout but are not punched on the tape. The index number is made available by the counting of tape characters through the FALT index counter. The end of a tape character is identified by the presence of a hole in the fifth channel of the tape. With two exceptions (the delete and HRA* characters), the index counter increases by one count each time this hole is sensed. When an error is detected during the running of a test tape, the index numbers will be displayed in the readout on the front panel of FALT. The technician must then locate the marker number in the test listing before proceeding to the index number. The index number represents the actual name of the flip- flop within the marker test group.

Test listings are compiled for each test tape to enable thetechnician to (1) determine the overall test function of the tape, (2) give him a graphic view of the actual sequence, and (3) enable him to determine the command or flip-flop address from the surrounding listing at which themalfunction has caused a halt in the tape. Test listings are basically a tabular listing of the actual FALT commands and addresses programmed into the test tape. Each tape is separated into sections called marker test groups. Between each marker number on the tape, a series of commands and addresses are programmed to test a flipflop, "AND" gate, logic driver, or write switch by applying certain inputs dependent on the nature of the command. This is the marker test group within the test listing. Each marker test group is headed by the marker number identifying it, and is further identified by a description of the test group. All test groups are sequential, i.e., the test listing is numbered sequentially from left to right for as many index counts as are required for the number of commands and addresses in the marker test group. When the readout for the index numbers is displayed after an error, the technician must check the index number displayed against the index count in the listing.

[^45]F $\Lambda \mathrm{L} \mathrm{L} \mathrm{T}$ commands and addresses (the particular $F A J \cap C$ flip- flop "addressed" by the tape characters following the command character) are not listed. A typical portion of a $F \wedge I T$ tape listing is shown in Fig. 9-2.

F'ALT panel controls initiate and regulate the following functions (ref. Fig. 3-3):
(1) The crossnoint boards enable the selection of a flip-flopin the computer by addressing that component (after commands, the address follows ) so that a prescribed tesi may be ordered and executedby a FALT conimand. Somecommands 1-setor 0-set a flipflop; otlier commands determine which outputs are to be transmitted to flip-flops, primary "and" gates, and logic drivers.
(2) With respect to flip-floptesting, once tlie applicable crosspoint board has located an
address in the computer, the FALT command "ITF" or "OTI l"' for that address determines whether that flip-flop is 1 -set or 0 -set. WAL'S receives back, via the crosspoint board, tlie
 a 1 -set condition, JIT will be true ( -6 volts), which corresponds to the unprimed flip-flop output, and the FOT will be false ( 0 volts).
(3) For each of the "or" diodes, there is an "and" gate. The "and" gate must be set to the "true" state in order to test the "or" diode. Setting of the "and" gate is accomplished by causing each of the terms in the gate to he "true". FALT next commands the computer to generate a clock pulse. With the clock pulse, the flip-flop is set so that the "or" diode is an input term. That flip-flop is then addressed by the crosspoint and 1-tested. If


E'igure 9-2. Typical portion of a FALS tape listing.


Figure 9-3. E'ALT operating controls.
the flip-flop is 1-set, the 'lor" diodeis satisfactory. Each diode in the "and" gate is then tested in the same manner as primary "and" gate diodes. Wach flip-flop has "gating" log-ic-associated with both the 1 -set and 0 -set side. The gate on the $0-s$ et side is next tested in the same manner as for $1-s e t$, with the exception that the flip- flop is 0 - set, then addressed, anti 0 -tested.
(4) To insure that a primary "and" gate is functioning properly, two conditions must be satisfied. First, each term in the gate must be set to its true condition, and the output of that gate tested to be at a true level. Secondly, each term in the gate must be set to its "false" condition (one term at a time) and the output tested for the false level. Tests insure that a gate not only functions in the "true" condition, but alsothat it will not work if one of the input terms is "false", or if one of the input diodes is in an open state.

Six of the circuit-board types used by FALT are identical with those used in the computer unit. These circuit boards are as follows:

| Circuit Board | Quantity |
| :--- | :---: |
| Flip-flop | 6 |
| Crosspoint network | 5 |
| Power supply subassembly | 1 |
| Clock amplifier | 1 |
| Rectifier diode assembly | 1 |
| Transistor assembly | 3 |

In addition, FALT uses the circuit boards described below.
(1) Power Supply Boards (Nos. 1 and 2). These two boards supply the d-c voltages used throughout FALT: power supply board No. 1 furnishes the regulated $-12,-18,-50$, -25 , and +12 volts, while power supply board No. 2 furnishes the regulated $+25,+6,-6$, and +1.2 volts.
(2) Network Logic Board. The network logic board has three functions:
(a) It contains the matrix driver amplifiers used to drive the DU and DL lines.
(b) It contains the amplifiers that are used for the neon drivers and the visible-readout drivers. There are
two types of circuits: shunt-type drivers and series-type drivers.
(c) It furnishes the logic gating for FALT, (This is the network logic board's main function.)
(3) Network Amplifier Board. The network amplifier board contains the following circuits:
(a) Oscillator circuit (used for clock oscillator or flashing error-light).
(b) Threshold amplifier (samples $\mathrm{F}^{\prime} 1$, FO, and AP).
(c) Crosspoint circuit.
(d) Clock-trigger amplifier.
(e) Inhibit amplifier.
(f) Error-light amplifier.
(g) Mechanical tape reader clutchbrake driver.
(h) Crosspoint set-all amplifier.

The front panel of FALT mounts all switches and indicators used to control and monitor the testing of the computer, as shown in Fig. 9-3.

## 9-4 COMPUTER CHECK-OUT PROCEDURES AND EQUIPMENT

## 9-4.1 MAINT EN AN CE

As mentioned in par. 9-1, one of the three important requisites of reliability is dependable maintenance. Once a piece of fire control equipment has been manufactured and inspected and has passed its acceptance tests, it is ready to perform in a manner determined by its performance specifications and to a degree of reliability as determined $b v$ the design specifications and by the quality assurance program. However, as time goes on, deterioration dueeither to usage or to the passage of shelf-time occurs. The answer to this part of the problem of reliability is dependable maintenance.

A standard procedure for determining whether or not component replacement as a maintenance measure is necessary in fire control systems using analog computers is to test the computer by using the input from a problem simulator and verifying the outputs
against a pre-computed digital check solution. Deviation from certain norms will indicate the necessity of maintenance in the form of replacement of components, or subsystems, or in re-working subsystem elements. The same general procedure may be applied to fire control systems using digital computers. However, in this particular case, the final solution will have been worked out at an earlier date by the computer itself, or by another digital computer.

Sincefire control systems are relatively complex devices, and computers are versatile enough to solvethree-dimensional problems with multiple variations in parameters, the trial-solution method described is not alvays as effective as might be desired owing to the complexity of the analysis necessary to determine trouble spots. The immediately following paragraphs describe alternative schemes that have proved to be highly succes sful.

## 9-4.2 MARGINAL CHECKING

One of the most powerful techniques for checking computers is called marginal checking. Thishas many advantages over the trialsolution method, particularly in regard to digital computers. In marginal checking, one or more parameters of the computer - usually power supply voltage - is varied above and below the normal tol erances while atest problem is running. Errors in a solution indicate that one or more components is marginally operative and should be replaced.

Marginal checking can be applied to analog computers but the entire computercannot be checked because of the difficulty in tracking down the unit whose performance is marginal. Instead, operationalunits are designed to plug or patch into the system and be removed and marginally checked individually on a regular schedule. Equipment is available that automatically performs marginal checks on operational units of analog cornputers.

In the marginal checking of digital computers used in fire control systems, the entire computer is switched to a marginal check mode in which the existence of errors and the location of the offending component canbe determined. Modular design of the computer facilitates replacement of the component units.

Since marginal checking is such an important part of maintenance of digital computcrs used in fire control systems, it is recommended that the reader consult the basic work in this area, which is well documented in the classis cal paper titled "Designing for Reliability". This paper was written in 1957 when transistor applications were not as common as at the present time. Consequently, not much mention is made of transistors, but the general philosophy is quite applicable to more modern transistor circuit design.

## 9-5 SPECIAL-PURPOSE CHECK-OUT EQUIPMENT

The following description of the RFPDSTONE Missile Firing Data Computer ${ }^{6}$ is provided as a typical example of the use of spe-cial-purpose check-out equipment in a highly reliable computer system.

## 9-5.1 GENERAL DESCRIPTION

The REDSTONE Missile Firing Data Computer system (see Fig. 9-4) is designed to


Figure 9-4. The REDSTONE Missile Firing Data ('ommontor
computethe dial settings of the missile launch equipment. The system comprisesthe following equipment:
(1) General-Purpose Digital Computer consists basically of (a)a rotating magnetic memory in which the problem information is stored and (b) circuits mechanized in accordance with specific logic equations to perform basicarithmetic operations and readout functions.
(2) Control Panel-provides controls for activating the computer, a decimal keyboard for entering numerical quantities specific to
the problem, and miscellaneous controls and error indicators
(3) Photoelectric Tape Reader - reads punched-tape information forentry into storage locations of magnetic memory.
(4) PrinterAssembly-displays problem solutions in print.
(5) Facilities for supplying tape-punch or other external drive signals
(6) System Tester - checks overall state of computer.
(7) Component Tester - tests computer etched-circuit panels

## 9-5.2 DETAILED DATA

## Computer and Control Panel

## TYPE

## PHYSICAL CHARACTERISTICS

Size:
" eight:

Power:

Temperature:

General purpose, serial, single address

| Computer | 23 inches $\times 21$ inches $\times 13$ inches |
| :--- | :--- |
| Control Panel | 19.5 inches $\times 16$ inches $\times 11$ inches |
|  | $(\operatorname{maxheight)}$ |

Computer 125 pounds Control Panel 30 pounds

3-phase, 400 -cps, $120 / 208$-volt, 4 -wire system: 368 watts at 0.59 power factor (includes computer and control panel but not input-output equipment)

Normal operating temperature: $9^{\circ} \mathrm{F}$ above ambient (Blower airflow: 100 cubic feet per min) Temperature warning thermostat setting: $115^{\circ} \mathrm{F}$ Power-supply thermostat setting: 130"F Memory run thermostat: memory deactivated at less than $55^{\circ} \mathrm{F}$ internal temperature

## MEMORY

Type: $\quad$ Rotary magnetic disk (2000 revolutions per minute)

Permanent storage 3840 words (information can be modified only by tape reader) Working storage 240 words High-speed storage 16 words

Total 4096 words
one-word arithmetic registers clock channel (3.5-microsecond synchronizing pulses)
sector-origin channel

Command: Bits per command stored 2 commands per word
COMM4NDS

Input:
Output:
Arithmetic:
"Start Tape Reader"
"W'ord Display", "W'ord Type", "Word Punch"
"Clear and Add", "Add", "Clear and Subtract", "Subtract", "Multiply", "Divide", 'Shift Right", "Shift Left"

## TIMING

Bits, including sign, equivalent to approximately 12 decimal places

```
"Store Word", "Interchange Registers", "Memory to High-speed Loop \(L^{\prime \prime}\), "Loop L to Memory", "Memory to High-speed Loop V"
Control: "Transfer on Negative", "Transfer on Positive", "Transfer Unconditionally", "Store Address", "Halt and Transfer", "Extract"
Information transfer: "Store Word", "Interchange Registers", "Memory
to High-speed Loop L,", "Loop L to Memory",
"Transfer on Negative", "Transfer on Positive",
*)
```

Access time (time to locate a memory cell and read its contents or write information thereon):

Information channels

High-speed channels

Operation time:

4dd-subtract
0.94 millisecond (excludes access time)

Multiply
18.8 milliseconds (excludes access time)

Divide

Transfer control
15.77 milliseconds average 30.60 milliseconds maximum
2.59 milliseconds average 4.23 milliseconds maximum
19.7 milliseconds (excludes access time)
1.41 milliseconds

## IN PTJT

Photoclectric paper-tape render (input to computer permanent storage and uorking storage)

Control panel kevboard (input to computer working storage)
(Decimal entry of numbers requires stored subroutine)

## OUTPUT

Electric printer
Control-panel readout
(Decimal output of numbers requires stored subroutine)

## Printer and Printer Drive Package

TYPE
PHYSICAL CHARACTERISTICS
Size:

Weight:

Power

Temperature:

## Photoelectric Tape Reader

PHYSICAL CHARACT ERISTICS
Size:
$W$ eight:
Input louer:
Teniperature:
OUT PUT
TAPE

NODES OI OPLRATION
OUTPUT SPEED

Modified electric typewriter

| Printer | 17 inches $\times 14.5$ inches $\times 12$ inches (maximum height) |
| :---: | :---: |
| Driver package | 13 inches $X 11$ inches $\times 8$ inches |
| Printer | 55 pounds |
| Driver package | 18 pounds |
| 115 volts, 60 cps , single-phase |  |
| Driver package | 50 watts peak power |
|  | 20 watts average power during printout |
|  | 8-watt standby power |
| Printer | Ambient |
| Driver package | Ambient |

Driver package Ambient
21.5 inches $\times 15$ inches $\times 12$ inches

45 pounds
Single-phase, $60 \mathrm{cps}, 115$ volts, 75 watts average
Ambient
200 characters per second read into computer
5-channel, teletype-coded, punch ed paper Width 11/ 16 inch
Length 8-1/2 inches between folds 10 characters per inch

Fill, Verify
200 characters per second

## PIIYSICAL CHARAC'IERISTICS

Size:
Weight:

Input Power:

Temperature:

Component Tester
PH $Y$ SICAL, CIIARACT ERISTICS
Size:
Weight:
Input Power:
Temperature:

19 inches $\times 19$ inches $\times 9.5$ inches

33 pounds
3-phase, $400-\mathrm{cps}, 120 / 208$-volt, 4-wire system: 60 watts

Normal operation $9^{\circ} \mathrm{F}$ above ambient (13lower airflow: 20 cubic feet per minute)

20 inches $\times 19$ inches $\times 14.75$ inches
52 pounds
3-phase, 400-cps, 120/208-volt, 4-wire system
Normal operating temperature $9^{\circ} \mathrm{F}^{\prime}$ above ambient (Mower airflow: 120 cubic feet per minute)

## 9-5.3 BASIC ELEMENTS

The REDSTONE Missile Firing Data Computer is a general-purpose solid-state digital computer. Such adigital computer can perform a large number of different operations and calculations by use of the basic arithmetic operations of addition and subtraction. The procedure for completing these operations is under the guidance of a control unit. The type of operation performed is dependent on the set of instructions or commands placed inthe control unit. A change of instructions can be made without any physical change required in the computer proper.

Basically, operation of the cornputer is dependent on five sections: memory (storage) unit, arithmetic unit, control unit, input device, and output device (see Fig. 9-5). These sections are interconnected electrically and are under the control of the control unit.

The memoryis of the magnetic-disk type and consists of a number of storage locations in which information can be stored and from which information can be extracted. The information is of two types: a number repre-
senting problem data or a number, termed "command", representing an operation to be performed. Therefore, the memory contains not only the data pertaining to a particular problem, but also the operations required to obtain the problem solution. To prevent erasing of permanently stored information under certain conditions of operation, the memoryis arbitrarily divided into permanent and working storage areas.

The arithmetic unit consists of several temporary one-word registers (the accumulator, remainder register, and operand register), together with appropriate switching and control elements for carrying out basic arithmetic and logic operations. (A register is a device for retaining information.) The remainder register samples incoming and outgoing information, and is used as a temporary storage register in arithmetic operations.

The operand register has several functions: (1) application of incoming information (either commands or numbers) to the mem-


Figure 9-5. Block diagram oi the basie compater system.
ory for storage, (2) application of commands selected from the memory to the contr, 11 unit, and (3) in accordance with signals from the control unit, distribution of numbers thit aro to be operated on tothecomputational circuits; of the arithmeic register.

The controlunit consists ol counters and registers that select each command in sequence from the memory and that apply control signals to the other. computer elements for execution of the command. The main components of the control unit are the conimand register and the location counter. The command registeris a one-word temporary storage register that holds the command to be
exceculed. The location counter holds the memory location (address) of the command to be exccuted, increasing by one count each time a command is executed in sequence.

The input device is uscd to fill the conlpurer memory with commands and numbers, to set the location counter lo the address of the initial command, and to provide starting and stopping signals. A photoelectric reader and a control-panel keyboardwith associated visual display arc the input devices for this computer.

The output devices of the computer are a printer and the readout display on the control panelthat print and display, respectively,
computational results. Provisions are also made for tape-punch output.

```
9-5.4 GENEJAL METHOD OF゙OPERATION
```

In general, the computer system operates in the following manner (see Fig. 9-5). Various mathematical constants, and a plan (program) €orthe solution of the particular probleni are stored in the permanent storage location of the computermagnetic memory. This permanent information is fed into the computer one word at a time, by punched paper tape and the tape reader. The coded information is interpreted in the computer input register and forwarded in computer language to the location counter. The location counter in conjunction with a memory addressing unit causes the program to be stored on the memory in the order of location of the program.

The program consists of sequences of commands. These commands tell the coniputer which operation to perform, the memory location of mathematical constants and special routines in the permanent storage that are required for solution of the problem, the memory locationof numbers to be operated on, the memory locations fortemporary storage of these numbers and of intermediate results.

The problem parameters, i.e., data concerning the launch point and the target, are then entered into the computer- by means of the control-panel keyboard. When the l'ARAMETER or START buttons are pressed, computation automatically starts with the first command of tlie program. This com mand is stored in the memory location previouslyset into the location counter. The location counter, in conjunction with the mem$0 \sim-$ yddressing unit, locates this command, selects it from the memory and places it in the command register. The address part of the command specifies the location of the number io be operated on. The number is then selected froni the memory by means of the location counter and directed to the operand register. TTere, it is ready to be operated upon by the computational processes.

The command also contains an operation code, i.e., a number that tells the coniputerwhich operationto perform. From the command register, the code is transferred to the
operation code register. The latter register, in conjunction with a decoding network, translates the operation code intothe various separate control signals for carrying out the computation commanded. The number in the number register is then operated on and the result is stored in the accumulator. Remainders of division operations and the least significant digits of multiplication operations are stored in the remainder register.

Special commands cause the output register to receive the number, or part thereof, from the accumulator and activate the printer, tape punch, or visual display. The computation process is repeated for each command in turn until a "stop" command is encountered.

## 9-6 MEANS AND FACTORS TO BE CONSIDERED IN VERIFYING THE DESIGN GF REAL-TIME FIRE CONTROL COMPUTERS

Important to the achievement of high reliability in a real-time fire control computer is the evaluation process used to verify the computer design -- especiallyin regard to the settling time and accurasy characteristics required for various tactical situations. The fire control system designer should be aware of the means and factors to be considered in such an evaluation since the hardware- evalwation cost may easily exceed the original design cost before a fully acceptable $e$ item can be placed in the field.

The major solution factors used to evaluate real-time fire control computers are the solution-time and accuracy requirements for varioustactical situations. The primary and worst-case tactical situations should be defined and analyzed for tlie tracking rates and accelerations that have to be followed by the coniputer. The output of the computer should then be measured and checked against the solution-time and accuracy requirements. These two factors are related directly to the resolution and the bandwidth of the computer and its solution of a fire control problem.

System testing or flight testing to ascertain the computer's capability of meeting these requirements is usually the final type of evaluation that is performed. In carrying out this evaluation, a real-time dynamic
tester that simulates ty pical input conditions should be employed. The computer output data should then be evaluated against the ideal solutions in terms of the response requirements.

The following are examples of tactical situations that could be used for evaluation purposes.
(1) F or antiaircraft fire control
(a) Crossover courses with various ranges out to 1500 meters at crossover.
(b) Particular types of evasive courses.
(c) Spot firing to test slewing rates.
(2) For helicopter fire control
(a) Slalom courses.
(b) Crossover courses with various ranges at crossover.
(c) Spot firing to test slewing rates.
(3) For tank fire control
(a) Situations that involve both stationary and moving ground targets at speeds of 5 to 40 mph, and both stationary and moving weapons at speeds of 5 to 25 mph .
(b) Crossover courses with various ranges from 400 to 2500 meters.
(c) Spot firing to test slewing rates.

## 9-7 CONCLUSION

In summary, it may be said that the reliability of fire control system computers depends onthree elements - (1)design, (2) quality control, and (3) maintenance.

Design involves the use of such commonsense approaches as the use of derated components. In addition, it requires the application of more-sophisticated techniques involving the statistical analysis of components and subsystems and consideration of the interrelation of these factors. Design alsotakes into account environmental conditions to be encountered and uses corrective measures as, for example, vibration isolation to counteract hostile environment. Quality assurance, as the name implies, is a sustained, organized scheme of design rules, manufacturing controls and test procedures to assure that the quality of all components, subsystems, system interconnections, mounts, and housings are either equal to or better than the design specifications. Maintenance by means of systematic and sometimes automatic checking and a subsequent replacement of substandard components, and by routine servicing, keeps equipment at a condition of reliability equal to that guaranteed by the quality assurance team.

One other factor that affects reliability of almost any device is experience in its design, manufacture, and use. As time goes by, improvements are made in the design based on experience in the field. This is probably one of the main reasons why digital and analog computers for fire control use have reached such a high degree of reliability at the present time.
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# PART III THE REALIZATION OF A PROTOTYPE FIRE CONTROL SYSTEM BASED UPON A MATHEMATICAL MODEL <br> <br> CHAPTER 10 <br> <br> CHAPTER 10 PROBLEMS ASSOCIATED WITH THE MECHANIZATION OF MATHEMATICAL MODELS * 

## 10-1 KINDS OF PROBLEMS ASSOCIATED WITH MECHANIZATION

The availability of a mathematical description for a system that presumably can be built without requiring any unrealistic advances in the current state of the art represents only a first steptoward the realization of an operational system. This part of Section 3 (Part III) deals with the general types of problems encountered in transforming a mathematical description into a physical system.

Fortunately, many of these problems are of a relatively routine nature and in many instances subsystems having entirely adequate performance characteristics are available as standard commercial products. If an engineering group is to transform a mathematical model. into aphysical system in a reasonable time and at a reasonable cost, it is essential that they be well aware of the variety of existing products capable of meeting the specifications of the design. They must, of course, alsobe familiar with the special requirements imposed upon the design by the conditions under which their system will operate, such as high temperature or humidity or the need to withstand high shock loads from being handled roughly.

Before commencing the physical realization of a mathematical model, the system designer must put the model into a form that is suited to the computational hardware. This operation is usually called programming, and is much more significant for digital computers than for analog machines. Programming an analog computer merely requires rearrangement of the equations so that the oper-
ations called for correspond to those available in the computer. For example, equations are usually rewritten so as to convert differentiation to integration.

In the case of a digital computer, programmingis carried out in two stages. First, the equationsare arranged for solution by the numerical methods described in par. 2-2 of Chapter 2. Then, each step of the procedure is written in machine language for entry into the computer memory. (See the example given in par. 4-5.3 of Chapter 4.) Because of the very different programming requirements between analog and digital mechanizations, even the initial mathematical model may be influenced by the choice between these two methods.

Realization of a complex system will undoubtedly be accomplished in several stages. Attempts to jump directly from mathematical description to a final system are almost certainly doomed to failure if the system is even moderately complex and especially ifit represents any significant departure from systems with which considerable past experience has been obtained. Consequently, the initial physical models usually take the form of relatively crude breadboards designed to demonstrate feasibility without giving particular attention to considerations of size, weight, cost, and other parameters that must be considered before production is initiated on a final version of the system. The components and subsystems employed in the breadboard are not necessarily those used in the final design. It is not necessary at this stage to consider environmental conditions and minimization of the numbers of components employed. To assist in the isolation of prob-

[^46]lems, components will frequently be used in the breadboard that have higher performance than is actually required.

At this breadboard stage in particular, the designer who has the ability to improvise or innovate in order to assemble a simple and economical demonstration system is a great asset. Regardless of the capability with which initial conceptual and mathematical design of a system is carried out, unforeseen problems almost inevitably arise when an attempt is made to convert a design into hardware. Some of these problems arise because the limitations on mathematical analysis do not permit as complete a study as would be required to predict the exact performance of a system. Some of these limitations exist because knowledge in certain areas has not yet been developed to the point where completely adequate mathematical models can be formulated. Other limitations relate to the difficulty of obtaining numerical solutions even when a mathematical description is available. While modern computers are rapidly reducing this latter limitation, the effort and expense involved in studying complex systems are still very great and frequentlymechanization of a system must proceed before as much analysis is done as might be desired. Consequently, it is highly desirable that a design move as rapidly as possible to the point where problems of mating components and subsystems become clear and an indication of overall feasibility can be obtained.

The next step toward transforming a design into a final operating system involves building a model that will meet the design specifications not only with respect to such features as accuracy and speed of operation but also in regard to size, weight, power consumption, and human- engineering features. This will still represent a largely custommade model and the problems of producibility and operating reliability must still be faced. None the less, this prototype unit provides an important next step toward checking out the overall design and, if successful, may permit the designers to obtain some realistic fieldoperations data and thus appraise the effectiveness of their proposed design. Even at this stage in a design, some relatively major changes may be called for and it is still possible to incorporate improvements if it can be shown that they will lead to definite im-
provements in performance or production while not delaying the availabilityof the system unduly. In this regard, it shouldbe noted that engineers are inclined to continue to change, improve, and modify systems almost without end unless someone really stops them. The project manager is thus apt to be faced with the problem of deciding when a system really needs furtherwork before it will meet the desired specifications and when the engineers are merely acting as perfectionists. Sometimes, he has the even more difficult task of decidingthat a design can never meet the specifications and that a completely new approach is therefore required.

After extensive testing of the prototype unit, the next step will be the production of a relatively small number of units for the purpose of gaining further information on the problems associated with producing the system in quantity rather than on an engineeringmodel shop basis. Here, new problems arise and the skills of engineers trained in production methods, materials properties, reliability, and quality control are required.

The final step represents volume production of the system. Once a system has reached this stage the only modifications necessary should be the relatively slight ones that are made to accommodate production procedures rather than to alter system performance. Unfortunately, many cases exist in which these supposedly trivial changes led to serious degradation in system performance. Consequently, they should be initiated only after very careful study and should be referredback to the system designer for concurrence.

## 10-2 COVERAGE OF REMAINDER OF PART III

Chapter 11 discusses some of the characteristics peculiar to computers incorporated in fire control systems while the remaining chapters of Part III are devoted to the presentation of several examples illustrating ways in which the problems were handled that arose in transforming system designs into operating systems.

# CHAPTER 11 <br> CHARACTERISTICS PECULIAR TO COMPUTERS USED FOR FIRE CONTROL APPLICATIONS 

## 11-1 OVERALL DESIGN

A number of features of the logical design, component selection, and overall packaging of fire control computers should be distinguished from the case of general-purpose computers. For the most part, the design techniques, components, and systems described for analog and digital computers, digital differential analyzers, and analog-digital conversion (see Chaps, 4, 5, 6, and 7) are alike applicable to fire control computers, otherspecial-purpose computers, and gener al-purpose computers. However, the particular requirements imposed on a fire control computer have dictated the more frequent choice of certain systems and components.

## 11-1.1 MECHANICAL ANALOG COMPUTE゙RS

Historically, mechanical analog computers have played an important part in fire control systems. Mechanical analog devices have advantages of compactness and ruggedness. They are little affected by temperature variation, shock and vibration, and supplyvoltage changes. Their relative inflexibility is not a disadvantage in fire control applications, where the form of the equations is fixed.

Input data are usually transmitted by synchros, and introduced by means of instrument servos. (Originally, input data were introduced by human operators using pointermatching.) Such instrument servos form an important part of a mechanical or electromechanical analog computer. The block diagram of a typical instrument servo, employing two-speed synchro data and tachometer
feedback, is shown in Fig. 11-1. The demodulator eliminates the carrier so that a laglead network can be introduced for the purpose of increasing the servo loop gain. The demodulatoralso provides for rejection of the quadrature component of the error voltage, which is often a serious problem in high-gain systems. The tachometer provides damping for the system; an alternative that is frequently employed is a mechanical damper.

AMCP 706-139 ${ }^{1}$ includes a description of a typical high-performance instrument servo, in this case employing damper stabilization. The performance is primarily specified by the system velocity constant (loop gain) $\mathrm{K}_{\mathrm{v}}$ and the bandwidth BW. The velocity constant determines the error of the servo when the input shaft is turning at a constant velocity, and is also ameasure of the error caused by a disturbing torque. The bandwidth is the frequency band in which the output amplitude is at least one-half of the input amplitude. For the servodescribed in Kef. $1, \mathrm{~K}_{\mathrm{v}}$ is in excess of $10,000 \mathrm{sec}^{-1}$ (i.e., ( $\mathrm{rad} / \mathrm{sec}$ ) $/ \mathrm{rad}$ ) and BW is approximately 40 cps .

Nonlinear functions can be generated to great accuracy in a mechanical analog computerbythe use of two- or three-dimensional cams, or by the use of linkages, The familiar three-dimensional ballistic cam is the heart of many fire control computers. Vector transformations may also be accomplished byassemblages of cams and linkages.

When the equations to be solved by the fire control computer are more complex, it may be necessary to provide additional ser-
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SYMBOL DEFINITIONS:
SYNCHRO CONTROL TRANSMITTER
SYNCHRO CONTROL TRANSFORMER


Figure 11-1. Functional diagram of a typical high-performance instrument servo.
vos within the mechanism as torque amplifiers. With this level of complexity, however, maintenance of the multiplicity of gears, bearings, cams, and other rubbing surfaces may become a problem. In these circumstances, the combination of electrical with mechanical. computing devices becomes more attractive.

## 11-1.2 ELECTROMECHANICAL ANALOG COMPUTERS

Electromechanical analog computers are currently the most commonly employed type of computer in fire control applications. Both d-c and a-c (usually 400 cps ) signals are employed, and mechanical computing elements are employed wherever their use is advantageous.

In fire control applications, two electromechanical components have proven particularly valuable. The first of these, the induction resolver, is a variable-coupling transformer in which the coefficient of coupling is accurately proportional to the sine of the shaft angle. A discussion of the errors in a computing network employing a resolver is included in AMCP 706-327, par. 4-4.18 ${ }^{\text {? }}$.

The second important component is the a-c drag-cup tachometer. In this type of tachometer, a conductive cup rotates in the field of a primary winding which is excited from a constant a-c source. Eddy currents are induced in the rotating cup with an amplitude proportional to the speed of rotation, and are coupled to a secondarywinding so located as to pick up the field of the eddy currents
but not that of the primary. Properly eompensated drag-eup tachometers have high aecuracy and cxeellent resolution.

A precise integrating mechanism can be formed by cmploying a drag-cup tachometer as the feedback transducer in a rate scrvo (see Fig. 11-2). In such a rate-servo integrator, an input a-evoltage is compared with the tachometer output, and the resulting crror signal is amplified, demodulated, and passed through a compensating network. The modified signal is then modulated and amplified to a power level sufficient to control a twophase induction motor which is coupled to the tachometer. The angle through which the motor-tachometer shaft hasturned then represents the time integral of the input voltage. The shaft may be coupled to mechanical computing devices or, if an electrical output is desired, transduecrs such as potentiometers, synchros, or resolvers can be geared to the motor, as indieated in Fig. 11-2. For high accuracy, the servo loop gain should be high; this requirement necessitates that the residual noise in the taehometer be low, that the tachometer rotor be rigidly coupled to the
motor shaft -- preferably on a common shaft -- and that a quadrature- elimination circuit be employed (such as the demodulatormodulator combination in Fig. 11-2).

Detailed treatment of resolvers and drag-cup tachometcrs will be found in Refs. 2,3 , and 4.

## 11-1.3 OTHER COMPUTER TYPES

All- electronic analog computers and digital computers have until recently seen little use in fire control systems. The reasons primarilyhave to do with time- response considerations, and are diseussed in pars. 11-3 through 11-3.3.

## 11-2 INPUT-OUTPUT CONSIDERATIONS

## 11-2.1 SOURCES OF DATA

The general elasses of the sources of data supplied to the fire eontrol computer are:
a. Target-tracking data.
b. Environmental and other semi-fixed data.
c. Command decisions.
d. Weapon positional data.


NOTE: THE SYMBOLS USED IN THIS FUNCTIONAL DIAGRAM ARE DEFINED IN FIG, 11-1.
Figure 11-2. Functional diagram of a typical rate-scrvo integrator.

Target-tracking data are obtained from a radar, infrared, oropticaltracking device. Thebasic operating principles of such devices are similar. The radiation-sensing device (the antenna or its equivalent) is movable in two axes, usually azimuth and elevation. An error signal is generatedin each axis either by sequential scanning of a beam pattern displaced from the axis of the antenna, or by simultaneous comparison of four displaced beam patterns. Individual control systems controlled by the error signals position the elevation and azimuth axes so as to track the target. Thus, the position and velocity of the two tracking axes serve to establish the target motion.

Radar and pulsed- coherent-light systems can provide additional information asto the target range and range rate. Range information is available as the time interval between the transmitted and received pulses. If thetransmitted pulse is used to gate a clock pulse sourceinto a shift register, and the received pulse gates off the register, the contents of the register is a digital measure of the range. For analog computation, a conventional system employs a precise multivibrator to generate a time base. If the multivibrator is started by the transmitted pulse, the voltage at the time the return pulse is received is a measure of the range. A potentiometer servo can then be employed to track this voltage, giving range as a shaft angle.

Data on temperature, wind direction and velocity, barometric pressure, and other environmental data, including variations with altitude, are required as inputs to the computer. In addition, data as to the relative locations of weapon and tracker and, if the computer is to be used with more than one weapon, data onthe muzzle velocity and exterior ballistics must be entered. In general, such data are gathered by human operators and are changed infrequently.

Once a target has been acquired, tracking and computation can continue automatically, and the computer can be designed to initiate firing at the optimum time. Only two command decisions arecalled for: to acquire and track a new target, and to hold fire. However, in order to facilitate these decisions, information from the tracker and computer must be transmitted to the command post. Such information would vary in different situations,
but might include the present position and velocity of a target being tracked, and the predicted future time and position of a hit.

The weapon positional data constitute the computer outputs. The data ordinarily arein the form of the azimuth and elevation angles of the weapon axis.

## 11-2.2 TRANSMISSION OF DATA

It will be noted that most of the inputs and outputs are to or from a shaft angle. In analog equipment, the data transmission is almost universally by synchro means. The system is as shown in Fig. 11-1. The onespeed synchro control transmitter (CX) is coupled to the axis of the tracker or other input device. In order to improve the accuracy of transmission, a high-speed control transmitter is coupled to the input axis through a high-precision anti-backlash gear mesh. A 36-to-1 ratio is indicated in the figure; 18:1 and 27:1 are other standard ratios. In the computer, two controltransformers (CT) are driven by the instrument servo at corresponding gear ratios. A switchover network is provided in order to transfer the servo error signal from the high- speed to the one- speed synchro whenever the error magnitude exceeds the permissible range of the high- speed synchro. Thus, data are available to the computer as a shaft rotation.

In the case of data transmission to a weapon, a similar scheme is employed; but the CX's aredrivenbythe computer output shafts, the CT's are coupled to the weapon axes, and the instrument servos are replaced by the weapon- pointing servos.

In digital systems, input and output shaft angles can be converted to digital data by one of the methods described in Chapter 8. A very high degree of accuracy, of the order of 0.005 deg , can be obtained with the optical type of shaft encoder whenever it is prepared to accept data, and, depending on the design of the encoder, data transmission may be either serial or parallel.

The angles of the weapon axes can also be converted to digital data by a shaft encoder. If this is done, the functions of the servo amplifier, except for power amplification, are taken by the computer. In some cases this extra load on the computer may not be desirable. If so, a special type of converter can
be employed which generates the required a-c voltage levels required to excite control transformers on the weapon. A conventional analog-type servo is then used for weapon pointing.

Many firecontrolsystems employ direct mechanicaltransmission of data. For example, fire controlsystems have been designed in which the tracker is mounted on the weapon, but thetracker can be offset from the weapon axis by means of auxiliary servos. The computation is such that the tracking axis is offset by the lead angle from the weapon axis. Other systems incorporate the computer within the tracker, with direct mechanical coupling of tracking information, and synchro transmission of the output data.

When the major subunits of a fire control system are remote from one another, data transmission by telephone lines or radio link may be required. In such cases analog data may be multiplexed, employing commutation of signals, multiple carrier frequencies, or a combination of both. Digital data would betransmitted in serial form. If more than one channel is to be transmitted, multiplexing can be employed as with analog signals.

Command decisions may be transmitted by a voice communication link, or a simple pushbutton control. Environmental data are entered by hand, using dials or counters in analog equipment, and pushbutton banks or a contact-making typewriter in digital systems.

## 11-3 TIME-RESPONSE CONSIDERATIONS

## 11-3.1 REAL-TIVE COMPUTATION

If the target and the weapon systems have the same, or approximately the same, vector velocity, computationin real time is of little importance. If their velocities differ appreciably, however, then real-time computation is necessary and the problem of minimizing the computation time is mandatory. The allowable computation time will be somewhat influenced by the relative range capabilities of the tracker and weapon. A simple example is shown in Example 11-1.

If the target is capable of performing evasive maneuvers, computation time maybe of considerable significance. The following example for a lead-computing sight illus-
trates this point. For illustrative purposes assume:

1. A target that is capable of a maximum evasive maneuver of acceleration a,
2. A lead-angle computer whose targetvelocity input $V_{t}(t)$ for an evasive maneuver beginning at $t=0$ and ending at time $t$, is

$$
V_{t}\left(t_{1}\right)=V_{10}+\int_{0}^{t_{0}} a_{m} d t
$$

and whose lead-angle output $\delta_{c}(\mathrm{t})$ at any time less than $t_{1}$ is

$$
\delta_{e}(t)=K\left[V_{10}+a_{m} \dagger\left(1-e^{-t / \tau_{c}}\right)\right]
$$

where
$V_{t o}=$ the initial target velocity at $t=0$
$\mathrm{K}=$ a scale factor
$\tau_{c}=$ the time constant associated with the time lag of the computer solution
The computer output canbe expressed in normalized form as

$$
\frac{\bar{i}_{e}(t)}{K a_{m} \tau}=\frac{V_{t o}}{a_{m}{ }_{c}^{\prime}}+T\left(1-e^{-T}\right)
$$

where

$$
T=\frac{t}{i c}
$$

With $\mathrm{V}_{\text {to }}$ set equal to zero, this expression is plotted infig: 11-3. Note that the percentage error $e^{-T}$ inthe computer output reduces to about $0.7 \%$ after 5 time constants. As shown by Fig. 11-3, however, if the target were capable of reversing its acceleration within a few time constants, large errors would continue to exist.

Important contributions to the computation time of a fire control system are made by the time lags of the weapon- pointing servos and bythe time lags of the tracker servos. In a fire control system which follows the standard block diagram (Fig. 11-4) of cascaded tracker, computer, and weapon- pointer, the time lags of each element arealso cascaded, as shown inthe figure. However, one ormore of these elements may be enclosed in a computing loop. Loops of this sortare encountered in systems such as the weapon-mounted tracker described in par. 11-2.2. In such cases, the time lag is generally reduced be-

Example 11-1. Sample calculation of the maximum allowable computation time.


Given an aircraft target of altitude $h$ and velocity $V_{\imath}$ proceeding in a straight line such as to pass directly over a weapon site. If the maximum detectable range is $R$, and the target must, be hit by a projectile of average velocity $\mathrm{V}_{\mathrm{w}}$ before the range closes to a minimum value $R$,, the maximum allowable computation time $t_{c m}$ is given by

$$
\dagger_{c m}=\frac{1}{V_{t}}\left[\sqrt{R_{t}^{2}-h^{2}}-\sqrt{R_{w}^{2}-h^{2}}\right]-\frac{R_{w}}{V_{w}}
$$

(For the basis of this relationship, see Derivation 11-1.)
For example, let

$$
\begin{array}{ll}
\mathrm{R}_{\mathrm{t}}=100,000 \mathrm{ft} & \mathrm{R}_{\mathrm{w}}=\mathrm{h} \text { (Interception overhead) } \\
\mathrm{h}=20,000 \mathrm{ft} & \mathrm{~V}_{\mathrm{w}}=2000 \mathrm{ft} / \mathrm{sec}
\end{array}
$$

$$
\mathbf{v},=900 \mathrm{ft} / \mathrm{sec}
$$

Then $\mathrm{t}_{\mathrm{cm}}=99 \mathrm{sec}$
Thus, only when the maximum detectable range is very short will the maximum allowable computation time be a significant design factor.
cause of the characteristics of the closed loop. The rudimentary system discussed in Example 11-2 illustrates the principles involved, The standard techniques of servo systems analysis' canbe employed to determine the time lag of such a feedback system.

It is convenient to express the computer or system time lag in terms of a single parameter. A number of parameters have been employed-- e.g., delay time, rise time, bandwidth, and settling time -- and for simple systems there are easy conversions between them. In the case of fire control computers, settling time is the most useful parameter, and is defined for the response to a step-function input. As shown in Fig. 11-5, thesettling
time is the time measured from the initiation of the step function to the second intersection of the response with the errortolerance band. The settling time is strongly influenced by the largest system time constant. Note that the system design would normally provide that the second overshoot fall within the error tolerance.

The necessity for rapid response in computing elements when high- speed targets are encountered is the same for either analog or digital computation. However, since the design problems are quite different, the two subsections which follow treat analog and digital computers independently.

Derivation 11-1. Derivation of the Relationship for Calculating the Maximum Allowable Computation Time.


Fig. D11-1.1 Basic Geometry

From the geometry depicted in Fig. Dll-1.1 in which an aircraft target of altitude $h$ and velocity $V_{t}$ is proceeding in a straight line over a weapon site, it is evident that

$$
\begin{array}{cc}
\ell+D=L & (D 11-1.1) \\
\ell^{2}+h^{2}-R_{w}^{2} & (D 11-1.2)
\end{array}
$$

and

$$
\begin{equation*}
L^{2} t h^{2}=R_{t}^{2} \tag{D11-1.3}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
l & =\left(R_{w}^{2}-h^{2}\right)^{1 / 2}  \tag{D11-1.4}\\
L & =\left(R_{t}^{2}-h^{2}\right)^{1 / 2} \tag{D11-1.5}
\end{align*}
$$

Substitution from Eqs. D11-1.4 and D11-1.5 into Eq. D11-1.1 shows that

$$
\begin{equation*}
D-\left(R_{t}^{2}-h^{2}\right)^{1 / 2}-\left(R^{2}-\ldots-h^{2}\right)^{1 / 2} \tag{D11-1.6}
\end{equation*}
$$

Fig. D11-1.1 shows also that

$$
\begin{equation*}
D=V_{t}{ }^{\dagger}{ }_{c m}{ }^{+} V,\left[\frac{R_{w}}{V_{w}}\right] \tag{D11-1.7}
\end{equation*}
$$

where $t_{\mathrm{cm}}$ is the maximum allowable computation time.
Therefore,

$$
\begin{align*}
t_{c m}= & \frac{D}{V_{t}}-\frac{R_{w}}{V_{w}}  \tag{D11-1.8}\\
& \left.\frac{1}{V_{t}} \right\rvert\,\left(R_{t}^{2}-h^{2}\right)^{1 / 2}-\left(R_{w}^{2}-h^{2}\right)^{1 / 2}-R_{w} \tag{D11-1.9}
\end{align*}
$$



Figure 11-3. Effect of computer time lag with a maneuvering target.


THE SYSTEM RESPONSE CAN BE REPRESENTED IN LAPLACE-TRANSFORM NOTATION BY THE RELATIONSHIP

$$
\frac{W(s)}{T(s)}=\left[G_{r}(s)\right]\left[G_{c}(s)\right]\left[\left[G_{w}(s)\right]\right.
$$

WHERE
$s=$ THE LAPLACE-TRANSFORMER VARIABLE
$G_{t}(s)=$ THE TRANSFER FUNCTION OF THE TRACKER
$G_{c}(s)=$ THE TRANSFER FUNCTION OF THE COMPUTER
$\mathbf{G}_{\mathbf{w}}(\mathrm{s})=$ THE TRANSFER FUNCTION OF THE WEAPON POINTER

Figure 11-4. The standard configuration of a fire control system.


Figure 11-5. Settling time for a typical computer response to a step function.

## 11-3.2 CONSIDERATIONS ASSOCIATED WITH THE DESIGN OF ANALOG COMPUTERS FOR REAL-TIME OPERATION

Those portions of an analog computer for fire control applications which are wholly electronic are generally of such high-speed response that theirtime lags need not be considered. However, a different time- response characteristic becomes significant in allelectronic computing elements, that of drift. A fire control system, since it is principally open-loop and may have long computation periods, places extremely difficult requirements on electronic analogs. For this reason, most fire control systems employ electromechanical elements, the responsetime of which may be quite significant.

In general, the response of an electromechanical computer element is equivalent to the response of the servo that drives it. The cams, linkages, potentiometers, and the like are considered as an inertia and friction load on the driving servo. Par. 11-1.1 gives the block diagram and performance figures for ahigh-performanceinstrument servo. Not all instrument servos are of such high performance; however, it is relatively easy to secure a bandwidth of 10 eps and avelocity constant of $2000 \mathrm{sec}^{-}$when this performance is required.

The speed of response of input and output elements such as radar-antenna drives and servos will probably be much lower than that of typical instrument servos. In general, the
bandwidth of these power servos will be $1 / 3$ (sometimes as much as $1 / 2$ ) the lowest natural frequency of the structure that the servo drives.

If the input-output equipment is in existence, the servobandwidth, or equivalent data, will ordinarily be available to the fire control system designer. In the absence of data, the response of the servo to an input sinusoid of varying frequency can be measured; the bandwidth is the frequency at which the output has been reduced to 3 db below the input.

In case a preliminary estimateis desired for developmental equipment, the lowest natural frequency can be calculated. The lowest natural frequency is normally determined by the moment of inertia of the moving part of the structure and by the compliance of the members thatdrive this load. The inertia is easily estimated by approximating the shape of the load structure with simple geometric forms. Compliance calculations can be quite complicated, but can be simplified by neglecting the less-compliant members. Usuallythe significant components in such a calculation arethe teeth of the final gear mesh, the output shaft and bearings, the support structure forthe inertia load, and (in the case of mobile equipment) the carriage and ground anchors. Having determined the inertia and compliance, the lowest structural natural frequency is obtained from the relation

$$
\begin{equation*}
\therefore n=\frac{1}{\sqrt{J C}} \tag{11-1}
\end{equation*}
$$

where $\omega_{n}=$ lowest structural natural frequency, rad/sec
$\mathrm{J}=$ moment of inertia of the moving components, slug-ft ${ }^{2}$
and $C=$ compliance of the members that drive the load, rad/ft- lb (compliance is the inverse of the spring constant)
Gyroscopic elements may also contribute time delays. In the case of a freegyro thatis precessed by an electromagnetic torque motor, the lag between input signal and output velocity is solely the inductive lag of the torque motor and is usually relatively small. Floated single- degree- of- freedom integrating gyros have similar lags in the torque motor, but the major time lag is mechanical. The response of such a gyro to an input rate is given by

$$
\begin{equation*}
\frac{\mathbf{s} \theta}{c_{i}}=\frac{H / B}{\frac{J}{€ 3} s+1} \tag{11-2}
\end{equation*}
$$

The parameters of Eq. 11-2 are defined below. The axes and components referred to are shown in Fig. 11-6.

$$
\begin{aligned}
\mathrm{e}= & \text { angular deflection of the output } \\
& \text { axis } \\
\omega_{\mathrm{i}}= & \text { applied rate about the input axis } \\
\mathrm{H}= & \text { angular momentum of the gyro- } \\
& \text { scopic element about the spin axis } \\
\mathrm{B}= & \text { rotational damping coefficient of } \\
& \text { the integrating damper } \\
\mathrm{J}= & \text { moment of inertia about the output } \\
& \text { axis } \\
\mathrm{S}= & \text { Laplace operator }
\end{aligned}
$$

From the form of Eq. 11-2, it is evident that the integrating gyro has a time constant of J/B. Such gyros are, however, customarily employed in a computing loop. A simple loop in which the output ofthe signal generator is fed back to the torque generatorwould reduce the time lag in accordance with Example 11-2. More complicated loops are discussed in Ref. 6.

An analog fire control computer is made up of assemblages of components like those previously discussed, arranged in cascaded chains and loops. The method for determining the time response of simple chains and loops has already been discussed. In analyzing more complex networks, it should be recognized that an analog computeris conceptually identical to a servomechanism. The methods developed for the analysis and design of servos can be employed directly in analog computer design. Sincethese techniques are covered in another handbook ${ }^{5}$, onlytopics of particular interest will be mentioned here.

Servo analyticaltechniques arebased on simple unity-feedback loops. Depending on the system and the results desired, the frequency response or locus- of- roots methods can be employed to determine the response of such simple loops. Many computer loops have non-unity elements inthe feedback path. The techniques shown in Fig. 11-7 canbe employed to convert a loop having a feedback transferfunction $H(S) *$ as in (A) to the unityfeedback form (B). The response $\theta_{0}(s) / \theta_{i}(s)$ is


Note, The action of the viscous liquid in the damper clecorance space causes a torque that opposes the angular velocity of the gimbal. This torque is proportional to the magnitude of the gimbal angular velocity with respect to the unit case.

Figure 11-6. Essential elements of a single-axis integrating gyro unit ${ }^{6}$.

[^48]Example 11-2. The response improvement that can be obtained by means of a closed loop,

A simple lag element of gain $K$ and time constant 7 has a transfer function $G(s)$ given by

$$
\mathrm{G}(\mathrm{~s})=\frac{\mathrm{K}}{\tau \mathrm{~s} \mathrm{t} 1}
$$

and a block diagram representation:


When enclosed by a unity-feedback loop, the overall transfer function $G_{1}(s)$ is given by

$$
G_{1}(s)=\frac{G(s)}{1+G(s)}=\frac{\frac{K}{\tau s+1}}{1+\frac{K}{\tau s+1}}=\frac{K}{11 \tau s+K}=\frac{K}{1+K} \cdot \frac{1}{1+\frac{\tau}{1+K} s}
$$

and the block diagram is

in which $K_{1}=K /(1+K)$ and $\tau_{1}=\tau /(1+K)$.
Thus, the addition of the closed loop permits the effective time constant to be divided by one plus the closed-loop gain. The amount of time-constant reduction that can be achieved is limited by instability of the loop. Compensation may be required to obtain a high speed of response.
identical for the two configurations. Therefore, the closed-loop response of $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ can be determined by either of the methods described, and then modified by cascading the transfer function $1 / H(s)$ (where $H(s) \neq 0$ ) to find the overall respons: $\theta_{0}(s) / \theta_{i}(s)$.

When the computerincludes a minor loop enclosed by a major loop as in Fig. 11-8, the closed-loopresponse of the minorloop is determined first. In Fig. 11-8 the forward transferfunction ofthe minorloop is $G_{1}(s)$ and the closed-loop responee of the minor loop is $\mathrm{G}_{\mathrm{cl}}(\mathrm{s})=\mathrm{G}_{1}(\mathrm{~s}) /\left[1+\mathrm{G}_{1}(\mathrm{~s})\right]$. The remaining for-ward-loop transferfunction of the major loop
is $G_{2}(S)$, and the major loop closed-loop response is given by

$$
\frac{G_{0}(s)}{\sim_{i}(s)} \cdot \frac{G_{c 1}(s) G_{2}(s)}{1+G_{c 1}(s) G_{2}(s)}
$$

If the frequency-response analysis is employed, the closed-loop response can be obtained readily byplotting $G$, (s) ona Nichols chart ${ }^{5}$. The angle and logarithmic magnitude of $G_{c l}(s)$ is read directly from the chart, and the corresponding angles andlogarithmic magnitudes of $\mathrm{G}_{2}(\mathrm{~s})$ are added to obtain $G_{c l}(s) G_{2}(s)$. The Nichols chart is then employed again to obtain $\theta_{0}(s) / \theta_{i}(s)$. The pro-


Figure 11-7. Formation of unity-feedback equivalent.
cessmaybe repeated if $\theta_{0}(s) / \theta_{\mathrm{i}}(\mathrm{s})$ is enclosed by further loops.

Most analog-computer configurations can be solved by the application of the two techniques just described. However, in the case of very complicated configurations, it may be desirable to systematizethe analysis by the use of signal-flow graphs ${ }^{7}$, or even to employ simulation techniques ${ }^{3}$. If the problem is such that simulation techniques are justified, the response of the system to realistic, rather than mathematically tractable, inputs can be obtained. Frequently, simulation is employed as a means of determining the response of the system to a variety of signal and noise inputs, and also to examine the effect of parameter changes on the response. Usually, however, the design is first obtained by conventional techniques.

## 11-3.3 CONSIDERATIONS ASSOCIATED WITH THE DESIGN OF DIGITAL COMPUTERS FOR REAL-TIME OPERATION

Real-time operation imposes obvious requirements on the calculation speed of a digital computer. In addition, the requirement that the computer accept real-time data imposes additional design problems. The input problem will be considered first inthis paragraph.

While both synchronous and asynchronous computers exist, the fact that major simplification in circuitry can be achieved in a synchronous computer makes this the preferred design. In a synchronous computer, all operations are controlled by a constantfrequency pulse source, or clock.

Depending on the logical design, a fixed number of clock pulses will be required to perform one computation, The time for one computationis known as the cycletime of the computer.

The computer may not generate output data after each cycle. The solution of differential equations is commonly carried out by an iterative process, so that several cycles may be required to generate a solution. The time between successive solutions is a fixed quantity for a given problem, but is setby the programming rather than the logic. This time will be defined as the solution time for the computer. It is a fixed delay, in contrast to


Figure 11-8. Treatment of minor loops.
the time lag -- or settling time -- of an analog computer as illustrated by Fig. 11-9.

The computer can accept input data at only one point in its cycle. The data accepted are normally read into storage and held until called for by the program. Thus, data are actually utilized at only one point in the solution cycle. In general, input data arrive at random intervals, and must be stored until such time as the computer can use the data,

Certain devices may be synchronized with the computer clock; for example, shaft encoders and analog-voltage-to-digital converters. In this case, the storage function is in effect performed by the analog signal.

Devices such as digital tachometers generate pulses at random intervals. Remotely originated data would ordinarily be readin at random times. In such cases, auxiliary storage canbe provided to hold the data until they are read out by the computer. An example of a possible circuit for reading radar range information into a digital computer is given in Example 11-3.

## 11-4 ACCURACY CONSIDERATIONS

## 11-4.1 GENERAL CONCEPTS

The errors in fire control computers arise from a variety of sources. Some of these sources of error are peculiar to the type of computer chosen, whether analog or digital, while others may be identified with the input and output data, or with the mathematical model.

Errors associated with the mathematical model are by their nature predictable and their effect may be studied in advance of the equipment design by computation or simulation. For example, in Chapter 12, the T29E2 computer employs a sine-cosine approximation (i.e., the initial terms in a Fourier expansion) as a model of the ballistic trajectory The effect of this approximation is completely predictable in advance, and rnay be studied for the knownranges of the variables. If required by the system accuracy specifications, the accuracy of the model could be imprcved; in this case, by adding terms in the Fourier series.


Figure 11-9. Comparison of the response characteristics of analog and digital computers.

Example 11-3. Radar range converter
A simple means of convertingthe range measurement of a radar system to digital form is indicated in Fig. Ell-3.1. The radar pulse generator initiates bursts of microwave energy at regular intervals of a few microseconds. Each successive generated pulse and a small fraction of the transmitted pulse are fed to the range converter.


Figure E11-3.1. Logic diagram for a radar range converter.

After a delay determined by the path length (twice the range), the pulse returned from the target is detected by the receiver. This received pulse is also fed to the range converter. A period of 2500 microseconds is assumed between successive transmitted pulses, permitting ranges of over 200 miles.

The transmitted pulse sets the flip-flop, which is initially in the 0 state. The flip-flop 1 output gates pulses froma $1-m c p s$ clock pulse generator through gate Ainto a shift register. The shift register has 12 bits in order to accommodate a maximum of 2500 clock pulses. Only four bits are shown in the figure.

The flip-flop is reset by the received pulse, thus shutting off the flow of clock pulses to the shift register. The shift register then holds a binary number which is a measure of the range. Since the received and transmitted pulses may occur at any time between successive clock pulses without changing the count, the inherent resolution of such a system is $\pm 1$ count. The resolution may be improved by raising the clock frequency.

Readout is accomplished at the instigation of a read pulse fromthe computer. The read pulse is generated once each cycle; in this case, 40 microseconds. To prevent an attempt to read out during the range measurement, the flip-flop must be in the 0 state in order to open gate B. Readout will occur not later than 40 microseconds after arrival of the received pulse. Note that readout is in parallel; if serial readout had been desired, equal delays could be inserted in the read-pulse line between gates $D$ and $E$, $E$ and $F$, etc., and the parallel outputs combined on a single line with OI gates.

Example 11-3. (Continued)
Thr next shift register is cleared by the next generated pulse. This pulse also resets the flip-flop and, to prevent a false output, inhibits the readout through gate C. Since the generated pulse occurs just before the transmitted pulse, the circuit is ready toreceive a new input. If no return pulse is received, the flip-flop will remain in the 1 state until the clearing pulse; thus, no readout is possible.

The generalized representation of a fire control system is a network of component units, each having multiple inputs and a single output. The output is functionally dependent on all the inputs. (This concept was introduced in Chapter 4 of Ref. 9.)

Of course, in the general case any function might be represented by the component unit. However, a typical computer would have one or more components which have a summing function. This configuration (see Fig. 11-IO) provides a simple example of the techniques employed inadjusting a mathematical model to meet accuracy specifications with a minimum of equipment. If one starts with as nearly exact a model as canbe devised, the first step is to determinethe ranges of the variables $x_{1}, x_{2}$, etc. If it turns out that any of these variables are always less than the allowable error, these inputs can be immediately discarded. Other inputs may have a larger range, but stillmaybe relatively small compared to the largest inputs. In such cases, linearization, replacement of the variable by a constant, or other approximations may be applicable, A word of caution is necessary here, however. If the maximum value of the smaller variable is small compared to the minimum value of the larger variable, under all conditions, then we may apply approximation techniques with complete safety. If, however, the two variables can approach each otherunder some conditions, the approximation may not be valid. If the joint probability of each combination of the two variables can be determined, the most probable error due to a given approximation canbe obtained.

The choice of the input variables and the instrumentation with which to measure them may have an effect on the system errors. For example, if radartracking is employed, range can be measured with very much greater accuracy than the accuracy of the pointing


OR, IN PERFORMANCE-OPERATOR NOTATION
(SEE PAR. 4-4.4.2 OF REF. 9),
$y_{5}=g_{S C}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$
WHERE $\quad g_{S C}=$ PERFORMANCE OPERATOR $C$
AND

$$
g_{s c}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} t x_{2} t x_{3^{+}} x_{4}
$$

Figure 11-10. Functional diagram of a summing Component.
angles. If optical or infrared tracking is employed, the opposite is true; in fact, range can only be roughly estimated. The computer design can be tailored to maximize the accuracy with the type of tracking employed by placing maximum dependence on the most accurate inputs.

The method by which the input variable is measured can also be of importance. If, for example, range is measured by a pulsed radar, then target scintillation, atmospheric effects, and multipath effects can introduce jitter, or noise, in the range measurement. Improved performance can often be attained by the use of a Doppler system in which the Doppler frequency is proportional to range rate. The continuous nature of the Doppler information averages out much of the noise. Sudden large fluctuations, such as might result from scintillation, can be more easily filtered from a rate than from a positional measurement. This technique of measuring
rates (either angular or range) is of general usefulness in fire control systems, Since the lead angle is proportional to the tracking rate, this rate must be computed if it is not measured directly. Computation of the rate from tracking position data requires differentiation of the position data. However, differentiation has the inherent property of increasing the noise which is present in the signal. Thus, techniques which directly generate atracking rate have a considerable advantage. Such a system is the Vigilante tracking gyro described in Chapter 12. In this system, a feedback loop closed through a human operator generates the tracking rate by means of precessiontorques applied to a free gyro.

Noisy input data can be a major source of errors in fire control computers. Noise maybegenerated by nonidealities in tracking servos, by a human operator, or by propagation effects and target modulation in radar and infrared systems. The spectral distribution is of great significance. The high-frequency noise components are not usually significant since they are filtered by the computer and by the weapon drives. Careful design is usually necessary to smooth the input signals within the system pass-band. In an analog system, smoothing is accomplished by properly setting the bandwidth of the instrument servos or other electromechanical components so as to give the required filtering action. In a digital system, the desired filter transfer function is programmed into the computer.

A balance must be struck in the design of the filter networks between noise reduction and excessive time lag in the system. Fortunately, a fair degree of noise can be tolerated in the output. Since the systematic errors are most commonly predominant, a moderate amplitude of the noise error may enhance the engagement hit probability. The effect of increasing noise error is to enlarge the volume within which a given percentage of the bursts will probably fall. This volume is centered about apoint in space which is displaced from the target center by a distance determined by the systematic errors. As the noise increases, this volume can enclose the target, thus increasing the hit probability for an engagement with a sufficient number of shots so that the statistics are applicable.

Further discussion of the relation of noise and systematic errors can be found in Chapter 4 of Ref, 9.

A final consideration in the design of computers which must respond to noisy inputs is the dynamic range. Filter elements must be so located in the computer that the noise amplitude cannot saturate a component, and prevent the transmission of the signal. Thus, filtering in the input sections of the computer reduces the dynamic range required of the follow-on components in a chain. Digital computers are subject to the same problem. In this case, the designer must make adjustments in his program rather than in the arrangements of components.

## 11-4.2 THE ACCURACY OF SOLUTIONS OBTAINED FROM ANALOG COMPUTERS

The discussion of the sources and propagation of errors in fire control systems, which was presented in Chapter 4 of Ref. 9, is directly applicable to analog computers. This discussion will be briefly reviewed in this paragraph. An analog computer can be considered to be made up of a combination of elements, each of which has the general form shown in Fig. 11-11. Each such element is defined as having one output (which, for the ith element, is $y_{i}$, as shown in the figure) and a number of inputs. Some of these inputs come from outside the computer, and are designated $x_{1}, x_{2}, \ldots, x$, , while others come fromother elements of the computer, and are designated $y_{1}, y_{2}, \ldots, y$, . One of these latter inputs may be a signal fed back from the output of the element considered, i.c., $y_{i}$. The output is functionally dependent on all of the inputs, i.e.,

$$
\begin{equation*}
y_{i}=g_{i}\left(x_{1}, \ldots ., x_{r}, y_{1}, \ldots, y_{i}, \ldots, y_{q}\right) \tag{11-3}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{y}_{\mathrm{i}} & =\begin{array}{l}
\text { output of the ith element } \\
\mathrm{g}_{\mathrm{i}}
\end{array} \\
& =\begin{array}{l}
\text { performance operator of } \\
\text { the ith element }
\end{array} \\
\mathrm{x}_{1}, \ldots, \mathrm{x}_{r} & =\begin{array}{l}
\mathbf{r} \text { inputs from outside the } \\
\text { computer }
\end{array}
\end{aligned}
$$



INPUTS FROM VARIOUS ELEMENTS OF THE SYSTEM, INCLUDING THE ith SYSTEM ELEMENT.

$$
y_{i}=g_{i}\left(x_{1}, \ldots, x_{r} ; y_{1}, \ldots, y_{i}, \ldots, y_{q}\right)
$$

WHERE
$\mathbf{g}_{\mathbf{i}}=$ PERFORMANCE OPERATOR OF THE ith SYSTEM ELEMENT
Figure 11-11. Functional diagram of a typical system element.
and
$y_{1}, \ldots, y_{q}=$ outputsofthe $q$ computer
In Chapter 4 of Ref. 9, an expression for the errors in such a system was derived. It consists of a set of $q$ equations, one for each of the $q$ elements. The error equation for the ith element is

$$
\begin{equation*}
\sum_{k=1} \frac{\gamma^{i}}{i y_{k}} \cdot y_{k} \quad \sum_{n-1} \frac{w_{i}}{\gamma x}=x_{n} \quad m_{i} \frac{n_{i}}{i+y_{i}} \tag{11-4}
\end{equation*}
$$

where $f$, is a simplified notation for $f_{i}\left(x_{1}, \ldots\right.$. , $\left.x_{r}, y_{1}, \ldots, y_{i}, \ldots, y_{q}\right)$, and is the implicit form of Eq. 11-3. That is (see Fig. 4-22 of Ref. 9),

$$
\begin{align*}
& f_{i}\left(x_{1}, \ldots, x_{i} y_{1}, \ldots, y_{i}, \ldots, y_{q}\right) \\
& \quad y_{i}-g_{i}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{i}, \ldots, y_{q}\right)=0 \tag{11-5}
\end{align*}
$$

The other quantities in Eq. 11-4 are defined as follows:

$$
\begin{aligned}
\epsilon y_{k}= & \text { error in output } y_{k} \\
\epsilon_{x_{n}}= & \text { errorin input } x \\
\mathrm{~m}_{\mathrm{i}}= & \begin{array}{l}
\text { errorin the output of the } \\
\\
\\
\\
\\
\\
\text { ith element being nonideal virtue of }
\end{array}
\end{aligned}
$$

The partial derivatives are evaluated at some set of values of the inputs and outputs that satisfies the performance equation of the element concerned.

Eq. 11-4 is valid forstatic errors, i.e., for performance operators which do not include differential equations. Where differential equations are included and the dynamic errors aredesired, it is convenient to employ an analysis in the frequency domain. In Chapter 4, Kef. 9, it was shown that the power spectral density of the output error for a
single-input, single-output computer element (as shown in Fig. 11-12) is given by

$$
\begin{equation*}
\boldsymbol{\Phi}_{\epsilon_{y y}}\left(j(\alpha)=|R(j a)|^{2} \boldsymbol{\Phi}_{\epsilon_{x x}}(j(x)\right. \tag{11-6}
\end{equation*}
$$

where

| $\Phi_{\epsilon_{y y}}(j \omega)=$ | powerspectraldensity of <br> the error in the element |
| ---: | :--- |
| output |  |
| $(j \omega)=$ | powerspectraldensity of <br> the error in the element |
| input |  |
| $R(j \omega)=$transfer function of the <br>  <br>  <br>  <br>  <br> element, as defined by |  |
| Fig. 11-12 |  |

If the input error is random with variance $\sigma_{\epsilon}^{2}$, Eq. 4-166 of Ref. 9 shows that its power spectral density is given by

$$
\boldsymbol{\Phi}_{t x x}(j \omega)=2 \pi \frac{d}{d \omega}\left\{\begin{array}{cc}
o_{t}^{2} & (j \omega)
\end{array}\right\} \quad(11-7)
$$

Then the variance, $\sigma_{\epsilon}{ }^{2}$, of the output error is

$$
\sigma_{y}=\int_{0}^{\infty}|R(j \omega)|^{2} \frac{d}{d \omega}\left\{\sigma_{e^{x}}^{2}(j \omega)\right\} d:(11-8)
$$

Note that $\sigma_{\epsilon_{\mathrm{Y}}}^{2}$
ic independent of the variable
of integration $\omega_{\text {. }}$ Eq. $11-8 \mathrm{c}$ an be expanded to the case of a computer having $q$ elements
and $p$ inputs. For this computer system, a set of error equations can be written, one equation for each element. The equation for ith element is

$$
\begin{align*}
& \sigma_{\epsilon_{y_{i}}}^{2}=\sum_{n=1}^{p} \int_{0}^{\infty}\left|R_{i_{n}}(j \omega)\right|^{2} \frac{d}{d \omega}\left\{\sigma_{\epsilon_{x_{n}}}^{2}(j \omega)\right\} d \omega \\
& \sum_{k^{-1}} \quad 0 \quad\left|R_{i_{k}}(j \omega)\right|^{2} \frac{d}{d}\left\{\sigma_{\epsilon_{y_{k}}}^{2}(j \omega)\right\} d \omega+\sigma_{m_{i}}^{2} \tag{11-9}
\end{align*}
$$

where
$\sigma_{\epsilon_{y_{i}}}^{2} \quad=\quad$ thevariance of the error with the output $y_{i}$
$R_{i_{n}}(j \omega)=$ thetransfer function that is associated with the ith element, and is measured between the input $x_{n}$ and the output $y_{j}$
$\sigma_{E_{x_{n}}}^{\sigma^{2}}(j \omega)=$ variance of the errore, that is associated with the" input $x_{n}$
$\sigma_{\epsilon}^{2}(j \omega)=$ variance of the error $E_{y_{k}}$ that is associated with the output $y_{k}$ that is also an input to the ith element
$\sigma_{m}^{2}$.
$=$ variance of the error of element being nonideal

where
$X(j \omega)=$ Fourier transform of $x(t)$
$Y(j \mathrm{~W})=$ Fourier transform of $y(t)$
$R(j \omega)=$ transfer function of the system element

Figure 11-12. Functional representation of a system element in the frequency domain.

If the superpositionprinciple can be applied, the analysis of the computer errors is greatly simplified; fortunately, superposition does, in general, apply, However, care must be exercised in any error analysis to ensure that errors do not force the system into a nonlinear region. For example, a large noise error at the input to an amplifier may drive it into saturation, i. c., into a region of lower than normal gain. A signal introduced into the input will then be subjected to an error in amplification, and this errorwill be a function of the presence or absence of the noise error. Thus, for the example cited, superposition would not apply. Of course, the conditions of the example would be most disadvantageous for any computer, It is, in general, true that in a good, low- error computer design superposition will apply. In such a computer design, the errors can be separated into various classes and analyzed individually. The total error in any output is then found by superposing the total errors of each class. In fire control computers, it is convenient to separate the errors into systematic bias) and random (noise) components. The bias errors, in turn, are subdivided into static and dynamic errors. The static errors can be analyzed by the use of Eq. 11-4. This set of equations can be solved for the outputs of the computer (usually only two or three in number). The dynamic bias errors are best analyzed in the frequency domain. E'q. 13-9 can then be simplified for these errors. If the input error is $\epsilon_{x}(t)=\epsilon_{\lambda} \sin \left(\omega_{1} t\right)$, then it is possible-- from the definition of the response function $R(j \omega)$-- to write the relationship

$$
\begin{equation*}
c_{y}\left(j i_{1}\right)=R\left(j i_{i}\right) \quad{ }_{x}\left(j<c_{1}\right) \tag{11-10}
\end{equation*}
$$

where $R\left(j \omega_{1}\right)$ is the value of $R(j \omega)$ at $\omega=\omega_{1}$. Ey. 11-9 then becomes

$$
\begin{aligned}
& \sum_{\sum}^{p} R_{i}\left(\mathrm{j} / \alpha_{1}\right) x_{x}\left(\mathrm{j} c_{i}\right) \\
& : \quad \underset{\mathrm{a}}{\mathrm{a}} \quad \mathrm{P}_{\mathrm{I}_{\mathrm{L}}}\left(\mathrm{j} \omega_{1}\right) \epsilon_{y_{k}}\left(\mathrm{j} \omega_{1}\right)+\mathrm{m}_{1}(\mathrm{j} \omega \quad 11-11)
\end{aligned}
$$

where $m_{i}\left(j \omega_{1}\right)$ is the error of the $i$ th element due to the element being nonideal.

The noise errors are analyzed by direct application of Eq. 11-9.

The total error in an output variable can be determined by performing a root-square sum of the components. Usually, however, the bias and noise are retained as separate components.

Typical static errors in an analog computer are the linearity errors of potentiometers, null and transformation errors of resolvers, drift and nonlinearity of amplifiers, and zero offset errorsin a variety of components. Dynamic bias errorsin analog computers are principally associated with the bandwidth limitations of instrument servos and gyros, as discussed in par. 11-3.2. Noise errors areusually smaller than bias errors. The largest magnitude of noise is usually associated with the tracking device which provides one or more inputs to the computer. Other sources include potentiometer contact noise, gear backlash and tooth errors, and pickup of stray voltages (usually due to improper grounding procedures).

In computer design, a few points should be kept in mind to minimize the output error. Component ranges should be matched as closely as possible tothe ranges of the input variables. The subtraction of two quantities which are of approximately equal magnitude should be avoided,

Noise sources within the computer should be avoided if at all possible. For minimum transmission of noise, servo and gyro bandwidths should be minimized. However, the same measures which reduce noise errors will increase dynamic bias errors. Therefore, a compromise bandwidth must be determined to give the best overall system performance. In some cases an adaptive system, in which the bandwidth is aatomatically (or manually) adjusted to conform to the noise amplitude, may be necessary.

In Chapter 4 of Ref. 9, a number of examples are given of error analysis in both simple and complex analog computer systems. Reference shouldbe made to that chapter for further details.

## 11-4.3 THE ACCURACY OF SOLUTIONS OBTAINED FROM DIGITAL COMPUTERS

In theory, one can obtain from a digital computer accuracies as good as desired. In practice, of course, for a computer of given
computation speed and storage capacity, there mustbe a trade-off between speed and accuracy. In the case of a firecontrol computer, the requirements for solution time are often quite fixed if the computer must operate in real time. Therefore, the required solution time and the required accuracy specify the computer design within quite close limits.

The accuracy of a digital computer is usually specified in terms of the number of significant figures that are carried in the computation. In programming the computer, great care must be exercised to ensure that significant figures are not lost. In order to ensure that as many significant figures are carried inthe case of a small number as are carried for large numbers, floating-point arithmetic is employed. In floating-point arithmetic, allnumbers arelessthan one, and the placement of the decimal point is handled by associating with the number the proper power of ten. Thus 103950 . would be written $0.10395 \times 10^{6}$, and 103.95 as $0.10395 \times 10^{3}$. This schemepreserves aconstant percentage errorin all quantities.

In digital addition, one more significant figure is sometimesproduced inthe sum than was present in the two numbers added. In order to prevent the registers from overflowing, the least significant digit must be dropped, or rounded off. The usual rules for round-off are as follows:
(a) Drop the least significant digit if it is less than 0.5.
(b) Add one to the next-most-significant digit if the least-significant digit is greater than 0.5 .
(c) If the least-significant digit is exactly 0.5 , add 1 to an odd next-most-significant digit, but add zero to an even next-most-significant digit.
This procedure ensures that, on the average, the round-off errors are balanced between high and low values.

It can be shown that the relative error (i.e., the actual error divided by the true value of the quantity) of an approximate number is never greater than a quantity determined by the number of significant figures. The expression is

$$
\begin{equation*}
\Lambda \leq \frac{1}{2 \times 10^{n-1}} \tag{11-12}
\end{equation*}
$$

for a decimal number, where $A$ is the relative error, and $n$ is the number of significant figures. For a binary number,

$$
\begin{align*}
\Delta & \leq \frac{1}{2 \times 2^{n-1}} \\
& \leq \frac{1}{2^{n}} \tag{11-13}
\end{align*}
$$

We have seen that inaddition there is no loss of significant figures and there may be a gain of one; in subtraction, however, there is nogeneral rule. If the numbers subtracted are nearly equal, there may be a complete loss of significance in the difference, For this reason, the ranges of variables to be subtracted must be very carefully observed. It is often desirable to rearrange the program so thatsubtractions are avoided. In the case of multiplication and division, it is possible to lose up to two significant figures. This is a general rule of thumb. In any particular instance, the loss might be one,. two, or no significant figures.

More complex operations are made up of combinations of addition, subtraction, multiplication, and division. The round-off errors in all operations can therefore be analyzed by breaking them down into combinations of simple operations. There are many pitfalls, however, and a successfulcomputer program requires the judicious combination of analysis and experimentation with input numbers for which output numbers are known.

The solution of differential equations on a digital computer gives rise to another source of error. A number of solution methodsbased on the use of series expansions or on iterative procedures have been devised. The greater the number of terms retained in the expansion, or the greaterthe number of iterations, the greater will be the accuracy. The errors associated with these solutionmethods are therefore called truncation errors. Because of the widevariety of solutionmethods, it is difficult to make any further general statements. Par. 2-4 of Chapter 2 gives a description of several solution methods, and examples of the truncation errors.

A second source of truncation errors is in the representationof functions in a digital computer. In order to avoid excessive storage of functional data, interpolation by means of a power polynomial is commonly employed.

Interpolation formulas of the Lagrangian, Newtonian, or other forms may be employed, as described in par. 2-4.1. For these standard forms a remainder term has been derived, so that the truncation error for a given number of terms is readily calculable. In fact, it is sometimes advantageous to program the calculation of the remainder after each term; the computer then makes a decision whether or not to continue the series according to the magnitude of the error.

Very few errors in digital computation can be ascribed to equipment malfunction. A part of this error-free operation is inherent in the nature of digital computation; i.e., since all data is carried in two-state devices, deterioration of a device must be severe before it gives an improper indication. Also, computing components are commonly designed to fail in an indicative way, F or example, a computer might employ +6 volts to represent 1 and -6 volts to represent 0 , so that a power or device failure which would give 0 volts could be immediately discriminated against.

A further check against equipment failures is tlie provision of error-detecting codes. Coding theory demonstrates that an error in a single bit of a code can be detected by the provision of one extra (redundant) bit in the code. A two-bit error can be detected by two redundant bits, and so on. Additional redundant bits permit the detection of the particular bit in error, which allows the computer to correct its own errors. Normally, however, detection of an errorstops the computation, and the incorrect word is read out as an aid in repair.

The simplest error-detecting code is the paritybit. It' the code for each alphanumeric. character is made upof four bits, we may add aliflh bit for error detection. The number of ones in the four-hit code is determined: if it is even, tile filth bit is made zero; if odd, the fifth bit is made one. Thus, in the five-bit code the total number of ones is always even, and an oddnumber is an indication of an error in one bit. Most computers employ a fairly elaborate system of error-detecting codes and systems.

## 11-5 OPERATIONAL CONSIDERATIONS

The problems of computer design for field operation are not different in kind from those of normal service, except for the need for portability and for protection against the environment. However, all these problems are greatly magnified in degree. Field power sources, for example, vary much more widely in both frequency and voltage, necessitating high-quality regulating circuits.

The problem of maintaining complex electronic and electromechanical systems has led to the universal use of modular construction. In the field, the potential lack of trained personnel and the difficulty of supply of spare parts make a modular construction absolutely essential. A computer designed for field use must have means incorporated for detecting a defective module, which do not require appreciable technical knowledge on the part of the operator. It must be possible to replace a module easily with a minimum of disassembly. In order to minimize the supply problem, a minimum number of different types of modules should be employed.

Usually, the most difficult service problem is the location of the defective module. In digital computers, built-in error-detection schemes of the type described in par. 11-4.3 are usually provided. Also, marginal checking procedures are useful. In a marginal checking system, the computer is operated close io its tolerance limits under controlled conditions, in an attempt to induce detectable errors in the "weak link" coniponents, i.e., those that have deteriorated in performance so that they are more likely to cause errors.

In an analog computer, error tracing is more difficult, A check problem for which the signal amplitudes at the outputs and at important points within the computer are known can be helpful. However, some technical knowledge is required of the service personnel in order to locate such troubles as (for example) a noisy region in a potentiom eter which gives otherwise satisfactory performance,
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# CHAPTER 12 <br> EXAMPLES OF MEANS USED TO MEET PARTICULAR TYPES OF DESIGN PROBLEMS 

## 12-1 INTRODUCTION

This chapter employs discussions of actual fire control equipment toillustrate how particular types of design problems can be successfully met through the use of ingenuity. The five following items of fire control equipment are considered and illustrate solutions of design problems as indicated:
a. 'The Gun Data Computer T29E2, discussed in par. 12-2. The design principles and techniques employed for this computer provide an excellent example of the application of design ingenuity to the problem of performing a complex mathematical operation by means of a simple, compact, lightweight portable computer.
b. Lightweight Fire Control Fiduipment for Rocket Launchers, discussed in par. 12-3. The design approach employed for this fire control equipment exemplifies a situation where standard components can be advantageousty used to a large degree, thereby simplifying supply and maintenance operations as well as shortening the time period required to arreve at a satisfactory design.
c. The Vigilante Computer Gyro/Platform System, discussed in par. 12-4. This system represents an excellent example of how design ingenuity can be employed to achieve one item of fire control equipment that can perform several functions-in this case, the gencration of tracking rates, a complex coocdinate transformation, and stabilization.
c. The Mark 20 Gyro Computing Sight, discussed in par. 12-5. This sight represents the realization of a relatively simple realtime computer for use against moving targets be a weraon station that is itself in motion. lts design principles, which have beenexten-
sively and successfully emploved by the U.S. Air Force and the U.S. Navy, are currently being given consideration by the U.S. Army.
c. The Cant-Correction System of Ballistic Computer XM17, discussed in par. 12-6. This cant-correction system illustrates the modification and approximation of the mathermatical model of a computer in such a way that the model will be simplified while still maintaining the accuracy required of the computer.

## 12-2 GUN DATA COMPUTER T29E2

The Gun Data Computer T29E:2 computes firing parameters for the 105 mm and 155 mm howitzers from input data obtained from observer sightings of the target. The computes. is a compact, portable, electromechanical analog device. Its design required the exorcase of ingenuity in keeping the computer simple, arid therefore light and compact.

The computer performs two functions. E'irst, it determines the location of the target with respect to the gun battery; this is essentially a coordinate transformation operation. Secondly, it computes the ballistic trajectory in order to determine the coordinates of the gun line. which are required to hit the target.

The basic inputs to the computor are the target position in rectangular coordinates. Since these coordinates may not be known directly, threc input conditions are provided:
(1) Condition A - The target coordinates are known (this is the basic condition).
(2) Condition B - An observer locatedat a point the coordinates of which are known measures the range, azimuth, and vertical angles of the target.
(3) Condition C - An observer with his compass at an unknown position, but with a known reference point in view, determines the distances from the target to the reference along his sight line and perpendicular to this sight line, and also the difference in height between the target and the reference point. The coordinates involved are depictedin Fig. 13-1 of Chapter 13.

From the input data--in either Condition A, B, or C--the target-location section of the Gun Data Computer 'r29E2 computes the north
and east rectangular coordinates of the target with respect to the gun, and enters these two coordinatcs--termed, respectively, "Target Northing" (ANI) and "Target Easting" ( $\Delta$ EI)-in the gun-order section, as indicated in Fig. 12-1. After addition of the battery-parallax corrections,* the resultant distances, AN and $\Delta E$, are resolved in ordertodetermine the gun azimuth and the target range.

In the gun-order computer, a wind-correction term and the base-point azimuth are summed with the target azimuth to generate


Figure 12-1. Simplified functional diagram depicting the generation of gun-order computations by the T29E2 computer.

[^49]the gun deflection which is a computer output.
The range $R$ and target height $I 1$ are used to compute the gun-elevation angle, denoted quadrant elevation QE. Specifically, the quadrant elevation depends upon $R, H$, and $\frac{H}{R}$ as shown by the subsequent discussion.

The final computation shown in Fig. 12-1 is the determination of the time' of flight $t_{f}$ which can be expressed as a function of range and quadrant elevation (sce Fig. 12-2). Time of flight is employed to set the fuzes of timefuzed projectiles.

Since the computation of quadrant elevation requires the determination of the ballistic trajectory, considerable ingenuity is required to devise a mechanization that is simple and compact. As a starting point, the equations of the projectile trajectory in a vacuum have been derived in Fig. 12-2. The final expression in Fig. 12-2 gives the range of the vacuum trajectory as a function of the vari$\operatorname{ables} \frac{H}{R}, Q E$, and muzzle velocity $M V$. Since It and H are measured and QEis to be determined, a feedback type of computation is ernployed. In general, two solutions for $Q E$ will be obtained, one low-angle (between 200 and 500 mils ) and one high-angle. (between 900 and 1150 mils). A trajectory switch (see Fig. 12-1) is provided to select either high or low angle. In cases for which two high-angle solutions exist, the trajectory switch can be turned to "Reset" which injects a signal transferring the solution to the higher of the two trajectorics.

The real (nonvacuum) trajectory is affected by air density, air temperature arid range' wind (i.e., wind in the direction of the range vector), as well as by changes in muzzle velocity and other effects. Variations in the weight of the projectile and in propellant temperature appear as changes in muzzle velocity. Since weight variations in the projectile are accompanied by changes in the ballistic coefficient, weight changes are also introduced as equivalent changes in air density.

Since the ballistic corrections are ernpirical for the most part, they would normally be introduced by a series expansion of the independent variables, the ballistic factors being introduced as the coefficients of the
expansion. The form of the equation of the vacuum trajectory (sec Fig. 12-2) suggests a Fourier series expansion, and this was in fact employed.

The basic form of the Fourier series is

$$
\begin{equation*}
f(z)=\sum_{p=1}^{\alpha:} a_{p} \sin (p z)+\sum_{p=0}^{\infty} b_{p} \cos (p z) \tag{12-1}
\end{equation*}
$$

The coefficients, in the case of empirical data, may be evaluated by dividing the empirical function into $r$ equal segments. If the value of the independent variable is $\varepsilon_{d}$ at the qth point, and the corresponding value of the function is $f_{4}$, the coefficients of Eq. 12-1 are

$$
\left.\begin{array}{l}
a_{p}=\frac{2}{r} \sum_{q-1}^{r} f_{q} \sin \left(p z_{q}\right)  \tag{12-2}\\
b_{p}=\frac{2}{r} \sum_{q=1}^{r} f_{q} \cos \left(p z_{q}\right) \\
b_{0}-\frac{1}{r} \sum_{q-1}^{r} f_{q}
\end{array}\right\}
$$

where $\mathbf{r}$ is the number of equal segments chosen.

In the approximation employed in the T29E2 Computer, only the zero- arid firstorder terms were employed, and $z$ was set equal to $k \theta$, where $k$ is approximately 2 and is the quadrant elevation QE. Then Eqs. 12-1 and 12-2 are

$$
\begin{aligned}
& f(k:) \quad a_{1} \sin k+b_{0}+b_{1} \cos k_{1} \\
& a_{1} \quad \frac{2}{r} \sum_{q=-1}^{r} f_{q} \sin z_{q} \\
& b_{1}=-\frac{2}{\sum_{q-1}} f_{1} \cos z_{q} \\
& \dot{o}_{0}-\frac{1}{r} \sum_{q-1}^{r} f_{r}
\end{aligned}
$$

The trajectory equation expressed as agroup of truncated Fourier series then becomes


$$
\begin{aligned}
& \text { IN A VACULUM: }
\end{aligned}
$$

$$
\begin{aligned}
& H=(M V \sin G E) t_{f}-\frac{1}{2} g t_{f}^{2} \cdots \cdots(2) \\
& \text { FROM(I) } \\
& f_{f}=\frac{R}{M_{i} \cdot \cos C E} \\
& \text { SUESTITUTE IN(2) } \\
& \begin{array}{l}
\text { UESTITUTE IRJ(2) } R=M V \sin O E \frac{R}{M V \cos \sigma E}-\frac{1}{2} g \frac{R^{2}}{(M V)^{2} \cos ^{2} C E}
\end{array} \\
& \because=\frac{(M W)^{2} \sin : Q E \cos C-\frac{G}{2} R}{(i r i)^{2} \cos ^{2} Q E} \\
& \text { OR } \\
& \frac{g}{2} R:-\frac{H}{\mu}\left[(M V)^{2} \cos ^{2} Q E\right]+(M V)^{2} \sin Q E \cos Q E \\
& \text { BUT } \\
& \sin 2 E \cos C E=\frac{1}{2} \sin 2 Q E \\
& \text { AND } \\
& \cos ^{2} C E+\frac{1}{2}+\frac{1}{2} \cos 2 Q E \\
& \text { THEREFORE } \\
& \frac{9}{2} R=-\frac{H}{R}\left[(M V)^{2}\left(\frac{1}{2}+\frac{1}{2} \cos 2 Q E\right)\right]+\frac{(M V)^{2}}{2} \sin 2 Q E \\
& R=-\frac{N}{R}\left[\frac{(M V)^{2}}{9}+\frac{(M V)^{2}}{9} \cos 2 Q E\right]+{\frac{(M V)^{2}}{9}}^{2} \sin 2 Q E
\end{aligned}
$$

Figure 12-3. Fquations of projectile trajectory in a vacuum.
$R(1 ; c \sin k+d \cos k) \quad, a c \sin k+a d \cos k$ $+a \sin k \quad b \cos k-\frac{H}{f}(f \sin k \quad, g \cos k)$ $-\frac{H}{F!} j(1+c \sin k+d \cos k)$
$: H(m \sin k r n \cos k$, $)$
$+H p(1-c \sin k \cdot d \cos k$
where $\theta$ is the quadrant elevation ( $2 \mathrm{E} ; \mathrm{k}$ is approximately 2 ; $\mathbf{a}, \mathbf{b}$, and j arc functions of air density, aii temperature, range wind, arid muzzle velocity; $c, d, \alpha, f, g, r n, n$, and $p$ are constants; $K$ is the ground range; and $H$ is the height of the target above the origin. All of
the coefficients in Eq. 12-4areadjustable for powder charge, and for high or lowtrajectory.

Eq. 12-4 can be mechanized by the ex$\operatorname{tr}_{p}$ mely simplo electromschanical computer shown in Fig. 12-3. The resolver in the figure is driven through a gear ratio kfrom the quadrant elevation shaft. The output voltage $e$, from the resolver is given by the expression

$$
\begin{align*}
& e_{0} \quad(a\left.-\frac{H f}{R}+H m-e_{0} c\right) \sin k \ell \\
&+\left(b-H g+H n-e_{0} d\right) \cos k  \tag{12-5}\\
& R
\end{align*}
$$

Solving for eogives


Figure 12-3. Schematic diagram of the quadrant-elevation loop of the T29E2 Computer.

$$
\begin{align*}
e_{0}= & \frac{a \sin k \theta+b \cos k}{D}-\frac{H}{K}\left[\frac{f \sin k_{i} \cdot+g \cos k}{D}\right] \\
& +H\left[\frac{m \sin k \dot{b}+n \cos k G}{D}\right] \tag{12-6}
\end{align*}
$$

where $\mathrm{D}=1+\mathrm{c} \sin \mathrm{k} \theta+\mathrm{d} \cos \mathrm{k} \theta$. When the servo reduces its error signal to zero,

$$
\begin{equation*}
e_{0}+H p+a-\frac{H}{K} j-R=0 \tag{12-7}
\end{equation*}
$$

Combining Eqs. 12-6 and 12-7 shows that

$$
\begin{array}{rl}
\mathrm{F} & a \mathrm{t} \frac{\mathrm{a} \sin \mathrm{k}_{1} \mathrm{tb} \mathrm{\cos k} \mathrm{\theta}}{\mathrm{D}} \\
& \left.-\frac{H}{K} \frac{[f \sin k f+g \cos k \theta}{D}+\mathrm{j}\right] \\
& +H\left[\frac{m \sin k 0 \mathrm{tn} \cos \mathrm{k} 5}{\mathrm{D}}+\mathrm{p}\right]
\end{array}
$$

which can be converted to Eq. 12-4 by multiplying both sides by D .

Thus this expression, which appears to be complex matheniatically, was mechanized very simply. The T29E2 Computer design as a whole is an excellent example of design ingenuity applied to the probicm of performing a complex mathematical operation by means of a simple, portable computer.

## 12-3 LIGHTWEIGHT FIRE CONTROL EQUIPMENT FOR ROCKET LAUNCHERS'

The lightweight fire control equipment for rocket launchers described here was developed to provide a simplemeans of pointing rocket launchers to a desired azimuth and
elevation angle. The device is modified from a standard telescope and mount.

Rocket launchers are rotatable about an azimuth axis perpendicular to the base, and about an elevation axis perpendicular to the azimuth axis. Since the base may not be accurately leveled, the firing azimuth and elevation data, which are determined for a horizontal reference plane, must be corrected for mislevel, or cant, of the mount.

The computation is acconiplished by a telescope mounted on a mechanical gimbal system, with the gimbal angles measuring crosslcvel (cant), clevation, and azimuthreading from the launcher in toward the telescope. The cant-correction gimbal is equipped with a level bubble in the crosslevel vial (see Fig. 12-4).

The elevation gimbal is supplied with a similar level vial. Leveling of these two axes gives a level reference plane, from which the given elevation data can be measured by means of the elevation scale and micrometer (or vernier) (see Fig. 12-4). An azimuth base point is established by emplacing a pole of known azimuth hearing. The launcher azimuth is then measured by malting readings with the azimuth scale and micrometer at the pole and at the launcher boresight.

The system of axes of the launcher and of the fire control equipment is shown in Fig. 12-5. In addition to the elements already described, the telescope incorporates a reticle with vertical and horizontal cross-hairs, arid a reticle lighting device. The azimuth and elevation scales can be slipped for zerosetting. A scale) is also provided on the


Figure 12-4. Sight Unit M34A2: left rear view.


Figure 12-5. Launcher and sight axes systems.
crosslevel axis.
In operation, the launcher is first boresighted on a distant object. The telescope is then sighted on the same object, and the azimuth arid elevation scales are zeroed. The crosslevel axis is zeroed, arid the desired azimuth deflection from the base point is set in on the azimuth scale. The launcher is then rotated in azimuth to bring the base point in line with the telescope; the crosslevel should then be readjusted if necessary, and the launcher azimuth corrected. The desired elevation angle is then set in on the elevation scale, and the launchor is then elevated until the elevation level bubble is centered. Again, a crosslevel correction should be made, if necessary.

The rocket launcher fire control "quipment described hercin exemplifies the rugged, simple equipment which is of particular usefulness in forward-area combat. Thedesign of this equipment is particularly notable.
in that it makes great use of standard coinponents, thus simplifying supply and maintenance operations.

## 12-4 VIGILANTE COMPUTER GYROI PLATFORM SYSTEM

In any fire control system which is employed against moving targets, the tracker and the section of the computer which is concerned with tracking are required to define the vector velocity of the target in some conventent coordinate system. The informatiori a vailable is generally the azimuth aridelevation angles of a gimballed tracker, and the range' to the target. The computation is greatly simplified by a separation of the: velocity vector into two components: one which lies along the line of sight and is therefore the range rate, and one which is normal to the line of sight. The computation then divides into:
(1) A prediction of the time of flight, based on range and range-rate data and also on ballistic parameters.
(2) A prediction of future position, obtained by extrapolation from the present position by the velocity normal to the line of sight.
The velocity normal to the line of sight can be determined by the measurement of three angular velocities. Two of these are immediately available as the azimuth and elevation velocities of the tracking mount. The third angular velocity is the rotational velocity of the tracking mount about the line of sight. It can be measured directly by a gyroscope, or it can be obtainedindirectly by geometrical relationships from the azimuth and elevation velocities.

In the fire control system used withthe Vigilante Antiaircraft Weapon System,* tracking is accomplished optically, with a separate radar range measurement. The normal method of computation would be to measure the azimuth and elcvation angular velocities by means of tachometers on the tracking mount,** smooth this data, and perform the necessary vector resolutions by means of resolvers and instrument servos. The Vigilante system substitutes a gyroscopic tracking system, which in a single device provides for most of the complex vector resolutions, and gives a number of secondary bencrits as well.

Previous employment of gyroscopes in fire control systems has been principally in ship-, air- and tank-borne applications in which the gyros, in addition to tracking functions, provide a stable platform reference for the system. The mobility of the Vigilante weapon has required some sacrifice in stability of the mount, as compared with that of a fixed-emplacement gun. Referencing of the tracking lint. to a gyroscope greatly reduces the disturbances introduced by gunreaction forees. The primary advantage of the gyroscopic system is, however, the simplification of computation.

The Vigilante fire control system employs three gyros. One is avertical reference with a pendulous element. This gyroeliminates the need for accurate leveling of the mount, and is of no further concern to the present discussion. The second, ortracking, gyro is a two-axis free gyro, equipped with pickoffs and torquers on both axes, and is mounted on atwo-axisplatform. The platform servos reccive their error signals from the gyro pickoffs, and cause the platform to remain closely perpendicular to the gyro spin axis. The third gyro is a single-degree-offreedom rate gyro, and is mounted on the same platform, oriented so as to measure the angular rate of the platform normal vector. This measured angular rate of the platform normal vector can be transformed into the angular rate of the tracking-gyro spin axis by means of a coordinate transformation that makes use of the crror signalsfed to the platform servos. Since these error signals are small, the vector transformations can be approximated by simple. linear operations.

In Chapter 4, par. 4-6 of AMCP 706$327^{7}$, the tracking equations were derived in the orthogonal coordinate system $\overrightarrow{1 a}, \overrightarrow{2 a}, \vec{a}$, where $2 a$ is a unit vector- directed along the tracking line, i.t., the spin axis of the tracking gyro. If $D_{s}$ is the range to the tracking point, the velocity of this point is

$$
\begin{equation*}
\frac{d}{d t} \vec{U}_{s}-\frac{d}{d t}\left(L_{s} \overrightarrow{2 a}\right)-\dot{U}_{s} Z_{a}+L_{s} 2 a \tag{12-8}
\end{equation*}
$$

Eq. 12-8 is identical with Eq. 4-269 of Ref. 7. The scalar velocity $\dot{D}_{s}$ is the range rate along the tracking line $\overrightarrow{2 \mathrm{a}}$, while $\mathrm{D}_{\mathrm{s}} \dot{\overrightarrow{2} \mathrm{a}}$ is the vector velocity normal to 2a. From Eq. 4-271 of Ref. 7, this velocity is

$$
\begin{align*}
D_{s} 2 a= & \left(S_{1} E_{1 a}+D_{s} v_{1 a}\right) \overrightarrow{l a} \\
& +\left(S_{1} E_{3 a}+D_{s} v_{3 a}\right) \overrightarrow{3 c} \tag{12-9}
\end{align*}
$$

where, as defined in Ref. 7,
$S_{1}=$ a constant whose value is chosen so that the tracking system will have a

[^50]response time compatible with the requirements of a human operator and an optimum compromise between fast settling and noise attenuation
$E_{l_{a}}$ and $E_{3 a}=$ the tracking-errorcompononents along the 1 a and 33 axes, respectively

$v_{1 a}=V_{1 a} / D_{s}$ where $V_{1 a}$ and $V_{3 a}$ are the components of the smooth target velocity $\vec{V}_{s}$ along the $v_{3 a}=V_{3 a} / D_{s} \left\lvert\, \begin{aligned} & \text { target velocity } \overrightarrow{\mathrm{V}}_{s} \text { along the } \\ & \overrightarrow{\mathrm{Ja}} \text { and } \overrightarrow{3 \mathrm{a}} \text { axes, respectively }\end{aligned}\right.$

But, $\quad \overrightarrow{2 a}-{ }_{3}{ }_{3} \overrightarrow{1 a}-a_{1 a} \overrightarrow{3 a}$
(Eq. 4-275 of Ref. 7)
where $\omega_{1 \mathrm{a}}$ and $\omega_{3 \mathrm{a}}$ arc the $\overrightarrow{1} \mathrm{a}$ and $\overrightarrow{3 \mathrm{a}}$ components, respectively, of the angular velocity $\omega_{a}$ with which the gyro coordinate system rotates with respect to an inertial coordinate system. Division of Eq. 12-9 by $D_{s}$ and comparison with Fq. 12-10 shows that


In accordance with basic gyroscope principles (see Fig. 2-12 of Kef. 7 for example), a torque applied about an axis perpendicular to the spin axis induces a resultant angular velocity, or precession, about an axis that is mutually perpendicular to the torque and spin axes. The magnitude of tlic velocity is equal to H'T, where ' I ' is the applied torque and 11 is the spin momentum of the gyro.
$\Lambda$ s shown in Fig. 12-6, Fqs. 12-11 are solved by two position servos which are compliance-coupled to tlie gyre gimbals. The vortical servo exerts a torque on the Jateral gimbal; the vertical gimbal then precesses at a rate $\omega_{\text {la }}$ proportional to this torque. The lateral servo produces a similar rate at the
lateral gimbal.
As shown in Fig. 12-7, each precession servo is mounted on a gimballed platform and excrts a torque on the gyro gimbal through a rack, cam, force spring, and linkage. The angles between the gyro gimbals and the platform are measured by electrical pickoffs, one of which is shown in J'ig. 12-7. 'The pickoff outputs, designated 6 , and 6 , provide the error signals that drive the platform servos so as to follow the tracking line. Since the platform closely follows the gyro, the need for bails is eliminated, but the torque is applied to the gimbal about a platform axis rather than a gyro axis. The transformation relationships given by Lqs. 4-296 of Reff. 7 show that

$$
\begin{align*}
& T_{1 o}=T_{1 p}-T_{2 p} \delta_{t}  \tag{12-12}\\
& T_{2 a}=T_{1 p} \delta_{f}+T_{2 p}+T_{3 p} \ddot{\partial}_{e} \\
& T_{3 a}=-T_{2 p} \delta_{e}+T_{3 p}
\end{align*}
$$

whore the $\mathrm{T}^{\prime} \mathrm{s}$ are torques about axes designated by the subscripts.
There are no torques applied about the $\overrightarrow{2 p}$ axis; hence, $T_{1 a} \cong T_{1 p}$ and $T_{3 a} \cong T_{3 p}$. The torque error about the $\overrightarrow{2} \mathfrak{a}$ axis produces no precession effect.

The right-hand sides of Eqs. 12-11 may now be rewritten in platform coordinates, ylelding

$$
\begin{align*}
& u_{l_{a}}=-\frac{S_{1} E_{3 p}}{D_{s}}-v_{3 p}  \tag{12-13}\\
& a_{3 q}=\frac{S_{1} E_{l_{p}}}{D_{s}}+v_{1_{p}}
\end{align*}
$$

These quantities expressed in platform coordinates are the ones available in the computer.

A further complication in the platform azimuth servo is the provision of a means of introducing the lead angle. This is necessary because the platform is mounted in the turret, which provides the azimuth angle for the gun. Therefore, the platform azimuth servo must remove the turret motion as well as the gyro motion.

As mentioned previously, the angular rate $\omega_{2_{a}}$ about the tracking line must also be determined in order to complete the definition of the vector velocity of the tracking point.


Figure 12-6. Functional diagram of the tracking-gyro/platform system.


Figure 1\%-7. Schematic diagram of the tracking-gyro/platform system.

The angular velocity $\omega_{2 a}$ is measured approximately by a rate gyro mounted on the platform. The gyro reading must be corrected for several error terms, however.

A rate gyro is a single>-degree-of-freedom gyro in which the single gimbal is restrained by a spring force. A rate applied about an axis that is mutually perpendicular to the spin axis and the gimbal axis produces
a torque which is exerted against the spring restraint. A pickoff is employed to measure the displacement $\delta_{r}$ of the gimbal, which is in turn proportional to the applied rate, i.e.,

$$
\begin{equation*}
\delta_{r}=\frac{H}{k} \tag{12-14}
\end{equation*}
$$

where $H$ is the spin momentum, $k$ is the spring constant, and $\omega_{i}$ is the applied rate.

The rate gyro is mounted on the platform with its input axis perpendicular to the two platform gimbalaxes. Ref. 7, par. 4-6 derives the geometrical relationships that relate the rate $\omega_{p^{2 p}}$ about the platform normal axis to the rate about the tracking line, or gyro spin axis. For small platform servo errors, the expression is, from Eq. 4-311 of Ref. 7,

$$
\begin{aligned}
\omega_{2 a} \cong & \omega_{p 2 p}+\omega_{1 a} \delta_{1}+\omega_{3 a} \delta_{e} \\
\text { where } \quad \omega_{2 a} & =\text { the angular rate about the } \\
& \text { trackingline } \\
\omega_{p 2 p}= & \text { the angularrate about the plat- } \\
& \text { form normal axis } \\
\omega_{1 a}= & \text { the angular rate about the gyro } \\
& \text { elevation axis } \\
\omega_{3 a}= & \text { the angular rate about the gyro } \\
& \text { azimuth axis } \\
= & \text { the platform azimuth servo } \\
& \text { error } \\
= & \text { the platform elevation servo } \\
& \text { error }
\end{aligned}
$$

Eq. 12-15 can be transformed into variables which are avajlable in the computer by introducing Eq. 12-13 and neglecting products of error terms. This yields

$$
\begin{equation*}
u_{2 \mathrm{a}}=u_{\mathbf{p} 2 \mathrm{p}}-v_{3 \mathrm{p}} \delta_{1}+v_{1 p} \quad \varepsilon_{e} \tag{12-16}
\end{equation*}
$$

in which $\omega_{p 2 p}$ is measured by the rate gyro; $v_{1 p}$, and $v_{3 p}$ are available from the tracking computer; and 6, and 6, are provided by the platform servo error signals.

A further correction is required for the rate gyro. An input rate causes the gyro to precess against the restraint through the angle $\delta_{r}$. The input axis is now displaced from the $\overrightarrow{2 p}$ axis, and measures a component of $\omega_{\text {plp }}$ as well. For a small displacement, the input rate is $\omega_{p 2 p}-\omega_{p L_{p}} \delta_{r}$.

The restraining torque on the gyro gimbal is provided by a torque motor. The torque-motor excitation is provided through an amplifier from the gyro signal $\delta_{r}$, thus generating the equivalent of a spring restraint. The loop is stabilized by an additional feedback of the integral of $\delta_{r}$. The torque equation on the rate-gyro gimbal is then

$$
\begin{equation*}
a_{2 p 2}-u_{p 1 p} \delta_{r}=k_{1} \delta_{r}+k_{2} \int \delta_{r} d t \tag{12-17}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ arcconstants that include the: gyro spin momentum.

Transformation of the first of Lis. 12-11 into platform coordinates yields

$$
\begin{equation*}
\omega_{p I P}-\frac{S_{1} E_{3 p}}{D_{s}}-v_{3 p} \tag{12-18}
\end{equation*}
$$

Multiplication by $\delta_{r}$ then yields, when the error products are dropped,

$$
\begin{equation*}
\cos _{p i_{p}} \delta_{r}=-v_{3 p} \varepsilon_{r} \tag{12-19}
\end{equation*}
$$

Thus, the gyrotorque equation can be corrected by the addition of a term $v_{3 p} \delta_{r}$ to the right-hand side, yielding

$$
s_{p 2 p}-\omega_{p t_{p}} S_{r}=k_{1} \delta_{r}+k_{2} \int \dot{o}_{r} d t \mid v_{3 p} S_{r}(12-20)
$$

Sincc the first two terms of the right-hand side of Eq. 12-20 appear as outputs in the rate-gyro loop, a mechanization of $\omega_{p 2 p}$ has been obtained. Then Eq. 12-16 can be employed to compute $\omega_{2 a}$, the angular velocity of the tracking line.

All variables of Eqs. 12-20 and 12-16 are available either from the gyroor from the tracking computer. The mechanization is shown in Fig. 12-8.

Thus, the gyro/platform assembly inthe Vigilante fire control system provides (a) an integrator for the generation of tracking rates, (b) a complex coordinate transformation, and (c) a stabilizing element. This is an excellent examplo of the need for ingenuity in combining many functions into one element.

## 12-5 MARK 20 GYRO COMPUTING SIGHT'

Gun Sights Mk 20 Mods 6 and 7 are gyroscope lead-computing sights using a single electrically driven gyroscope as the principal element. The Mod 6 is used with 20 mm antiaircraft machine guns, the Mod 7 with 40 mm guns (see Figs. 12-9 and 12-10). These sights can, however, be used with other ballistics when appropriatcly modified and suitably mounted. The principal function of the gun sight is to compute lead angle and superelevation, and to offset the line of sight from the


Figure 12-8. Computation of rate about the tracking line.
axis of the gun bore, accordingly. Then, with the line of sight following a moving target, the guri leads the target and is elevated the proper amount to secure hits. The operation of the sight thus relieves the gunner of the duty of estimating lead and superelevation, and eliminates many of the approximations associated with a fixed line of sight. The sights are adapted primarily for use against aircraft, motor torpedo boats, and other high-speed targets, but can be used as well against slowmoving or fixed targets.

Jig. 12-11 shows the elements of the problem solved by the Mk 20 sight. The function of the gun sight is to offset the linc of sight from the axis of the gun bore in such a manner that tlic gun is constantly aimed to hit the target when the line of sight is kept on the target. The: advance position is offset from the present position by the lead angle. This angle lies on the tilted gun-target plane which contains the present target position and the
advance position. The gun bore must be pointed above the advance position to allow for the curved path of the projectile due to gravity. The additional elevation necessary for this purpose is the superefevation. Thus, the offset of the line of sight must include two elements: lrad and superelevation. The size and direction of the lead and the size of the superelevation angle: are computed by means of a gyroscopes, the operation of which is described in the paragraphs which follow.

The gyroscope used in the gun sight employs a smallelectric motor, the movingparts of which are relatively heavy and cori espond to the flywheel of the gyroscope top. The gyro is mounted on pivots in a gimbal, as shown in Fig. 12-12, and the gimbal is pivoted in the sight case. Thus, the spin axis of the gy ro can be tilted up or down about the gyropivots and can be moved to the right or left about the gimbal pivots. With the motor running, the direction of the spin axis tends to remain


Figure 12-9. Gun Sight Mk 20 Mod 6 mounted on a twin 20 mm gun.
fixed in space, no matter how the sight case is moved. However, the spin axis can be moved in any direction if a properly directed precessing force is applied to the gyro or gimbal.

The principal precossing force is excreded by the range' magnet which is mounted on the sight case directly in front of the gyro. A sectional view of the range magnet is shown in Fig. 12-13. Its pole preces are located close to the surface of a copper-covered eddycurrent disk which is rigidly mounted on the forward end of the gyro shaft. The disk thus rotates in a magnetic lield set up by electric current in the winding of the range' magnet. When an electric conductor is moved in the field of a magnet, electric currents are induced in the conductor and these curronts
react with the field to produce a magnetic force tending to stop the movement. Thus, the ran'ge magnet exerts a force on the eddycurrent disk, tending to stop rotation of the gyro.

Suppose now that the sight case is moved to swing the magnet to the left, as seen from the front in Fig. 12-14. Since the part of the disk opposite the magnet pole is moving up, the retarding force. exerted by the magnet is directed down. But a downwardly directed force moves the gy ro spin axis to the left, in accordaince with gyroscopicprinciples. Thus, the gyro axis follows the magnet. The same result is obtained when the sightcase is moved in any direction; the gy ro axis always follows the magnet axis.


Figure 12-10. Gun Sight Mk 20 Mod 7, with adapter equipment, mounted on Gun Director Mk 51 Mod 11 , for use with 40 mm guns.

The speed at which the gyro moves while following the magnet is called the precession rate, and depends on the strength of the precessing force exerted by the magnet. If the precessing force increase ${ }^{5}$, the precession rate increases; ifit decreases, theprecession rate decreases. If the precessing force is uniform, the gyroaxis follows the magnet axis at a uniform rate.

The precessing force increases as the strength of the magnet current.increases, and also depends on the distance the magnet has moved from the center of the eddy-current disk. With the magnet centered on the disk, the force is zero; but as it moves away from the center, the force steadily increases. If the magnet is carrying a uniform current and traveling at a uniform speed, it must move


Figure 12-11. The fire control problem solved by Gun Sight Mk 20.



Figure 12-14. Themannerinwhich the gyro follows the magnet.
through a certain definite angle from the center of the disk before the precessing forceis strong enough to move the gyro at the same speed, The gyro then follows the magnet with a definite angle of lag which does not change unless the magnet current or magnet speed is altered.

The angle of lag of the gyro can be increased by increasing the speed of movement of the magnet and can be reduced by moving the magnet at a slower speed. Since the magnet is mounted on the sight case which is mounted on the gun, the speed of movement of the gun controls the size of the gyrolag if there is no change in the magnet current. The direction of the gyro lag indicates the direction of movement of the gun.

The gyrolag can be controlled by changing the magnet current. An increase in current increases the precessing force and speeds up the movement of the gyro. It thus reduces the gyro lag necessary to move the gyro at the same speed as the gun.

In summary, as the gun is trained and elevated, the gyro axis follows the magnet axis but lags behind it. The angle of lag is controlled by the speed of gun movement and the strength of the magnet current. The direction of lag indicates the direction of gun movement.

## 12-5.1 COMPUTATION OF LEAD

The required lead angle can be computed approximately by multiplying the time of flight of the projectile to the advance position by the rate of angular speed of the target about the gun position. Thus, if time of flight is two seconds and the rate is 50 mils per second, the lead is close to 100 mils . However, this simple relation is a very rough approximation. In these gun sights, a rnore accurate computation is used, but it depends on the same two factors: the angular speed of travel of the gun and the time of flight.*

The preceding discussion has shown that the gyro lag depends on the movement of the gun and on the magnet current. If, then, the magnet current is made to depend on the time of flight, the gyro lag is controlled by the same two factors which deterrnine lead. By properly shaping the eddy-current disk and the parts of the magnetic structure, and by controlling the magnet current in relation to time of flight, the gyro lag is made directly proportional to lead.

Referring again to Fig. 12-11, the target is shown traveling at a substantially constant altitude but its distance from the gun is decreasing. Therefore, the line of fire istilted up at a steeper angle than the line of site, and the' lead must include an elevation component as well as a traverse component. This relation is shown in Fig. 12-15, in which the line of site, the line of fire, and the axis of the gun are projected on a plane at right angles to the line of site, The example is a typical case since lead is usually a combination of elevation and traverse components.

In following the target, the line of site moves from the present position toward the advance position as shown in Fig. 12-15, and its movement therefore has the same elevation and traverse components as the lead. The gun follows a different path since its bore is displaced from the line of site by the lead and superelevation. However, lead and superelevation change very slowly during a firingrun,
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Figure 12-15. Geometrical relationships between lead and superelevation.
and the path of the gun is practicallyparallel to the path of the line of site. Therefore, the gun movement has the same elevation and traverse components as the line-of-site movement and the lead. As already noted, the direction of gyro lagindicates the direction of movement of the gun. Gyro lag thus has the same elevation and traverse components as the gun movement and the lead, and aIso indicates the direction of the lead.

## 12-5.2 TIME OF FLIGHT AND MAGNET CURRENT

It is shown in par. 12-5.1 that, in order to compute the lead angle, time offlightmust be known and the range-magnet current must be controlled accordingly. Time of flight to the advance position can be determined from the firing tables of 20 mm and 40 mm guns if the range to the advance position is known. The advance position can be located if present slant range and the course and speed of the target are known.

Gun Sights Mk 20 Mods 6 and 7 are calibrated to give best accuracy on incomingtargets having a passing range of 500 y ards and a speed corresponding to that set on the targetspeed knob of the sight. For Gun Sight Mk 20 Mod 6 an additional calibration is provided (without superelevation change) for outgoing targets of low speed at short and medium ranges. Gun Sight Mk 20 Mod 7 with 40 mm ballistics does not require a different cali-
bration for outgoing targets of low speed at short and medium ranges.

Time of flight to the advance position does not fit into any reasonable mathematical expression which can be used in the gun sights. Instead, a figure known as nominal time of flight (symbol $T_{n}$ ) must be used. Nominal time of flight depends on actual time of flight, present slant range, advance slant range, target speed, and other factors. The nominal time of flight for 20 mm guns with Gun Sight Mk 20 Mod 6 and for 40 mm guns with Gun Sight Mk20 Mod 7 are given in Table 12-1, as functions of the present slant range $R$ and the target velocity.

In the Mod 6 tabulation, $T$, is given for maximum and minimum target speeds on incoming targets and for minimum target speed only on outgoing targets. The Mod 7 tabulation is for both incoming and outgoing targets.

Magnet current is supplied by the range circuit which includes the range rheostat. The rheostat dials are marked with the values of present slant range given in Table 12-1. For each range and target speed setting, the rheostat introduces the proper resistance to make the precessing force for any given gyro displacement proportional to the corresponding value of $1 / T_{n}$. By this means, when present slant range and target speed have been estimated and the range rheostat has been set accordingly, the time-of-flight factor is entered in the computation.

It should be noted that the assumed target course and speed are used only to compute nominal time of flight, and thus they affect the size but not the direction of the lead. The direction of the lead is determined by the ${ }^{2}$ direction of movement of the gun. The gun's movement is determined by the actual course of the target.

## 12-5.3 COMPUTATION OF SUIPRELEVATION

Superelevation (see Fig. 12-11)depends on two elements: the gun elevation angle and nominal time of flight. For agiven gun elevation, superelevation is approximately proportional to nominal time of flight. For a given time of flight, it is greatest when gun elevation

TABLE 12-1. NOMINAL TIME OF FLIGHT VS RANGE DATA.
(a) 20 mm Guns and Gun Sight Mk 20 Mod 6

INCOMING
TARGET
Target Speed

600 Knots
$\underline{T}$
0.23
0.51
0.53
$1.19 \quad 1.38$
$2.04 \quad 2.60$
$3.06 \quad 4.10$
4.20

200 Knots
$\underline{T}$
0.23
$\mathrm{T}_{\mathrm{n}}$
0.23
0.53
1.38
2.60
4.10

OUT GOING
TARGET

1600 2000
3.24
4.56
0.51
1.21

(b) 40 mm Guns and Gun Sight Mk 20 Mod 7
(For an incoming or outgoing speed of 200 knots)

| $\underline{R}$ | $\underline{T_{n}}$ |
| :--- | :--- |
| 200 | 0.24 |
| 400 | 0.475 |
| 800 | 0.99 |
| 1200 | 1.55 |
| 1600 | 2.18 |
| 2000 | 2.85 |
| 2400 | 3.57 |
| 2800 | 4.38 |
| 3200 | 5.75 |
| 3600 | 6.10 |

## NOTES:

1. The present slant range $R$ is given in yards
2. The nominal time of flight $T_{n}$ is given in seconds.
is zero and grows smaller as the gun is elevated.*

In Gun Sights Mk 20 Mods 6 and 7, superelevation is computed by the face gear sector, L-shaped support, and counterweight, as shown in Fig. 12-16. Gear teoth on the face gear sector mesh with a pinion mounted on the gimbal. Thus the counterweight which is carried on the L-shaptd support exerts a force tending to rotate the gimbal and gyro about the gimbal pivots. The turning force can be increased by moving the weight farther out
on the L-shaped support and can be decreased by moving the weight toward the pivot.

Target speed has an appreciable effect on the superelevation correction. In view of this fact, the superelevation computer is so constructed that the counterweight can be positioned on the L-shaped support by turning the target sperd knob.

The tilt of the sight case as the gun is elevated has the same' effect as moving the weight toward the pivot. It reduces the effective lever arm and so reduces the turning
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L= Effective lever arm of the superelevation computer
$L W=$ Torque acting in oyro assembly due to force of gravity G
W.G (cos. of tilt angle)

Figure 12-16. Operation of the superelevation computer.
force. This reduction in turning force is in direct proportion to the reduction in superelevation required by the increased elevation of the gun. Thus, the tilt of the sight case automatically proportions the turning force of one of the elements which determine superelevation.

The second factor, nominal time of flight, is introduced by the range magnet. The turning force exerted by the superelevation weight is directed to the gimbal and gyroby means of gears as already noted and as seen from the front in Fig. 12-17. It therefore precesses the gyro downward until the range magnet exerts an equal force in the oppositedirection. With the two forces balanced, the gyro comes to rest with a definite displacement from the magnet axis which depends on the turning force and on the magnet current. Since magnet current represents nominal time of flight, it supplies the time of flight factor necessary for the computation. The relation between magnet current and time of flight is such that the resulting displacement is directly proportional to superelevation.

Small errors in the computed superelevation are introduced by the displacement of the gimbal to the right or left in the computa-


Figure 12-17. Effect of the superelevation computer on the position of the gyro spin axis.
tion of lead. This displacement raises or lowers the superelevation weight above or below the nominal horizontal. The tilt of the sight case due to cross-level roll or pitch of the base on which the sight is mountedalso has a slight effect on the size and direction of the computed superelevation. However, these errors are usually very small.

In summary, the displacement of the magnet axis from the gyroaxisis the result of two displacements. The lead displacementis proportional to the lead angle and is caused by the movement of the gun in following the target. Its direction is determined by the direction in which the gun is moving. The superelevation displacement is all in elevation and is proportional to the superelevation angle. It is caused by the precessing force exerted by the superelevation computer. The total displacement is proportional to the desired displacement between the gun bore and the line of site, and its direction is the same as that of the desired displacement.

## 12-5.4 DISPLACEMENT OF THE LINE OF SIGHT

The displacement of the line of sight with respect to the axis of the gun boreis accomplished by the movement of the reflector glass shown mounted on the gyro gimbal in Fig. 1218. The reflector glass rotates in the same direction that the gimbal turns onits pivots in the sight case. In addition, the reflector glass is connected to the gyro by a link which tilts it


Figure 12-18. The linkage between the reflector glass and the gyro in traverse and elevation.
up or down as the gyro tilts in the gimbal.
The relation of the reflector glass tothe rest of the optical system is shown in Fig. 12-19. The beam of light from the lamp is reflected by the first surface mirror and passes through the cylinder lens and reflector glass to the Mangin mirror which reflects and collimates the light rays, causing the reticle image to appear on the reflector glass.

Because of the collimating action of the Mangin mirror there is no dispersion of the reflected beam; it is made up of parallel rays all of which are reflected at the same angle. If the gunner holds his eyes at the center of the beam, he will see the reticle image at the center of the glass. If he moveshis head toward the edge of the beam, theimagewill appear to move toward the edge of the glass; but, since the direction of all parts of the beam is the same, the direction of the line of sight does not change. Thus, considerable movement of the gunner's head is possible without his losing sight of the image or changing the direction of the line of sight.


Figure 12-19. The line of sight with zero gyro-axis displacement.

The direction in which the beam of light is reflected depends on the angle) at which the reflector glass is tilted. For zero gyro-axis displacement, as shown in Fig. 12-19, the angle is such that the bcam is reflected along a line parallel to the axis of the range magnet. Therefore, the line of sight is parallel to the magnet axis. If the reflector glass is tilted 50 mils from this position in the direction shown in Fig. 12-20, the reflected beam tilts up 100 mils from its former position. As a result, the line of sight is depressed 100 mils below the direction of the magnet axis. The angle of depression or elevation of the line of sight is always twice the angle through which the reflector glass is moved fromits zero position.

As noted inpar. 12-5.3, the gyro-axis displacement is proportional to the desired displacement of the line of sight... It is not made equal to the line-of-sight displacement but is always greater by an arbitrarily added percentage $>$ which is determined by the design of the magnet and eddy-current disk and by calibration of the range-magnet current. The added percentage is the sigma factor, the purpose of which is described in par. 12-5.5. In elevation, the sigma factor is 20 percent; in traverse, it is approximately 29 percent. Because of the inherent characteristics of the gyro gimbal system, it is not possible to make the sigma factor the same in bothdirections, but this does not affect the accuracy of the lead computation.

In elevation, the sigma factor is taken care of by the design of the linkage which

note:
for illustrative purposes,the angles Shown here have been exaggerated.

Figure 12-20. The line of sight with 120 mils gyro-axis displacement.
connects the reflector glass to the gyro in such a manner that it tilts the glass one mil for each 2.4 mils of gyro displacement. Thus, in the example shown in Fig. 12-20, a gyro displacement of 120 mils tilts the glass 50 mils and depresses the line of sight 100 mils .

In traverse, there is no linkage which can be proportioned totake care of the sigmafactor. Intraverse, the sigmafactor is introduced by the choice of proper constants in the optical system. Sigma is the ratio of the distance from the reticle to the first surface mirror over the distance from the first surface mirror to the Mangin mirror.

Since the sigma factor is introduced by the magnet system and is then taken out by the elevation linkage and the collimating system, and since the displacement of the line of sight from the axis is the same in size and direction as the desired displacement of the line of sight from the gun bore, it only remains to mount the sight on the gun in such a position that the magnet axis is parallel to the gun bore. Then, with the line of sight following the present position of the target, the gun is constantly aimed at the proper point in space.

At large elevation lead angles, an elevation precession spring applies a centering torque about the elevation axis. This action results in a substantial reduction in quadrature error without adversely affecting the other performance characteristics. The elevation precession spring is shown in Fig.

12-18. It is secured to the right side of the gyro gimbal support bracket by the locknut which supports the right side of the reflector frame. The other end of the spring passes through a small hole in aclip on the end of the reflector frame arm.

A traverse precession springoperates in a similar manner for large traverse lead angles.

## 12-5.5 FUNCTIONS OF THE SIGMA FACTOR

The sigma factor is arbitrarily introduced in the design of the gun sight to improve its tracking characteristics. The gyro lag depends on the speed of movement of the gun as explained earlier. If the gun is moved smoothly, as it should be moved intracking a target, the gyro lag changes gradually and smoothly. But if the gun is moved in a jerky or erratic manner, the gyro lag increases with every forward jerk and decreases with every decrease in gun speed. A sudden change ingyro lag changes the precession rate of the gyro, but it produces no sudden change inthe position of the gyro axis. The effectis much the same as if the gyrowere pulled along by a very flexible rubber band connected to the gun barrel. The gyro follows the jerky gun movement smoothly at a speed corresponding roughly to the average speed of the gun.

If the lag of the line of sight were made exactly equal to the gyro lag, the line of sight would be parallel to the gyro axis andit, too, would move smoothly even though the gun movement were erratic. There would be no indication to warn the gunner that he was not tracking properly. He would continuehiserratic operation and the direction of his fire would be equally erratic.

With a sigma factor of 20 percent, the gyro lag is 1.20 times the lag of the line of sight or, stated, the lag of the lineof sight is five-sixths of the gyro lag. Thus, the angle between the line of sight and the gyro axis is equal to one-sixth of the gyro lag. Now, suppose the gun is given a sudden jerk that increases the gyrolag by 24 mils . The line of sight responds instantly by moving 4 mils farther away fromthe gyroaxis. The reticle image moves 4 mils off the target and the gunner
knows immediately that he is not tracking properly. Thus, the introduction of the sigma factor enables the gunner to recognize poor tracking and to correct it promptly.

## 12-6 CANT-CORRECTION SYSTEM OF BALLISTIC COMPUTER XMI7 ${ }^{6}$

The design of a fire control computerregardless of whether the computer is destined for field artillery, antiaircraft, tank, or air-to-ground (e.g., helicopter) applica-tions- requires an analysis of the various functional aspects of the application concerned. E'or the categories noted, these functional aspects would include the following:

## For Field Artillery and AA Applications

Towed vs. self-propelled weapon
Type of weapon
Type of target(s)
Range(s)
Interfaces
For Tank Applications
Model of tank
Type of weapon
Type of target(s)
Range(s)
Interfaces
For Air-to-ground Applications
Type of aircraft
Aircraft speed and altitude
Type of weapon(s)
Type of target(s)
Target speeds

After this analysis of functional aspects has been completed, the development of the computer mathematical model can proceed. This model should, of course, provide for (a) such fire control corrections as kinematic lead (if moving targets are involved) and superelevation, and (b) modifications in the fire control solution for deviations from standard conditions of air density, air temperature, wind, etc. For field artillery, antiaircraft, and tank applications, the effect of
cant is an additional factor that should betaken into consideration in the fire control solution, for cant is a subtle condition that does introduce target-miss components. In the process of designing and fabricating a computer to correct for cant, it will therefore be necessary and desirable to modify and approximate the mathematical mode in such a way that the computer will remain as simple as practicable while providing the required accuracy.

As an illustrative example of the results of such a process, the paragraphs which follow summarize the background of Ballistic Computer XM17 and describe the methodemployed in its design to correct for the cant of a tank. In addition, the accuracy of the cantcorrection system is analyzed. Finally, the factors that should be considered before undertaking an improved design are discussed.

## 12-6.1 BACKGROUND OF BALLISTIC COME‘UTER XM17

Because of gravity, hitting a target with a projectile requires that the gun from which a projectile is to be fired be elevatedabove the line of sight (see Fig. 12-21). The fire control system now standard for the M60 series tanks includes a ballistic computer (the M13A11) which accepts range from the range finder and computes the superelevation $\Phi_{s}$ required for hitting the target. Superelevation is then introduced into the weapon by virtue of the fact that the computer output depressesa laying cross in the gunner':; sight line with respect to the axis of tube. When the gunner restores the cross to the target, the weapon is then at the proper elevation (see Fig. 12-22).

Ballistic Computer M13A1D generates superelevation as a function of range only. As a result, errors occur because effects other than range--such as gun jump, muzzle-velocity variations, parallax due to offset of the sighting device from the gun, tube bend, etc.-have been ignored. In addition, lateral effects such as drift, lateral parallax, etc., are not included. The major shortcoming of the M1 3A1 D Computer is, however, that effects on the firing data of the out-of-levelcondition of the weapon (cant) are not corrected.


Figure 12-21. The geometryassociated with the superelevation correction.

Because of the shortcomings of the Ballistic Computer M13A1D, Frankford Arsenal, under the sponsorship of Army Tank-Automotive Center (ATAC), directed the development of the improved Ballistic Computers XM16 and XM17. These devices, which account for all the effects discussed above, are identical except that the XM16 is designed for use with a periscope while the XM17 provides corrections to Direct Fire Telescope XM108. The ensuing discussion pertains solely to the XM17 Computer.

## 12-6.2 THE DESIGN USED FOR THE CANTCORRECTION SYSTEM

The purpose of the Ballistic Computer XM17 is to determine the angles in both azimuth and elevation that are necessary for properly offsetting the gun tube from the line of sight to the target. Corrections that require the gun to be displaced in elevation from the line of site include superelevation, tube bend, vertical jump, and vertical parallax. Corrections requiring azimuth shifts between the gun and the line of site include lateral jump, lateral parallax, and drift.

It should be noted that these corrections fall into two categories: those that always occur in the same direction with respect to the deck of the tank, and those that always occur in the same direction with respect to level. Jump is an example of an effect that is tank oriented. No matter whether the tank is positioned on a hill or on level ground, it is assumed that the gun tube will always jump by the same magnitude and in the same direction with respect to the deck of the tank. As a result, corrections which are made in gun elevation and azimuth to compensate for the effect do not depend on cant.

On the other hand, as contrasted with the tank-oriented corrections, superelevation, compensation for tube bend and compensation for drift are all gravity-oriented and must, therefore, be applied to the weapon in alevel coordinate system. This point is illustrated by the discussion which follows and by Fig. 12-23.

Assume that the target lies at the position $E_{o_{1}}$ and $A_{\gamma_{1}}$ with respect to the tank. ( E , is measured in a vertical plane with respect to level, while $A$, is measured in a horizontal plane with respect to an arbitrary azimuth reference.) Geometric conditions (range and height of target) and environmental effects (meteorological conditions, muzzle velocity, etc.) necessitate that if a hit is to be obtained on the target, the axis of the weapon must be displaced from the line of site by the angles $A E$, and $\Delta A_{0}$. Omitting from consideration the tank-oriented corrections, these angles are determined entirely by ballistic data as found in the firingtable (superelevation and drift) and the effect of gravity on the gun tube. The angles are completely independent of the manner in which the gun trunnions may happen to be canted. Asa result, the elevation displacement AE, mustalways be made in a vertical plane and the azimuth displacement $\Delta A_{o}$ must always be made in a horizontal plane.

If the tank were always level, theproper introduction of $A E$, and $\Delta A_{o}$ into the sighting system would present no problems. A level tank is, however, ararecaseanditis for this reason cant correction is required if optimum accuracy is to be obtained. The results of not correcting the gravity-oriented effects for cant can be seen from the discussion which follows.

Assume that $\Delta E_{o}$ has been computed on the basis of range and tube bend. This value AE, is applied directly to a weapon whose elevation axis (trunnion) is level. As shown on Fig. 12-24(A), this results in the weapon being elevated vertically so that its muzzle travels from $P_{1}$ to $P_{2}$. Now, assume that the weapon is placed on a slope, as shown on Fig. 12-25, so that the gun trunnion is no longer level. A computer such as the M13A1D which does not correct for cant will generate a

(B) TELESCOPE DEPRESSED BY COMPUTER OUTPUT.CROSS IN TELESCOPE NO LONGER LAYED ON TARGET

(C) GUN ELEVATED UNTIL TELESCOPE CROSS IS LAYEO ON TARGET

Figure 12-22. The mechanics of introducing the superelevation correction.


Figure 12-23. The geometry associated with the azimuth and elevation corrections.
value $A E$, without regard to whether or not the trunnion is level. As can beseen on Fig. 12$24(\mathrm{~B})$, elevating the muzzle of the gun from $\mathrm{P}_{1}$ to $P_{2}$ under this condition results inawrong elevation and a large azimuth error as well. Conversely, an azimuth correction if not properly cant-compensated will result in an elevation error. The paragraphs which follow discuss the principle of operation of the cantcorrection system.

Figure 12-25 depicts a tank gun positioned on a hill of slope $\alpha$. Initially, it is assumed that the output of the computeriszero and, hence, the reticle cross of the XM108 Telescope is at its boresight position. The gunner has traversed and elevated the weapon until the telescope cross lies on the target and, as a result, the gun is pointed directly at the target. The computer is energized and generates on the basis of its input (range, tube bend, etc.) values of $\Delta \mathrm{E}_{\mathrm{o}}^{\prime}$ and $\Delta A_{o}$ which, as previously noted, (see Fig. 12-23)aretherequired offset of the gun axis from the lint. of site as measured in a level coordinate system. This requires that the muzzle of the gun be moved from point $P_{1}$ to $P_{3}$ (see Fig. 12-26). As the tank is constructed so that the gun can only elevato perpendicular to the deck, it is impossible to elevate the weapon vertically
through AE, to point $P_{2}$ and thentraversehorizontally through AA, to $P_{3}$. Rather, it is required that first the weapon be traversedina plane parallel to the deck of the tank to $P_{9}{ }^{\prime}$ and then elevated perpendicular to the deck to point $P_{3}$. Briefly, it can be seen from Fig. 12-26 that while it is determined that the weapon is to be elevated $\Delta E_{o}$ and traversed $\Delta \Lambda_{0}$, the output of the computer must be in terms of angles measured in planes that are parallel and perpendicular to the deck of the tank, i.e., the output must be cant corrected. These angles are, as shown on Fig. 12-26, AE, and AA,. In the discussion that follows, the subscript o; i.e., E,, A, etc., will denote angles measured in planes perpendicular and parallel to the level, while the subscript $g$; i.e., $A A, A_{g}$, etc., will denote angles measured in planes that are perpendicular and parallel to the deck of the tank.

The XM17 Computer first computes the required vertical and lateral deflections in level coordinates $\left(\Delta E_{0}\right.$ and $\left.A A,\right)$ and then transforms these corrections into gun coordinates through the utilization of the following relationships:

$$
\begin{equation*}
\Delta A_{c}-\Lambda A_{o}+\Delta E_{0} \sin C \tag{12-21}
\end{equation*}
$$


(A) APPLYING THE ELEVATION CORRECTION TOA LEVEL GUN

(B) APPLYING THE ELEVATION CORRECTION TO A NONLEVEL GUN

Figure 12-24. The application of the elevation correction.
$\Delta E_{c}-\Lambda E_{0} \cos C-\Delta A_{0} \sin C \quad(12-22) \quad$ which it may be defined and measured (see Fig. 12-27). While the usual definition of cant is the inclination of the trunnion with respect to level as measured in a vertical plane, it is not uncommon to define cant as the angle between the trunnion and level in aplane that is perpendicular tothe deck of the vehicle. Thus, it is important to know precisely how cant is measured prior to using Eqs. 12-21 and 12-22.


Figure 12-25. The weapon positioned on a slope.


Figure 12-26. Movements of a weapon positioned on a slope.

In the XM17 Computer System, the value to be utilized in Eqs. 12-21 and 12-22 is determined by a pendulum unit which is mounted to the roof of the tank and, as shown on Fig. 12-28, rotates about an axis which is perpendicular to the trunnion and parallel to the turret deck. As a result, cant as used in the approximate equation is not measured in a vertical plane.

Fig. 12-29 shows a schematic arrangement of the Direct Fire Telescope XM108.

This instrument is an articulated telescope which has a stationary eyepiece and an objective end that elevates with and always remain: parallel with the axis of the gun. The objective end includes a mechanismthat contains: reticle mounted on slides so that the reticle may be moved laterally and vertically. Thi reticle is laid on the target by the gunner When the telescope is boresighted, the gun. ner's line of sight through the cross i parallel to the bore of the gun. $A \Delta E_{c}$ signa


Figure 12-27. Two methods of defining cant.


Figure 12-28. Mounting of a cant-measuring unit.
emanating from the computer drives the cross in the vertical direction, while a AA, signal drives it laterally. It is important to note that at all times these movements take place in a plane that is perpendicular to the axis of the gun.

## 12-6.3 ACCURACY ANALYSIS OF THE C $\Lambda N T$-CORHECTION SYSTEM

The analysis of the theoretical accuracy of the cant- correction capability of the XM17 Computer starts with the assumption that the following initial conditions exist:

1. The tank is positioned on a hill with a slope.
2. Initially the computer output is zero so that the reticle is boresighted with the gun.
3. The gunner lays the aiming cross in the telescope reticle and, hence, directly points the gun at a target that is at an angle $\mathrm{E}_{\mathrm{ol}}$ above the horizontal as measured in a vertical plane.
4. The target's azimuth with respect to the X - X axis (see Fig. 12-25) as measured in a horizontal plane is $\mathrm{A}_{\mathrm{O}_{1}}$.

The geometric conditions, described above, are shown in Fig. 12-30(A), A project-


Figure 12-29. Relation of the gun and the direct-fire telescope.
ed view of the solid diagram shownin Fig. 1230(A) is given in Fig. 12~30(B). The first step of the computation is to convert the coordinates of the gun tube as measured in the level plane $\left(A_{\mathrm{o}_{1}}\right.$ and $\mathrm{E}_{\mathrm{ol}_{1}}$ ) to its coordinates as measured in the plant. of the tank deck ( $\mathrm{A}_{\mathrm{g}_{1}}$ and $E$, ). This transformation is made by utilization of the following equations:

$$
\begin{align*}
& \sin E_{g}-\cos \alpha \sin E_{0}-\cos E_{0} \sin A_{0} \sin \alpha  \tag{12-23}\\
& \tan A_{g}=\cos \alpha \tan A_{0}+\tan E_{0} \sec A_{0} \sin \alpha \tag{12-24}
\end{align*}
$$

Next, the rotation of the pendulum about its axis, as shown in Fig. 12-31, and hence the value of $C$ utilized bythe computer can be computed by the equation

$$
\begin{equation*}
\tan C=\tan a \cos A, \tag{12-25}
\end{equation*}
$$

As previouslydescribed (seeFig. 12-23), the proper laying of the gun in order to obtain a hit on the targetrequires that the axis of the tube be displaced from the line of site by the angles AA, and $\Delta E_{0}$.

In actual practice, values of $\Delta A_{o}$ and $\Delta E_{o}$ are, as previously explained, determined by the computer on the basis of range tube bend. The AA, and AE, values are converted into $\Delta A_{C_{1}}$ and $\Delta E_{C_{1}}$ by means of Eqs. 12-21 and 12-22. Signals thus derived by the computer are then used to drive the telescope reticle, as shown in Fig. 12-29. The paragraphs which follow describe an analysis of the accuracy achieved by this mechanization.

As previously explained and as shown in Fig. 12-32, the reticle and its drives are always positioned in a plane thatis perpendicular to the axis of the gun tube. The $\Delta \mathrm{E}_{\mathrm{c}}$ signals emanating from the computer will, therefore, drive the reticle cross from point $l_{1}$ to $\mathrm{I}_{2}$ while the AA, signal will then drive it to $\mathrm{P}_{3}$ 。

Following this movement, the gunner will traverse and elevate the gun until his line of sight through the cross again lays on the target. When these movements have been completed, the line of sight through the cross has returned to the position $A_{g_{1}}, E_{,}$, but the gun is now at a new position $A_{2}, E_{g_{2}}$. The

(A) GEOMETRY OF A WEAPON ON A SLOPE AND AWEAPON AT ORIGINAL POSITION

(B) PROJECTION ON A SPHERE CENTERED AT POINT A

Figure 12-30. The geometry associated with cant correction.
mathematical relationship between $A A_{c_{1}}$, $\mathrm{E}_{\mathrm{g} 1}, \mathrm{~F}_{\mathrm{g}_{2}}$, and $\Delta \mathrm{E}_{\mathrm{c}_{1}}$ is expressed by the equation

$$
\begin{equation*}
\tan E_{g_{1}}-\tan \left(E_{9_{2}}-\Delta E_{c_{1}}\right) \cos \Delta A_{c} \tag{12-26}
\end{equation*}
$$

Inasmuch as AA, is invariably small, this equation reduces to

$$
\begin{equation*}
E_{q_{1}} \simeq E_{q_{2}}-\Delta E_{c_{1}} \tag{12-27}
\end{equation*}
$$

Thercfore,

$$
\begin{equation*}
\Delta E_{c_{1}} \cong A E_{g_{1}} \tag{12-28}
\end{equation*}
$$

where $\Delta \mathrm{E}_{\mathrm{g}_{1}}$ is $\mathrm{E}_{\mathrm{g}_{2}}-\mathrm{E}_{\mathrm{g}_{1}}$.
The conversion from $\Delta A_{c}$ to $\Delta A_{g_{1}}$ may be accomplished by use of the relationship

$$
\begin{equation*}
\tan \Lambda A_{9_{1}}=\frac{\tan \Delta A_{c_{1}} \cos \Delta E_{c_{1}}}{\cos \left(E_{9_{2}}-\Delta E_{c_{1}}\right)} \tag{12-29}
\end{equation*}
$$



THE ANGLE THROUGH WHICH THE PENDULUM ROTATES WHEN MOVING FROM A POSITION PERPENDICULAR TO THE ROOF TO A POSITION PERPENDICULAR TO THE HORIZONTAL IS THE "C" INPUT TO COMPUTER.

$$
\operatorname{TAN} C=\operatorname{TAN} a \operatorname{Cos} A_{g}
$$

Figure 12-31. The geometry associated with a pendulum.


Figure 12-32. The arrangement of the reticle drive.

Once the amount that the gun tube has been moved from its original position has been computed, its new position in the tank coordinate system can then be computed from the following relationships:

$$
\begin{align*}
& A_{g_{2}}=A_{g_{1}}+\Delta A_{g_{1}}  \tag{12-30}\\
& E_{g_{2}}=E_{g_{1}}+\Delta E_{g_{1}} \tag{12-31}
\end{align*}
$$

The net effect of the gun tube's motion is shown in Fig. 12-33.

Obviously, as the gun traverses, its orientation with respect to the slope will change. When this occurs, the cant measured by the pendulum will also change. (As can be seen from Eq. 12-25, $\tan C$ is a function of $A_{g}$.) When the value of C utilized by the computer in Eqs. 12-21 and 12-22 changes, the values of $\Delta A_{c}$ and $A E$, outputted by the computer will al so change. In actual practice, the pendulum output is changing while the gun is being traversed and, hence, the gunner can, with one motion, lay on the target. In a mathematical analysis, however, a computation necessitating several iterative steps is required. These steps are as follows:

Step 1. On the basis of the original wtapon position $\mathrm{Ag}_{1}$ the output of the pendulum $\mathrm{C}_{1}$ is computed by Eq. 12-25.

Step 2. On the basis of $\Delta A_{o}, \Delta E_{o}$ and $C_{1}$, the quantities $A A$, and $\Delta E_{c_{1}}$ are computed by Eqs. 12-21 and 12-22.

Step 3. $\Delta \mathrm{A}_{\mathrm{c}_{1}}$ and $\Delta \mathrm{E}_{\mathrm{c}_{1}}$ are converted to $\Delta \mathrm{Ag}_{1}$ and $\Delta \mathrm{E}_{\mathrm{g}_{1}}$ by Eqs. 12-28 and 12-29.

Step 4. With $\Delta \Lambda_{g_{1}}$ and $\Delta E_{B_{1}}$ determined, values of $A$,, and $E_{B_{2}}$ are computed from Eqs. 12-30 and 12-31.

Step 5. As the vehicle has been traversed from $\Lambda_{g_{1}}$ to $\mathrm{A}_{\mathrm{g}_{2}}$, the value of C has changed from $C_{1}$ to $C_{2}$.

Step 6. Steps 2, 3, 4 and 5 are repeated until the value of $C$ derived fromstep 5 is the same as the value of $C$ used in step 2. When this occurs, the iteration has been completed and the values of $\Lambda_{g_{n}}$ and $E_{g_{n}}$ computed in step 3 are considered correct values.

Once the final position of the weapon in the tank coordinate system ( $\mathrm{A}_{\mathrm{g}_{\mathrm{n}}}, \mathrm{E}_{\mathrm{g}_{\mathrm{n}}}$ ) has been computed, the next step is to convert this
position into the level coordinates ( $\mathrm{A}_{\mathrm{o}_{\mathrm{n}}}$, $\mathrm{E}_{\mathrm{O}_{\mathrm{n}}}$ ). This is done by the equations
$\sin E_{o} \because \cos \alpha \sin E_{g}+\cos \mathrm{K}_{\mathrm{g}} \sin \mathrm{A}_{\mathrm{g}} \sin \alpha$
and
$\tan A_{\circ}{ }^{-} \cos \alpha \tan A-\tan E_{g} \sec A_{g} \sin a$
(12-33)
The final step in the accuracy analysis is to compute the actual movement of the weapon, i.e.,

$$
\begin{align*}
& \Delta A_{0}^{\prime}-A_{0_{n}}-A_{0_{1}}  \tag{12-34}\\
& \Delta E_{0}^{\prime}=E_{0_{n}}-E_{0_{1}} \tag{12-35}
\end{align*}
$$

and to compare these values with the values of $A A$, and $\Delta E_{o}$ originally chosen. The differences between these quantitics are the errors in the cant-correcting mechanism.

Based on the procedure described, the theoretical performance of the cant-correcting capabilities of the XM17 system were computed. Two sets of conditions were assumed. These conditions are as follows:

## Condition No. 1

Slope of hill $\alpha=5^{\circ}$
Angular height of target above weapon $\mathrm{E}_{\mathrm{o}_{1}}=5^{\circ}$
Elevation correction $\Delta \mathrm{E}_{\mathrm{o}}=25 \mathrm{mils}$
Azimuth correction $\Delta A_{o}=3 \mathrm{mils}$

## Condition No. 2

Slope of hill $\alpha=15^{\circ}$
Angular height of target above weapon $\mathrm{E}_{\mathrm{O}_{1}}=10^{\circ}$
Elevation correction $\Delta E_{0}=50 \mathrm{mils}$
Azimuth correction $\Delta A_{o}=5 \mathrm{mils}$
The parameters of Condition No. 1 were chosen on the basis of estimates relative to "average" operating conditions. Condition No. 2 represents what is believed to be a severe, but nevertheless possible combination of operating conditions. In connection with Condition No. 2, it should he noted that 50


Figure 12-33. The movement of the gun from $P_{1}$ to $P_{3}$.
mils is the maximum elevation correction that can be accommodated by the existing XM17 system. Moreover 50 mils is more than adequate for engaging targets at realistic maximum range for even the slowest ammunition now under consideration. Aspreviously described, drift is currently + , hesole contributor to $A A, ; 3 \mathrm{mils}$ is a realistic value for this quantity.

As the error produced by the fire control system is dependent on how the tank is oriented with respect to axis $X-X$, computations were performed assuming the target was at various values of A ,

Fig. 12-34 shows the azimuth error produced by the XM17 Computer when it is operating under Condition No. 1. This error is plotted as a function of $A$,. As indicated, the maximum theoretical azimuth error is about 0.07 mil. The corresponding maximum theoretical elevation error under Condition No. 1 is about 0.02 mil . Figure $12-35$ gives azimuth and elevation errors based on Condition No. 2. As indicated, the maximum theoretical azimuth error under Condition No. 2 is about 0.5 mil and the maximum theoretical elevation error is about 0.07 mil .

The matter of reducing azimuth errors (if this is ultimately deemed desirable) has been considered. This was done as described below.

The relationship expressed by Eq. 12-24 is

$$
\tan A_{g}=\cos a \tan A_{9}+\tan E_{0} \sec A_{0} \sin a
$$

Assume that $E_{O}$ and $A_{O}$ are to be changed by small angles $A E$, and AA,. This will, of course, result in achange of $A$, by the amount AA,. This is expressed by the equation

$$
\begin{aligned}
\tan \left(A_{g}+\Delta A_{g}\right)= & \cos \alpha \tan \left(A_{0}+\Delta A_{0}\right)+ \\
& \tan \left(E,+\Delta E_{0}\right) \sec \left(A_{1}+\Delta A_{0}\right) \sin a
\end{aligned}
$$

If the changes $\left(\Delta A_{g}, A E,, \Delta A_{o}\right)$ are small, it may be assumed that the higher powers of these quantities ( $A A_{,}^{2}, \Delta A_{g}^{3}$, etc.) are too small to be considered. If this is true, the trigonometric functions in Eq. $12-36$ can be expressed by the first two terms of Taylor's Series, i.e.,

$$
f(x+h)-f(x)+h \frac{d f}{d x}
$$



Figure 12-34. The theoretical azimuth error produced by the XM17 Computer when it is operating under Condition No. 1.


Figure 12-35. The theoretical azimuth and elevation errors produced by the XM17 Computer when it is operating under Condition No. 2.

Equation 12-36 then can be written in the form
$\tan A_{g}+\Delta A_{g} \sec ^{2} A_{g}=\cos a\left(\tan A+\Delta A, \sec ^{2} A_{\rho}\right)+$

$$
\begin{aligned}
& {\left[\tan E_{0}+\Delta E_{0} \sec ^{2} E_{0}\right]\left[\sec A_{0}+\right.} \\
& \left.\Delta A_{0} \tan A_{1} \sec A\right] \sin a
\end{aligned}
$$

Following through with this approach and dropping other small terms, it will be found that

$$
\begin{equation*}
\Delta A_{o} \cong \Delta A_{o} \cos a+\Delta E_{o} \sin C \sec ^{2} E_{0} \tag{12-37}
\end{equation*}
$$

which, except for the $\cos \alpha$ and the $\sec ^{2} \mathrm{E}$, term, is identical with Ey. 12-21, the azimuth cant-corrcction equation utilized in the XM17 Computer.

Fig. 12-36 shows the azimuth errors resulting under condition No. 2 from including the $\sec ^{2} E_{o}$ term alone and al soboth the $\cos a$
and $\sec ^{2} E$, terms simultaneously. As canbe seen from Fig. 12-36, including the $\sec ^{2} \mathrm{E}$, term alone will reduce the maximum azimuth error in Condition No. 2 from about 0.5 to about 0.3 mil ; adding the $\cos a$ term as well reduces this error still further to 0.2 mil . While not shown on the curve, maximum elevation errors rise slightly from 0.07 to 0.12 mil.

The problem of whether to refine the computer by the substitution of Eq. 12-37for Eq. 12-21 will depend on both the need for the refinement as well as the complexity introduced by the added mechanism. As it is mechanically undesirable to measure $a$ and since $\alpha$ varies between 0 and $15^{\circ}$, one solution may be to utilize some average value of $\cos a$ such as 0.98 . This will resultinsmall errors ( $2 \%$ of $\Delta \mathrm{A}$ ) when $a=0$ but will also reduce the error at $a=15^{\circ}$ by the same amount.

A precise measurement of $E$, would add some Complexity to the equipment. Providing


Figure 12-36. The azimuth errors that result under Condition No. 2 from excluding the $\sec ^{2} E$, term alone and also the $\cos \alpha$ and $\sec ^{2} E$ terms simultaneously.
a mechanism for measuring $E$, would appear to be unwarranted except for the fact that ATAC has sponsored a study by Frankford Arsenal, relating to reduction of ballistic errors caused by assuming that trajectories do not change their shape, despite the fact that the target is above or below the weapon. As the mechanism required for eliminating this error requires measurement of angle of site E , it may be feasible to obtain the $\sec ^{2} \mathrm{E}$, correction with very little extra equipment.

## 12-6.4 FACTORS TO BE CONSIDERED BEFORE UNDERTAKING AN IMPROVED DESIGN

The errors cited in the preceding discussion can be reduced by building a somewhat more sophisticated computer. Before embarking on such a program, one must ask the question, "Is better accuracynecessary when consideration is given to frequency and magnitude of the errors and variables that areintroduced into the fire control problem under practical conditions?'. At this point, a full system study of the tank gunfire problem would be in order. Such a study should consider specificexisting or developmental guns, ammunition, and fire control systems. In addition, such a study should take into account the practical statistical variables and practical conditions encountered in a real system
operating in the field. Some examples of these variables and conditions are: gunfire dispersion including those contributions due tometeorological and wind variations; errors in measuring target angle and target range; bias and random errors in the computer and data transmission links; the probable occurrence pattern of tank cant angle, target elevation angle, target azimuth angle, target range; performance reliability under field conditions of all active components in the system; and the importance of nonrandom variations to field operations.

Once such a study has been carried out in a careful manner, the relations of the many variables in the inevitable compromise that exists in any system will be better known. The improved understanding of those relations will provide a better basis for the application of any required engineering judgment, and an optimum system can be selected for development. Only those systems for which adefinite' ficld need has been established should be studied in this manner.

If such studies are carried out for future systems, three things are achieved. First there is a good estimate as to the hit probability of the system if it were developed. Second, the requirements or performance specifications including reliability of the components in the system are defined. Third, the development is initiated with confidence that the optimum approach has been selected.

## APPENDIX 12-1 THE MATHEMATICS OF LEAD COMPUTATION

Figure A12-1.1illustrates the lead-angle problem solved by the Gun Sight Mk 20. In this figure, superelevation is assumed to be zero and the axis of the gun and the gyro axis are therefore represented in the gun-target plane which includes the line of sight, the gun, and both the present and future positions of the target. The quantities represented by symbols in this figure are as follows:

$$
\left.\begin{array}{rl}
\mathrm{B}_{\mathrm{a}}= & \begin{array}{r}
\text { bearing of the gun bore from any } \\
\text { convenicnt reference line in }
\end{array} \\
\text { the gun-target plane }
\end{array}\right] \begin{gathered}
\mathrm{B}_{\mathrm{p}}=\begin{array}{c}
\text { bearing of the line of site from } \\
\text { the same reference line }
\end{array} \\
\mathrm{G}_{\mathrm{y}}=\begin{array}{c}
\text { bearing of the gyro axis from the } \\
\text { same reference line }
\end{array}
\end{gathered}
$$

$\frac{d\left(B_{a}\right)}{d t}=\underset{\text { gun }}{\text { rate of angular movement of the }}$
$d\left(B_{p}\right)=$ rate of angular movement of the line of sight
$\frac{d\left(G_{y}\right)}{d t}=$ gyro precession rate
$L=$ lead angle
$\mathrm{L}_{\mathrm{g}}=$ gyrolag
$S=$ sigma factor
$R_{p}=$ present slant range
$\mathrm{R}_{\mathrm{a}}=$ advance slant range
$\frac{\mathrm{d} \mathbf{R}_{\mathrm{a}}}{\mathrm{dt}}=\underset{\text { rate of change of advance slant }}{\text { range }}$
$\mathrm{V}=$ target speed
$V_{a}=$ rate of movement of advance position
$T_{a}=$ time of flight to advanceposition
$a=$ angle between target course and line of fire


Figure A12-1.1 Diagram of the lead-angle problem solved by Gun Sight Mk 20.

In the gun sight, the gyro and reflector glass are mechanically connected in such manner that

$$
L_{g}=(1+S) L_{p}
$$

where $L_{p}$ is displacement of the line of site from the axis of the gun. Then the sight will solve the fire control problem if the gyroprecession rate is controlled to make $L_{p}$ equal to lead angle $L$ for all points on the course of the target; i.e., the following equation must be satisfied:

$$
\begin{equation*}
L_{g}-(1+S) L \tag{1}
\end{equation*}
$$

Since the problem is solved by controlling the gyro precession rate, it is necessary to d.rive from lic. 1 an expression for precession rati. From Fig. A!2-1.1 and Fq. 1:

$$
\begin{align*}
G_{y} & B_{a}-L_{y} \\
& B_{o}-(l+S) L \\
- & B_{a}-\left(B_{o}-B_{p}\right)-S L \\
& B_{p}-S L \\
\frac{d\left(G_{y}!\right.}{d t}= & \frac{d\left(B_{p}\right)}{d t}-\frac{S d L}{d t} \tag{2}
\end{align*}
$$

which is the desired expression for precession ratu.

In the gun sight, precession rate depends upon the groo lag $L_{g}$ and magnet current I in aceordance with the foliowine cquation:

$$
\frac{d\left(G_{y}\right)}{d t}: K I^{k} \sin \frac{L_{g}}{K_{e}}
$$

in which $K$, $k$ and $K_{s}$ are constants. $K_{s}$ can bu controlled by design of the magnetic structure and in practice is made equal to ( $1+S$ ). 'Thus $L_{g} \mathrm{~K}_{\text {, }}=\mathrm{L}$. To simplify the equation, also substitute $1 / T_{n}$ for $\mathbf{K I}^{k}$. The equation then become's

$$
\begin{equation*}
\frac{d(G,)}{d t}=\frac{\sin L}{T_{n}} \tag{3}
\end{equation*}
$$

The quantity $\mathrm{T}_{\mathrm{n}}$ is called nominal time of flight and it can be given any desired value by varying the magnct. current. The problem, then, is to find valucs of $T_{n}$ which make the precession rate in $E q .3$ the same as that in Eq. 2 for any point on the target course. Combining Eqs. 2 arid 3 and solving for $T_{n}$ shows that

$$
\begin{align*}
\frac{d(B)}{d t} & d L \frac{\sin L}{T_{n}} \\
T_{n} & =\frac{\sin L}{\frac{d\left(B_{p}\right)}{d t}-S \frac{d L}{d t}} \tag{4}
\end{align*}
$$

which is the valuc sought. However, fiq. + is not in convenient form for numerical computation. It is desirable to copress it in terms of quantities which can be :usils determined from range tables and an assumed target coumse and mped. from itig. A!2-1.1,

$$
\begin{aligned}
& d-B_{a}-B_{p} \\
& \frac{d L}{d t}=\frac{d\left(B_{o}\right)}{d t}-\frac{d\left(B_{p}\right)}{d t}
\end{aligned}
$$

lia. \& then becomes

$$
\begin{equation*}
T_{n}=\frac{\sin L}{\frac{d\left(B_{p}\right)}{d t}+s\left[\frac{d\left(B_{f}\right)}{d t}-\frac{d B_{a}!}{d t}\right]} \tag{5}
\end{equation*}
$$

Tow obtaina ralue of ci( 3 , ) ide, consicier the smedis triangin at tas fresont pesition in lig. Al2-1.3 in which the volocity of the target $\forall$ has been resolved inte tho corriponents: om paralled to the line o b Bite atoc the other at
 is

$$
\left(R_{p}\right) \frac{d\left(B_{p}\right)}{d t}
$$

Then, in the sumilar right triangle having VI'a as its hypotenuse, the base must equal

$$
R_{p} T_{0} \frac{d\left(B_{p}\right)}{d t}
$$

and

$$
\sin L \frac{R_{p} T_{o}}{R_{o}} \frac{d\left(B_{p}\right)}{d t}
$$

Therefore,

$$
\begin{equation*}
d\left(B_{p}\right) \quad R_{a} \sin L \tag{0}
\end{equation*}
$$

Co obtaina value for $d\left(B_{a}\right)$ idtil is necessary to consider the movernent of the advance position. Thr advance position moves along the target course ahead of the target, but since $T$ a decreases as $R_{a}$ decreases, the distance $\mathrm{VF}_{\mathrm{a}}$ between the present and advance positions is not constant. The advance position therefore: move's at a rate $V_{: ~}$ whichis equal to target speed plus the rate of change of $\mathrm{VT}_{\mathrm{a}}$

$$
\begin{equation*}
V=V+\frac{d\left(T_{a}\right)}{d t}-V-V \frac{d\left(T_{a}\right)}{d\left(R_{a}\right)} \frac{d\left(R_{a}\right)}{d t} \tag{7}
\end{equation*}
$$

In the small triangle at the advance position in Fig. Al2-1.1, the velocity $V_{a}$ has becrn resolved into two components: one parallel to the line between the gun and the advanced position, and tho other at right angles to it. The parallel component is

$$
\begin{equation*}
\frac{d\left(R_{a}\right)}{d t}-V_{a} \cos a \tag{8}
\end{equation*}
$$

Substituting Eq. 8 in Eq. 7 and solvingfor $V_{a}$ gives

$$
\begin{align*}
V_{a} & =V+V \frac{d\left(T_{0}\right)}{d\left(R_{a}\right)} V_{a} \cos a \\
V_{a} & =\frac{V}{1-V \frac{d\left(T_{0}\right)}{d\left(R_{0}\right)} \cos a} \tag{9}
\end{align*}
$$

The right-angle component of $V_{a}$ is

$$
\begin{align*}
R_{a} \frac{d\left(B_{a}\right)}{d t} & =V_{a} \sin a \\
& =\frac{R_{p}}{V T_{a}} V_{a} \sin L \tag{10}
\end{align*}
$$

Substituting Eq. 9 in Eq. 10 and solving for $d\left(B_{a}\right) / d t y i e l d s$

$$
\begin{array}{cl}
d\left(B_{\sigma}\right) & R_{p} \sin L \\
R & \frac{1}{1-V \frac{d\left(T_{o}\right)}{d\left(R_{-}\right)} \cos a}
\end{array}
$$

Substituting Eqs. 6 and 11 in Eq. 5 shows that

$$
T_{n}=\frac{T_{a}}{\frac{R_{o}}{R_{p}}+S\left[\begin{array}{cc}
R_{\sigma} & -R_{p}  \tag{12}\\
R_{p} & R_{o} \\
1-V \frac{d\left(T_{o}\right)}{d\left(R_{o}\right)} & \cos a
\end{array}\right]}
$$

Eq. 12 can be used to compute $\mathrm{T}_{\mathrm{n}}$ for any given value of $R_{a}$ and for an assumed target coursc and speed. For each value of $R_{a}$, $\mathrm{T}_{\mathrm{a}}$ can be taken from the range tables. The $d\left(T_{a}\right)$
derivative $\frac{d}{d\left(R_{a}\right)}$ is the rate of increase of
time of flight with respect to range, expressed in seconds per yard. It can be obtained with sufficient accuracy by comparing the times of flight at points in the range table at each side of $R$,. $V$ is the assumedtarget speed in yards per second. Angle a can be determined from the expression

$$
\sin a=\frac{P}{R_{0}}
$$

where $P$ is the assumed passing distance of the target course. $\quad R_{P}$ can be computed from either of the following expressions:

$$
\begin{aligned}
& R_{p}-\sqrt{P^{2}+\left(V T_{a}+R_{a} \cos a\right)^{2}} \\
& R_{p}=\sqrt{\left(R_{a}\right)^{2}+2 R_{a} V T_{a} \cos a+V^{2}\left(T_{a}\right)^{2}}
\end{aligned}
$$

Since the sigma factor $S$ is not the same for elevation and traverse, anintermediate value must be used in Eq. 12. In the Mk 20 Sights this value is $\mathbf{0 . 2 5}$.

By computing $R$, and $T$, for a number of values of $R_{a}$, a curve can be plotted giving $T_{n}$ for corresponding values of $R$,. It is then possible to adjust the position of the range magnet and to calibrate the magnet circuitin such manner that $K I^{k}=1 / T_{n}$ for any value of $R_{p}$ set into the range box. When this has been done the sight computes the lead angle for all values of present ranges.

## APPENDIX 12-2 <br> CALIBRATION CHARACTERISTICS OF GUN SIGHT MARK 20 MOD 6 AND DATA ON LEAD ANGLE AND TIME OF FLIGHT FOR 20 MM BALLISTICS

The curves shown on Figs. A12-2.2 through A12-2.5 were calculated from 20 mm ballistics to determine the desirability of adapting the gun sight to the different types of target approach shown in Fig. A12.2.1.

From this investigation, it has been concluded that making the sensitivity and superelevation moment a function of the type of approach is unnecessary. For the assumed tactical use of the gun sight at ranges up to 2000 yards, such features are of little value. Furthermore, this inclusion would complicate the sight mechanically and would probably increase the class A errors. The complete problem is analyzed in the paragraphs which follow.

Curves are included for sensitivity and superelevation for target speeds of 300 and 600 miles per hour, computed for the four types of target approach shown in Pig. A122.1 and defined below:

1. Curve A-Incoming solution for atarget flying a straight course and passing the gun at $250-\mathrm{yards}$ minimum range (Target A ).
2. Curve $B$-Incoming solution for atarget flying a straight course and passing the gun at 1000 -yardsminimum range ( $T$ arget $B$ ).
3. Curve $\mathbf{C}$-Solution for a series of targets at various ranges, each flying so that the angle between target path and line of sight to the advance position (angle a) is $150^{\circ}$. This curve shows the correct sensitivity and superelevation during the incoming part of each path (Target C).
4. Curve D-solution for a series of targets at various ranges, each flying sothat the angle between target path and line of site to the advance position (angle a) is $90^{\circ}$. This
curve shows the correct sensitivity and superelevation during the cross-over part of each path (Target D).

It should be noted that, at long distances, the first three curves of each set are the same. That is, even a target heading for cross-over at 1000 yards is, prediction-wise, an incoming target while at long range. As range decreases to 1000 yards, curve $B$ approaches cross-over curve $D$. As range decreases to 250 yards, curve $\Lambda$ alsoapproaches curve $D$.

Thus, it appears that if the range setter had a control box producing two calibrations corresponding to curves $B$ and $D$, and if during the course of firing at a target he used the curve $B$ calibration when the target path was directed principally along the line of sight and the curve D calibration when it was principally across the line of sight, then he would obtain the best overall results. It will be noted that these two calibrations are sufficiently far apart to justify different calibrations of the sight.

However, it seems more likely that in actual use the operation would not be as described above. Rather, the range setter would probably establish the type of problem, when the target was acquired, as incoming, if the attack were directed against his own area, or cross-over, if it were not, and would have little opportunity to make further changes during the problem. For most cases, the curve $D$ calibration would be unsuitable for this kind of use because, for anytarget with a cross-over distance of 1000 yards or less, most of the problem would still be essentially incoming and would fall in the closely grouped


Figure A12-2.2. $\mathbf{T}_{\mathrm{n}}$ vs range for a target speed of 300 mph .


Figure A12-2.3. $T_{n}$ vs range for a target speed of 600 mph .
set of curves $A, B$, and $C$. The only cases in which the curve $D$ calibration could properly be used during the entire problem would be on targets with cross-over ranges of over 1500 yards. These are probably of little importance for 20 mm guns.

This manner of settingagrees with training practice, where an incoming course is considered as one which comes directly toward tlie gun, while a cross-over course is one where the target passes at perhaps 500 yards.

Thus, it appears that if a single setting is to be made for each complete problem, the best results will be obtained from curves $A$ and Bfor cross-over distances of 250 and 1000 yards, or from curve $C$ which is a good ap-
proximation of both. These curves areall so near to each other that there seems nojustification for providing more than one calibration.

Comparison of the curves for 300 mph and 600 mph shows that both sensitivity and superelevation, particularly the latter, depend largely on target speed. It appears desirable to include some means of malting operating adjustments to the supcrelevation moment in order to make the sight adaptable to combat conditions.

To accomplish this, a target-speed knob has been included on the sight. This knob adjusts both superelevation and sensitivity for target speeds from 200 to 600 knots. The change of sensitivity with target-speed setting


Figure A12-2.4. Superelevation vs $\mathbf{T}_{\mathrm{n}}$ for a target speed of $\mathbf{3 0 0} \mathbf{m p h}$.


Figure A12-2.5. Superelevation vs $\mathrm{T}_{\mathrm{n}}$ for a target speed of 600 mph .
is shown on Fig. A12-2.6 and the change of superelevation on Fig. A12-2.7.

In addition, a self-restoring switch was incorporated in the range box. When pushed, this switch changes the sight sensitivity for targets which have passed cross-over. to that shown bythe solidline curve on Fig. A12-2.8. The theoretical curves for each target speed are shown dashed. In the past, sights had been calibrated only for the incoming portion of the target's path, and, since the required outgoing sensitivity curve is quite different, no hits could be expected once the target has passed cross-over. Use of this switch will extend the useful coverage of the sight. The supcrelevation moment is not changed for outgoing targets because of the increased complication of the mechanism.

The curves shown on Fig. A12-2.9 indicate the rolationships which exist between elapsed time and lead angle fortarget speeds of 200,400 , and 600 knots. The sight solution for outgoing targets is shown by the dashed curves. The target is assumed to be on a straight course with 500 yard minimum cross-over range. A second presentation of this data is made on Fig. A12-2.10, in which lead angle is plotted against present range.

Curves of maximum lead angle against cross-over distance are given on Fig. A122.11 for target speeds of 200,400 , and 600 knots. Bear in mind that the lead angle limits are $25^{\circ}$ in Gun Sight Mk 20 Mod 6; therefore, the target conditions for which the gun sight provides a solution are easily visualized from Figs. A12-2.9 through A12-2.11.


Figure A12-2.6. $T_{n}$ vs present range for an incoming target.


Figure A12-2.7. Superelevation vs range.


Figure A12-2.8. $\quad \mathrm{T}_{\mathrm{n}}$ vs present range for an outgoing target.


Figure A 12-2.9. Lead angle vs time.


Figure A12-2.10. Lead angle vs range.


Figure A12-2.11. Maximum lead angle vs crossover.
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## CHAPTER 13

## EXAMPLE OF A PROBLEM INVOLVING THE INTERCONNECTION OF A COMPLEX SYSTEM

## 13-1 INTRODUCTION

One of the problems considered in Chapter 12 was the fire control problem for field artillery. In Chapter 12, this problem was solved by the use of a simple analog computer in which the ballistic equations of motion were approximated by a truncated Fourier series. The same problem canbe solved with greater accuracy and flexibility by means of a digital computer with, however, considerable'increase in complexity. A digital computer which has been designed to perform this function is the FADAC (Field Artillery Digital Automatic Computer).

The basic problem is the same as that considered in Chapter 12. Data on the weapon characteristics and on the firing site are set into the memory of the digital computer in advance of the computation. Just prior to the computation, data for the individual mis-sion--i.e., specific target, projectile, and charge data--are entered into the memory. Provision is made for correction of data from observations of firing.

The target data are accommodated in any one of three modes:
(1) Mode A - Target location is specified in the standard grid system; the components being designated Easting, Northing, and Height.
(2) Mode B - Targetlocation is specified by the range, azimuth, and vertical angle from an observation post of known location.
(3) Mode C - Target location is specified with respect to a reference point of known position, the coordinates being the distance from the target to reference along the observer's sight line, the lateral displacement of the reference from the sight line, and the dif-
ference in height between the target, and the reference point.
The various coordinates used are shown in Fig. 13-1. The geometrical conversions are readily carried out by the computer. Data in the form of Modes B or C are converted to the grid system as in Mode A. Next, the known location of the batteryis used to compute the target range, azimuth, and height, as referenced to the battery. This information is then used in the trajectory calculation.

In a digital computer, trajectory computations canbe carried out by step-by-step integration. It is not necessary to approximate the trajectory as in the analog computer. In the analog computer, the approximate trajectory was solved by a closed-loop computation (see Fig. 12-3), in which quadrant elevation is continuously adjusted to match the range and other input parameters. In the digital computer, the computation starts with an initial assumed quadrant elevation; determines the correspondingrange; and compares this computed range with the actual range. The difference in range is used to determine a new quadrant elevation, and the trajectory computation is then repeated until the range errorhas been reduced to the desired accuracy. The digital computation is thus more time- consuming than the analog, but provides greatly increased accuracy, both from the elimination of most of the approximations as well as from the increase in the accuracy of individual computing operations. Moreover, the increase in time is on the order of a few seconds and is negligible in the time frame of field artillery operations.

A choice is possible between a generalpurpose digital computer and a digital differential analyzer (DDA) in this application. The DDA would be less complex and would have greater speedinthe solution of the trajectory


Figure 13-1 Coordinates used in solving artillery problems.
problem. The DDA would, however, be far less flexible than the general- purpose computer in performing auxiliary computations and in the ability to adapt to new weapons or new data formats. The reason for this difference lies in the fact that the DDA is preprogrammed with a particular problem setup and can be reprogrammed only by wiring or component changes. The general-purpose computer, on the other hand, has a stored program. Reprogramming is a simple matter: the new data are read into the computer memory by means of a punched paper tape. Thus, the general-purpose computer can perform surveying computations or even compute a payroll when not required for its primary function.

In summary, the FADAC performs many more functions than an analog computer in a unit which is comparable in size, but considerablymore complex. The FADAC has greater accuracy and flexibility than is possible with an analog computer, and is more flexible than a DDA.

The paragraphs which follow provide a more detailed description of the computations performed by FADAC and a brief description of the generallayout and circuit design of the computer.

## 13-2 TRAJECTORY COMPUTATIONS

The FADAC is a general-purpose transistorized digital computer. Programs are entered through a high-speed photoelectric punched-paper-tape reader contained in a separate unit, the Memory-Loading Unit. Specificinputs are entered through a mechanical tape reader anda manual keyboard, both of which areintegral with the computer. Output is via a Nixie-tube numerical indicator readout, or by teletype.

The field artillery fire control problem is solved in three steps: data entry, geometrical and trajectory computations, and correction of input data.

Input data are entered by the program tapes for permanent storage of weapon char-
acteristics, and by either the keyboard or the mechanical tape reader::: for semipermanent storage of firing-site data and individual mission data. Program tapes have been prepared for the following weapon types:

> 105 mm howitzer 175 mm gun
> 155 mm howitzer HONEST JOHN rocket
> 8 inch howitzer LITTLE JOHN rocket
> 280 mm gun

Addition of other weapon types to this inventory is done by programming the weapon characteristics and preparing a new tape.

Data are required for all possible combinations of gun, projectile, and charge. The data stored internally are:

Standard muzzle velocity
Maximum range
Projectile drag function
Ballistic coefficient function
Drift function
Time-fuze-setting function
Relationship of muzzle velocity to powder temperature
Relationship of muzzle velocity to projectile weight
The semipermanently-stored firing-site data are obtained by surveying techniques at the actual site, and are expressed in the standard grid system. The data required are:

Location of weapons
Location of observation points
Location of fixed reference points
Meteorological data
Measured or calibrated muzzle velocity
Projectile ballistic coefficient factor
Meteorological data must be updated from time to time. Normally, gross changes are entered every two hours, or as new data become available.

The data required for each mission are:
Target location**
Projectile weight**
Powder temperature:::: (when available)
Projectile and fuze type
The starred items are subject to correction in the third step of the computation.

The general plan of the trajectory computation is straightforward. An initial quadrant elevation is assumed. The ballistic equations are then integrated step-by-step until the trajectory intersects the horizontal
plane passing through the target. Any of the numerical integration techniques described in Chap. 2 can be employed. The computed range is then compared with the input range, and the difference is employed to adjust the quadrant elevation to a new trial value. The computation then iterates until the computed range approaches the input range to within the desired accuracy. The required settings are then displayed on the readout. In general, either a high-angle or low- angle trajectory may be employed.

The geometrical data which locate the target and reference points are converted to the grid system, if they were determined by Modes B or C. The grid coordinates are then converted to target range, azimuth and height, with the weapon location as reference.

The ballistic equations are first solved in a range-height coordinate system (i.e., in a vertical plane intersecting the weapon and target). A correction is made forlateral motion after completion of the trajectory computation. This order is followed since it results in a simpler set of equations.

The forces acting on the projectile which are considered in the integration of the ballistic equations are gravity, aerodynamic drag, and the Coriolis force due to the earth's rotation. The gravity forceis assumed to be invariant with height. The aerodynamic drag is assumed to be opposite to the velocity vector and tobe a function ofthe relative velocity of the projectile with respect to the air, the air density, the ballistic coefficient of the projectile corrected for its weight, and the drag function of the projectile. The drag function inturn depends upon air temperature and relative velocity. Of these independent variables, the projectile velocity is taken as the last value computed, starting from the input muzzle velocity. The wind, air density, and temperature are interpolated from the meteorological input data. The remaining quantities are available as input data. The Coriolis force is a function of the projectile velocity, the latitude, and the azimuth of the plane of the trajectory. From the vector sum of these forces and the known weight of the projectile, the acceleration is determined. The acceleration is then integrated over a

[^53]time incrementto obtainthe velocity, and the velocity integrated to obtain the position.

At each step ofthe integration, the vertical position is compared with the height of the target. If the projectileis above the target, the computed velocity and position are employed in the next step of the integration. If the projectile falls below the target, the range erroris determined at this point. The quadrant elevation is then corrected by a function which relates it to range and height of the target. Generally, only two or three iterations are required to converge to the final trajectory.

The lateral corrections are now performed. These corrections are functions of projectile spin; earth's rotation; ballistic value of the crosswind; and the computed time of flight, quadrant elevation, and target azimuth.

The final step in the computation is the application of correction terms to the input data. One of these correction schemes, known as replot, is employed when a target has been successfully hit. The computed trajectory is stored in the memory, and the procedure determines just where, along this arc, the target is located. The replot function is performed by FADAC in the following manner:
(1) The rectangular coordinates of the target just hit, stored in memory, are displayed.
(2) The operator plots the Easting and Northing ona contour map and compares the height with the map contours.
(3) If the height does not agree with the contour map, the operator enters a new height into the computer.
(4) The program extends the previouslycomputed trajectory to the new height and stores the resulting target coordinates.
(5) Steps 1 through 4 are repeated until the operatoris satisfied that the target coordinates match the contour map.
The other correction scheme is known as registration. In the registration correction, smalladjustments inthe weapon settings aremade from observations of firing. In pre-
cision registration, a target of known location is bracketed. The corrections for deflection and fuze time thus determined are used unchanged for other targets, and are simply added or subtracted at the end of the computational procedure. The range correction is adjusted proportionately for use with targets at other ranges.

An alternative method of registration is known as high- burst registration. In this method, two observers report the azimuth and vertical angles of the center of a burst pattern. The corrections thus determined are applied in the manner just described. A correction for the assumption of a constant ballistic coefficient is applied to the time-offlight result.

After completion of the trajectory calculations and application of corrections, the results are displayed in the visual readouts. These outputs are deflection, quadrant elevation, powder charge, and fuze time if a time or delay fuze is employed.

## 13-3 COMPUTER DESIGN

FADAC is a small-scale, general-purpose computer with special features, particularly in the inputs and outputs, which make it more applicable to field-artillery fire control. The significant specifications are given in Table 13-1.

As inany general-purpose computer, the major divisions of the computer are the input, output., arithmetic unit, memory, and control. These divisions are illustrated in Fig. 13-3. Both input and output accommodate punched paper tape in both teletype and ASCii* codes, as well as magnetic tape and other FADAC's. In addition, the control panel provides switches for input, and numerical displays for output. Output is also available on external lines.

The controlunit stores instructions read from the memory, and controls the routing of data and the operation of the other units. The control unit includes an instruction (I) register in which instructions read from the memory are stored. Instructions are interpreted by the control unit which then reads the required data from memory into the ar-

[^54]TABLE 13-1. FADAC SPECIFICATIONS.
a. Type. General-purpose, transistorized digital computer; serial by bit, parallel by function, allowing 12,800 one-word execute (add, subtract, etc.) operations per second.
b. ${ }^{\text {V }}$ eight. Approximately 210 pounds.
c. Size. Approximately 5 cubic feet. (For dimensions, see Fig. 13-2).
d. Power. Three-phase, 4-wire, 400cps system; $120 / 208$ volts, approximately 750 watts.
e. Temperature. $-25^{\prime \prime}$ to $125^{\circ} \mathrm{F}$ (external ambient at sea level); with rear cover installed, to $-40^{\circ} \mathrm{F}$. Automatic temperature protection is provided.
f. Commands. One command per word; each command contains both address of operand and address of next command ( $1+1$ system).
g. Numbers. Straight binary forinternal operations; automatic conversion to other codes for input-output; two's complement notation for negative numbers.
h. Word Length. Thirty-three (33) binary digits, including parity bit, sign
bit, and 31 binary digits for absolute numerical value.
i. Memory Type. Rotating magnetic disk; 6000 rpm nominal, nonvolatile. Automatic frequency and voltage protection is provided.
j. Storage Capacity. Sixty-four (64) channels of 128 words each (8192 words) consisting of 48,52 , or 60 channels designated as permanent storage (Read only) and $: 6,12$, or 4 channels as working storage. Also provided are two 16-word high-speed loops for rapid access, live 1 -word registers for arithmetic operations and control, one 2 -word register for output display-information storage.
k. Pulse Repetition Rate. Nominal pulse repetition rate 460 kilo-pulses per second.

1. Input. Input rate, mechanical tape reader, approximately 10 characters per second; other sources, approximately 4250 characters per second, maximum.
m. Output. Output rate is approximately 4250 characters per second (maximum).
(3) The number register $N$ holds the second operand forsomeoperations. It serves in program-control transfer operationsand also as one of the input-output buffers. Because of the comparatively infrequent use of the latter two registers in machine operations, they can be employed as additional rapid-access storage.
The registers, A, L, N, and I, are physically realized as recirculating loops in the memory unit. The detailed operation is explained in a later paragraph.

The memoryunit (see Fig. 13-4) consists of a double-sided oxide-covered disk driven. by a motor between lower and upper head-


Figure 13-2. Computer physical characteristics.
plates housing a series of write and read heads. The disk rides on a self-generated air bearing developed as it. rotates at 6000 rpm between the two headplates in an air gap only five ten-thousandths of an inch widerthan the disk. The headplates and disk are machined and lapped flat to within two light bands or approximately twenty-two micro-inches. A number of other critical dimensions have
tolerances of half aten-thousandth of an inch.
Data are written onthe magnetic disk by current pulses in the write head which magnetize the oxide coating of the disk directly under the head. Binary ones and zeroes are distinguished by the polarity of the magnetic flux. This type of recording is designated return-to-zero RZ. Return-to-zero recording requires only simple driving circuits, but


Arrows show flow of information
Figure 13-3. Functional diagram of FADAC system.


Figure 13-4. Magnetic memory detail.
has the disadvantagethat a continued seyucnce of ones or zeroes may saturate the head so that data are lost. This isa serious problem in magnetic tape readers, but is less important in the short tracks of the magnetic disk.

The memory disk has 64 tracks for data storage. Each track has a storage capacity of 12836 -bit words ( 4608 bits). 16,12 , or 4 tracks are assigned to temporarystorage and 48 , 52, or 60 tracks to permanent storage. In addition, the recirculating- loop registers listed in Table 13-2 are provided for the control and arithmetic units. Timing and sector marking pulses are permanently recorded on the disk. The timing pulses synchronize all computer operations, while the sector pulses mark the beginning of each of the 1 -word sectors into which each track is divided.

The recirculating loops are used to form registers that have characteristics similar to delay-line storage units (see Chapter 4). A typical recirculating loop is shown in Fig. 13-5. This loop, which forms the A register, holds one word plus an extra bit. Each word, whether numeric or instructional, holds a binary number of 31 bits, plus a sign bit, plus spacer and parity bits. There is thus a 36-bit capacity in the loop. As shown in Fig. 13-5, 33 bits are stored on the disk and 2 bits in flip-flops. The spacing between the read and write heads is tied in with the prerecorded timing track which effectively divides the space between the heads into 33 bit spaces. A bit written by the write head ar-
rives at the read head 33 clock pulses later, and is then read into flip-flop $A_{x}$. 'The original bit is transferred through flip-flops $A$, and $A_{p}$ by two clock pulses, and is then rewritten on the disk. The data canbe read out while stored in the flip-flops; thus, any bit is available every 33 clock pulses or, in this case, every 22.3 microseconds.

The assignment of channels on the magnetic disk to act as registers is the principal device employed in the FADAC to reduce the size and complexity of the computer. The space occupied by a bit on the magnetic surface of the disk is obviously much less than that required for atransistor flip- flopormagnetic core plus driver. The access time, as noted above, is a disadvantage, but is far outweighed, in a portable computer, by the advantages of reduced size and complexity.

The detailed circuitry of the FADAC is of conventional conceptions. The major items are transistor flip-flops, diode logic boards, read and write amplifiers, conversion equipment for teletype output, Nixie drivers, and power supplies. The logical design is based on the use of serial logic which is compatible with the serial readout of the memory. Serial logic is most economical of equipment, since data are processed through a single logical element bit-by-bit, rather than through multiple logical elements simultaneously, as is the case in parallel logic. The penalty is, of course, the greater length of time required for serial computations.

TABLE 13-2. MFMORY CONTENTS.

| Register | Capacity |
| :---: | :---: |
| $\begin{gathered} \mathrm{R} \\ Q \\ \mathrm{~A} \\ \mathrm{~L} \\ \mathrm{~N} \\ \mathrm{D}_{0}, \mathrm{D}_{1} \\ \text { Main Memory } \\ \mathrm{I} \\ \mathrm{X} \end{gathered}$ | 16 words <br> 16 words <br> 1 <br> 1 word <br> 1 word <br> 1 word <br> 2 words8192 words$\left.\begin{array}{l}1 \text { word } \\ 1 \text { word }\end{array}\right\}$may be stored into <br> by prograrn- |



Figure 13-5. Typical recirculating loop register.

## 13-4 CONCLUSIONS

The FADAC is an example of the adaptation of a general-purpose digital computer to the problem of a field-portable computer designed to solve the field artillery fire control equations. The approach taken in FADAC is to minimize the equipment requirements through the use of serial logic and through the use of recirculating loops for register requirements in the arithmetic and control units. An extremely compact memory is secured through the employment of a magnetic disk which provides permanent storage, temporary storage, eight recirculating loops, and the clock pulse generator. Moderately highspecd computing elements are employed so that the total computation time, despite the serial logic and serial access to the memory, is not excessive.

Further reduction in size and complexity is achieved through simple input/output
equipment. Input is by manual keyboard or by a simplelow- speed mechanical tape reader. Primary output is to a Nixie visual readout. Some added complexity is introduced by the requirement for teletype output as well. Since the semi-permanent memory need be loaded only when the program is changed, a separate memory-loading unit is provided, consisting of a high- speed photo- electric reader for punched paper tape.

The FADAC, in summary, represents a practicable compromise between flexibility andequipment simplicity. The use of a magnetic disk to provide most of the storage registers resembles the configuration of a typical DDA. However, the general-purpose configuration gives a great increase in flexibility at a small increase in complexity as compared with a DDA. Incomparison with analog computers, the FADAC is comparable in size and weight but provides a major increase in the accuracy of computation.
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linear, 1-7
mathematical descriptions of, 1-2
mathematical models for, 1-1, 2-1
nonlinear, 1-7
parameters used to describe, 1-3
performance characteristics of, 1-7
symbols and units for, 1-4
Piecewise linear techniques, 2-25
Plotting tables, 6-87
Plugged program, 4-31
Poisson distribution, 2-21
Polynomials, interpolating, 2-44
Postulates of switching algebra, 4-42
Potentiometers, special, 6-71
Power considerations, 6-92, 8-6
Power density spectrum, 2-23
Power series expansion, 2-34
Power spectrum, 2-23
Power supplies, for analog computers, 6-72
a-c, 6-78
d-c, high voltage, 6-73
filament, 6-72
relay, 6-78
Predictor-corrector method, 2-46, 2-63
Pressure considerations, 9-2
Principle of superposition, 2-25
Probability density function, 2-21
normal distribution, 2-21
Poisson distribution, 2-21
Production design, 10-2
Program, compiler, 2-32, 4-31
computer, 3-2, 4-20
external, 4-31
fully stored, 4-31
machine language, 2-32
plugged, 4-31
punched card, 4-31
symbolic, 2-32
translator, 4-31
Programming, 4-31, 10-1
machine language, 2-31
symbolic, 2-31
Programming a DDA, 5-12
Programming equipment, 6-82
Programming languages, 2-32, 4-31
Programming systems, choice of, 4-31
Prototype design, 10-2
Punched card program, 4-31
Punched paper card storage, 4-72

## 0

Quality control, 9-16
Quarter-square multiplier, 6-48
Quasi-analytic techniques, 2-26

## R

Random error, 11-15
Rate-servo integrator, 11-3
Reading errors, 7-11
Real-time computation, 11-5
analog-computer considerations for. 11-9
digital-computer considerations
for, 11-12
Real-time computers; analog, 2-31
Real-time fire-control computer, 3-1, 3-5
Real-time operation, 2-31
Rectangular integration, 5-12
Recursive processes, 2-33
REDSTONE Missile Firing Data Computer, 9-9
Redundancy, 9-2, 9-3
Reference voltage supplies, for analog computers, 6-52
Reflected code, 4-46, 7-11
Relative error, 11-20
Relay nonlinearity, 2-28
Relay supplies, 6-78
Relays, 6-51
for A/D conversion, 7-8
Reliability, 8-4, 9-1
Representation of mathematical functions, 2-33
Resolution, vector, 6-33, 6-62
Resolver, induction, 11-2
Response time, of a digital computer, 4-11
Rocket-launcher fire control equipment, 12-5
Round-off error, 4-11, 5-14, 8-3, 11-20
Routines, 4-20
Rules for manipulating block diagrams, 6-7
Runge-Kutta fourth-order Method, 2-48 sample application of, 2-56
Runge-Kutta second-order method, 2-48
sample application of, 2-53

## S

Sample-and-hold units, 6-51
Sampled data theory, 4-12
Scale changing by analog computer, 6-24
Scale factors, for analog computers, 2-30, 6-21
for digital computers, 4-12

Scaling, in analog computers, 2-30
in a DDA, 5-10
SEAC, I- 3
Self-checking codes, 9-3
Sclf-correcting codes, 9-3
Sclf-excitation, in nonlinear systems, 2-30
Semiconductors, 4-60
Scquential-access storage, 4-68
delay linc, 4-70
magnetic, 4-68
photoelectric, 4-72
punched paper tape and cards, 4-72
Scquential switching circuits, 4-45
Serial logic, 4-49
Serial operation, of a digital computer, 4-20
Series approximation, 2-34
Servo voltmeters, 6-89
Servomultipliers, 6-58
Scrvos, for $A / D$ conversion, 7-8 instrument, 11-1
Shock considerations, 6-93, 9-2
Shot noise, 2-23
Signal-flow graphs, 2-15
Similaritics between physical systems, 1-3
Simpson's rule, 2-46, 4-11, 5-14 sample application of, 2-47
Simulation studies, 1-8
Simulators, 6-1
Simultaneous linear algebraic equations; analog solution of, 6-18
Size considerations, 6-92, 8-6
Solution of equations by analog means, 6-2
Solution time, 11-12 of an analog computer, 2-31
Special potentiometers, 6-71
Special-purpose, check-out equipment, 9-9
Special-purpose computing devices, 3-7
Square matrix, 2-64
Standard digital computer, 3-5
Static crror, 11-19
Static logic, 4-50
Statistical theory, 2-20
Stepping motors, 7-16
Stepping switches, for A/D conversion, 7-8
Stochastic process, 2-20
Storage, random-access, 4-72 sequential-access, 4-68
Storage unit of a digital computer, 4-2, 4-68 determination of configuration for, 4-20 storage requirements for, 4-29
Strip recorders, 6-85
Studies, simulation, 1-8

IN- 8

Subroutines, 4-20, 4-29
Subtractors, 4-53
Summation by an analog computer, 6-25
Summation devices, for mechanical and electromechanical analog computers, 6-55
Superposition principle, 11-19
Switching algebra, 4-41
postulates of, 4-42
Switching networks, 4-41
Symbolic program, 2-32
Symbolic programming, 2-31
Symbols for electronic analog computing elements, 6-10
Synchronous digital computers, 4-32, 11-12
Synchros, 11-1, 11-4
Synthesis of rational transfer functions by an analog computer, 6-27
System accuracy, 2-1
determination of, 1-9
System analysis, for a digital computer, 4-8
System dynamic performance, determination of, 1-9
System dynamic response, 2-1
System testing, 9-15
Systematic error, 11-19

## $T$

Tachometer, a-c drag-cup, 11-2
Taylor's series expansion, 2-34
Taylor's series method, 2-48
sample application of, 2-50
Techniques, analytic, 2-1
computer simulation, 2-1
mathematical (see Mathematical Techniques)
numerical, 2-32
piecewise linear, 2-25
Temperature considerations, 6-93, 9-2
Three-dimensional vector resolution, 6-62
Time, computation, 11-5
cycle, 11-12
settling, 11-13
solution, 11-12
Time-division multiplier, 6-47
Time lag, 11-5
Time-response considerations, 11-5

Time scales, for analog computers, 6-21
Timers, 6-51
Transforms, Fourier, 2-2
Laplace, 2-2
Transistor switches, for A/D conversion, 7-8
Translator program, 4-31
Transmission, data, 11-4
Trapezoidal integration, 5-12
Tree, computer, for electronic digital computers, I-5
Trigonometric generators, electrical, 6-67
mechanical, 6-67
Truncation errors, 4-12, 5-12, 8-3, 11-20
Truth table, 4-44
Tunnel diode, 4-68

## $\mathbf{U}$

Unit matrix, 2-64
User classifications of computers, 3-2

## V

Vacuum tubes, 4-59
Vector resolution, by an analog computer, 6-33, 6-62
using direction cosines, 6-35
using Euler angles, 6-35
Vibration considerations, 6-93, 9-2
Vigilante computer gyro/platform system, 12-7
Voltage comparators, 6-51
Voltage-to-digital encoders, 7-1
digit-at-a-time, 7-5
level-at-a-time, 7-1

## w

Weight considerations, 6-92, 8-6
White noise, 2-23
Whole-transfer computers, 4-37
Word length, 4-25
effect on accuracy, 4-11

## Z

Z-transform technique, 5-14
Zero-memory nonlinearities, 2-29
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| No. | Title | No. | Title |
| :---: | :---: | :---: | :---: |
| 100 | *Design Guidance for Producibility | 202 | *Rotorcraft Engineering, Part Two, Detail |
| 104 | *Value Engineering |  | Design |
| 106 | Elements of Armament Engineering, Part One, Sources of Energy | 203 | *Rotorcraft Engineering, Part Three, Qualification Assurance |
| 107 | Elements of Armament Engineering, Part Two, Ballistics | $\begin{aligned} & 205 \\ & 210 \end{aligned}$ | *Timing Systems and Components Fuzes |
| $1 \mathrm{C8}$ | Elements of Armament Engineering, Part Three, | 211(C) | Fuzes, Proximity, Electrical, Part One (U) |
|  | Weapon Systems and Components | 212(S) | Fuzes, Proximity, Electrical, Part Two (U) |
| 110 | Experimental Statistics, Section 1, Basic Concepts and Analysis of Measurement Data | $\begin{aligned} & 213(S) \\ & 214(S) \end{aligned}$ | Fuzes, Proximity, Electrical, Part Three (U) Fuzes, Proximity, Electrical, Part Four (U) |
| 111 | Experimental Statistics, Section 2, Analysis of Enumerative and Classificatory Data | $215(\mathrm{C})$ | Fuzes, Proximity, Electrical, Part Five (U) *Hardening Weapon Systems Against RF Energy |
| 112 | Experimental Statistics, Section 3, Planning and Analysis of Comparative Experiments | $\begin{aligned} & 239(S) \\ & 240(\mathrm{C}) \end{aligned}$ | *Small Arms Ammunition (U) Grenades (U) |
| 113 | Experimental Statistics, Section 4, Special Topics | $\begin{aligned} & 241 \text { (S) } \\ & 242 \end{aligned}$ | *Land Mines (U) <br> Design for Control of Projectile Flight |
| 114 | Experimental Statistics, Section 5, Tables |  | Characteristics |
| 115 | Basic Environmental Concepts | 244 | Ammunition, Section 1, Artillery Ammunition-- |
| 116 | *Basic Environmental Factors |  | General, with Table of Contents, Glossary |
| 120 | *Design Criteria for Environmental Control of Mobi1e Systems | 245( C) | and Index for Series <br> Ammunition, Section 2, Design for Terminal |
| 121 | Packaging and Pack Engineering |  | Effects (U) |
| 123 | *Hydraulic Fluids | 246 | +Ammunition, Section 3, Design for Control of |
| 125 | Electrical Wire and Cable |  | Flight Characteristics |
| 127 | *Infrared Military Systems, Part One | 247 | Ammunition, Section 4, Design for Projection |
| 128(S) | *Infrared Military Systems, Part Two (LJ) | 248 | +Ammunition, Section 5, Inspection Aspects of |
| 130 | Design for Air Transport and Airdrop of Materie1 | 249 | Artillery Ammunition Design Ammunition, Section 6, Manufacture of Metallic |
| 134 | Maintainability Guide for Design |  | Components of Artillery Ammunizion |
| 135 | Inventions, Patents, and Related Matters | 250 | Guns--General |
| 136 | Servomechanisms, Section 1, Theory | 251 | Muzzle Devices |
| 137 | Servomechanisms, Section 2, Measurement and Signal Converters | 252 | Gun Tubes <br> Spectral Characteristics of Muzzle Flash |
| 138 | Servomechanisms, Section 3, Amplification | 260 | Automatic Weapons |
| 139 | Servomechanisms, Section 4, Power Elements and Systeni Design | $\begin{align*} & 270 \\ & 280 \tag{U} \end{align*}$ | Propellant Actuated Devices <br> Design of Aerodynamically Stabiiized Free |
| 140 | Trajectories, Differential Effects, and Data for Projectiles | 281 S-RD) | Rockets <br> Weapon System Effectiveness |
| 145 | *Dynamics of a Tracking Gimbal System | 282 | tPropulsion and Propellants |
| 150 | Interior Ballistics of Guns | 283 | Aerodynamics |
| 160(S) | Elements of Terminal Ballistics, Part One, Ki11 Mechanisms and Vulnerability (U) | $\begin{aligned} & 284 \text { C) } \\ & 285 \end{aligned}$ | Trajectories (U) Elements of Aircraft and Missile Propulsion |
| lei(s) | Elements of Terminal Ballistics, Part Two, | 286 | Structures |
|  | Collection and Analysis of Data Concerning Targets (U) | $\begin{aligned} & 290 \text { C) } \\ & 291 \end{aligned}$ | Warheads--General (U) <br> Surface-to-Air Missiles, Part One, System |
| 162(S-RD) | Elements of Terminal Ballistics, Part Three, Application to Missile and Space Targets | 292 | Integration <br> Surface-to-Air Missiles, Part Two, Weapon |
| 165 | Liquid-Filled Projectile Design |  | Control |
| 1/0(C) | Armor and Its Application to Vehicles (U) | 293 | Surface-to-Air Missiles, Part Three, Computers |
| 175 | Solid Propellants, Part One | 294 S) | Surface-to-Air Missiles, Part Four, Missile |
| 176 (C) | Solid Propellants, Part Two (U) |  | Armament (U) |
| $\begin{aligned} & 177 \\ & 17 \ddot{B}(C) \end{aligned}$ | Properties of Explosives of Military Interest +Proderties of Exdlosives of Militarv Interest. | 295 S) | Surface-to-Air Missiles, Part Five, Countermeasures (U) |
|  | Section 2 (U) | 296 | Surface-to-Air Missiles, Part Six, Structures |
| 1/4 | Explosive Trains |  | and Power Sources |
| 180 | "Principles of Explosive Behavior | 297(S) | Surface-to-Air Missiles, Part Seren, Sample |
| 185 | Military Pyrotechnics, Part One, Theory and Application | 327 | Probleni (U) <br> Fire Control Systems--General |
| 186 | Military Pyrotechnics, Part Two, Safety, Procedures and Glossary | $\begin{aligned} & 329 \\ & 331 \end{aligned}$ | Fire Control Computing Systems Compensating E1ements |
| 181 | Military Pyrotechnics, Part Three, Properties of Materidls Used in Pyrotechnic Compositions | $\begin{aligned} & 335 \text { ( S-RD) } \\ & 340 \end{aligned}$ | *Nuclear Effects on Weapon Systems (U) Carriages and Mounts--General |
| 1(tii | *Military Pyrotechnics, Part Four, Design of Ammuntion for Pyrotechnic Effects | $\begin{aligned} & 341 \\ & 342 \end{aligned}$ | Cradles <br> Recoil Systems |
| 3 | Military Pyrotechnics, Part Five, Bibliography | 343 | Top Carriages |
| 193 | *Army Weapon Systeni Analysis | 344 | Bottom Carriages |
| 196 | *Development Guide for Reliability, Part One | 345 | Equilibrators |
| :96 | *Development Guide for Reliability, Part Two | 346 | Elevating Mechanisms |
| 147 | *Development Guide for Reliability, Part Three | 347 | Traversing Mechanisms |
| 14 | * Uevelopment Guide for Reliability, Part Four | 350 | Whee 1ed Amphibians |
| 14 | *Development Guide for Reliability, Part Five | 355 | The Autonotive Ass 1 I, |
| (1) | *Development Guide for Reliability, Part Six | 356 | Autor -1. spen 10 |
| 2'1 | "Rotorcraft Engineering, Part One, Preliminary Design | 357 | Aut, orn l ledies and tails |


[^0]:    * Prepared by W. W. Seifert, this Introduction incorporates information from various U.S. Army documents--in particular, "Historical Monograph, Electronic Computers Within the Ordnance Corps", by Karl Kempf, Historical Officer, Aberdeen Proving Ground, Maryland; published by $A P G$ in November 1961.
    $\dagger$ Fire Control Systems-General (AMCP 706-327).

[^1]:    * This was an electromechanical analog device utilizing mechanical integrators of the wheel-and-disc type that was developed by Dr. Vannevar Bush and his associates at Massachusetts Institute of Technology in the late $1920^{\circ} \mathrm{s}$. Incorporating improvements made in the early $1930^{1}$ s, a Bush Differential Analyzer was installed at Aberdeen Proving Ground in 1935.
    $\dagger$ It should be noted that the Mark I Relay Computer (also called the Automatic Sequence-Controlled Calculator), completed in 1944 at Harvard University by Howard Aiken in cooperation with IBM engineers and Harvard graduate students, was the first automatic computer ever completed. The operation of this machine was based on electromechanical principles. Although the machine was efficient, fast, and capable of solving a wide variety of problems, its speed could not approach that of the electronic type of automatic computer.

[^2]:    * SEAC - Standards Eastern Automatic Computer

    FLAC - Florida Automatic Computer
    DYSEAC - Second SEAC
    MIDAC - Michigan Digital Automatic Computer
    $\dagger$ AVIDAC - Argonne Version of the linstitute's Digital Automatic Computer MANIAC - Mathematical Analyzer Numerical Integrator and Computer ILLIAC - Illinois Automatic Computer ORACLE - Oak Ridge Automatic Computer and Logical Engine JOHNNIAC - John (von Neumann) Integrator and Automatic Computer CYCLONE - (an arbitrary name indicating high speed) Iowa State University

[^3]:    * By W. W. Seifert.
    $\dagger$ Fire Control Systems--General (AMCP 706-327).

[^4]:    * It should be noted that the symbol S used here has no relationship to the symbol s used to represent the Laplace transform variable.
    $\dagger$ For a considerably more extensive treatment of this subject, the reader is referred to Chapter $\mathbf{3}$ of Reference $\mathbf{1}$.
    ** A general bibliography of references relating to the analysis of nonlinear systems appears at the end of Chapter 2.
    $\dagger \dagger$ Superscript numbers refer to References at the end of each chapter.

[^5]:    * 

    The content of this appendix is that of Section 2 of the Handbook of Mathematical runctions with Formulas, Grapls, and Mathematical Tables issued in June 1964 as part of the Applied Mathematics Series of the National Bureau of Standards.
    $\dagger$ National Bureau of Standards.

[^6]:    2 Ural principally by chemints.
    3 I!mal principally loy angineers.

    - Various definitions are givelt for the liritish thermal unit. This represobis a romaled mean valne differing from nonf of tha more important definitions by more than $\mathbf{3} \mathbf{~ i n ~} \mathbf{1 0}^{\circ}$.

[^7]:    By W. W. Seifert (par. 2-1, 2-2 and 2-3) and E. St. George, Jr. (par. 2-4).

[^8]:    For reasons of historical development and relative complexity, the Laplace transform is sometimes introduced as a special case of the Fourier transform.

[^9]:    *Eq. 2-15 merely brings attention to a common error; Eq. $2-14$ is the correct form of $\mathcal{L}\left[f_{1}(t) f_{2}(t)\right]$.

[^10]:    * A function $F(s)$ that can be represented by a ratio of polynomials is said to have a pole at $s=s_{k}$ of order $n$ if $\lim _{s \rightarrow s_{k}} F(s)=\infty$ and if $\left[\left(s-s_{k}\right)^{n} F(s)\right]_{s=s_{k}}$ is finiteand not zero. The function $F(s)$ is said to have a zero at $s=s_{k} \operatorname{lif}_{s \rightarrow s_{k}} F(s)=0$.

[^11]:    It is important to note that a polynomial equation with real coefficients has pairs of conjugate zeros, but this is not the case for polynomial equations in general. Example: $z^{2}+(j-2) z-2 j=0$. This polynomial equation has 2 and $-j$ as the only possible zeros.

[^12]:    A phasor is a directed line segment in the complex plane. With the segment's point of origin given, the phasor is defined either by a magnitude and an angle (the symbol $\angle$ denotes angle) or by the real and imaginary components of its terminal point.

[^13]:    ${ }^{\boldsymbol{*}}$ The stochastic response variable $r(t)$ should not be confused with the radial quantity $r$ in the polar coordinate system ( $\left.r, \theta, \phi\right) \mathrm{em}-$ ployed in Chapter 4 of Ref. 49.

[^14]:    * The derivation of Eq. 2-77 is too lengthy to repeat here. See page 221 of Ref. 45 for a complete derivation.

[^15]:    ${ }^{*}$ See pages 331 and 332 of Ref. 45 for the derivation of this relationship.

[^16]:    It should be noted that, in place of the generalized difference symbol $\delta$ used here, some references employ specific difference operators for particular usage, as follows:

    $$
    \begin{aligned}
    & \therefore y(x)=y(x+\therefore x)-y(x)=\text { forward-difference operator } \\
    & \forall y(x) \quad y(x)-(y-\Delta x)=\text { backward-difference operator } \\
    & \delta y(x)-y\left(x+\frac{a x}{2}\right)-y\left(x-\frac{A x}{2}\right): \text { central-difference operator }
    \end{aligned}
    $$

[^17]:    * For example, Eqs. 20.6-3 and 20.6-4 in Section 20. 6 of Ref. 50 give numerical differentiation formulas that result from the differentiation of Stirling's and Bessel's interpolation formulas. See also page 231 of Ref. 10 .
    $\dagger$ See Chapter IX of Ref. 48.

[^18]:    Not every square matrix has an inverse. The value of the matrix A -- considered as a determinant for this operation -- cannot equal zero since, in computing the inverse, division by the determinant is necessary.
    $\dagger$ The, cofactor is the determinant obtained from $|\mathrm{A}|$ by dropping the row and column that contain $\mathrm{a}_{\mathbf{i j}}$. The sign of the cofactor is given by $(-1)^{1+j}$.

[^19]:    * By E, St. George, Jr.
    $\dagger$ Fire Control Systems - General (AMCP 706-327).

[^20]:    * Additional input data may also be entered at various stages of the computation.

[^21]:    * See Chapter 1 of Section 1 of the Fire Control Series and Chapter 4 of the present section.

[^22]:    * In the literature, the two classes of digital computers are sometimes distinguished as DDA and general-purpose (GP) computers, but the latter designation is a misnomer in this situation since the standard computer may be either general-purpose or special-purpose.

[^23]:    ${ }^{\star}$ By E. St. George, Jr. and M. M. Miller.

[^24]:    * Adapted from Chapter 16 of Ref. 1.

[^25]:    * Wlijted ia part Lron! Ref. 2, whlch discusses the questions concerning operations to be mechanized in terms of information flow th it iny system analyst must inevitably esh hinself is he approches an elcetronic data-processing problem.

[^26]:    * Abbreviation for Field Artillery Digital Automatic Computer; see par. 1-3.4 of Ref. 104 for background information relating to FADAC.

[^27]:    *The word "must" as used here means that the statement is a rule of FORTRAN.

[^28]:    *At 1 mc, a 2048-microsecond delay will store 2048 bits of data, in accordance with the relationship Total pulse delay (usec) $=\frac{\text { storage capacity (bits) }}{\text { clock frequency (mc) }}$

[^29]:    * By E St. Gearge, Jr. and $\Lambda$. Kezer, bused on the references given at the end of this chapter
    †See par. 3-5 of Chapter 3 for the background of this terminulozy.

[^30]:    *See the subsequent discussion of errors in par. 5-5

[^31]:    * By W W. Seifert

[^32]:    

[^33]:    ${ }^{*}$ See, for example, pages 302-306 of Rcf. 10.

[^34]:    * Provided the sensitivity of the unit on which the solution is recorded is also controlled by the reference voltage.

[^35]:    * See table of integrals in the Appendix of Ref. 10.

[^36]:    *See Chipter 16 of Ref. 11.

[^37]:    ${ }^{*}$ See Part III of Ref. 11.

[^38]:    *In xerographic reproduction, graphic matter is copied by the action of light on an electrically charged photoconductive insulating surface. In this process, the latent image is usually developed with powders that adhere only to the areas that remain electrically charged. The image formed by the powders can then be transferred to $a$ sheet of paper.

[^39]:    * By E. St. Guorge, Jr.

[^40]:    * See par. 7-4 for a dascription of D/A converters.

[^41]:    * Small stepping motors are oftea used as incremeatal magnetac encoders.

[^42]:    * By E St. George, Jr

[^43]:    by E. St. George, Jr.

[^44]:    Redundancy, as the word implies, means a duplication of a particular subsystem function in a critical area so that, if the failure of one of the subsystems occurs, the other will be able to carry out the required function.
    *

[^45]:    * Hall Reader and light "A" lamp; the HRA neon indicator lights when a programmed halt (HRA) instruction has been executed by FALT.

[^46]:    $\mathbf{F}_{\text {By W. W. Scifcrt }}$ and Eneery St. Gcorge, Jr.

[^47]:    By E. St. George, Jr.

[^48]:    It should be noted that $H(s)$, the standard symbol for a feedback transfer function, is in no way related to $H$, the standard symbol for angular momentum.

[^49]:    * See Ref. 4 for a discussion of parallax and means employed for its compensation.

[^50]:    * See Clrapter 4, par. 4-6 of 1 MCP 706-327 for a full description of this system
    ** An alternative approach would be to match the operator's rate command signals against the tachometers, and use either the command or regponse, modified by tlic tracking-servo error, as the velocity data.

[^51]:    See Appendix 12-1 for the true equations.

[^52]:    * The equation used for superelevation in the gun sights is $K T_{n} \cos E_{K}$, where $K$ is a constant, dependent upon the target speed knob setting, $T_{n}$ is nominal time of flight, and $E_{g}$ is gun elevation. This equation does not give the exact value of superelevation (See Figures 12-2.1 and 12-2.5 of Appendix 12-2).

[^53]:    * The mechanical tape reader is employed only for the introduction of meteorological data.

[^54]:    * American Standard Code for information interchange.

