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LOCORE )

. - . . .a"ij‘
Communications region, interrupt traps and preset entry point ..
table.

1.1 Program Function

This program contains three functional parts. These

are: {1} communications region-this area contains system
constants that are common for all 2.1 MSOS systemsi

{2} interrupt trap region-this area is set up to provide
the interrupt handling desired: {3} preset entry point
table-this table allows entry to a protected routine

from an unprotected routine-.

1.2 Communications Region

Locations %0 thru $FF are directly addressable in the

1700 computer. The communications region is set up to
take advantage of this feature.. The first part of the
table contains constants which provide commonly used
masks. The second part of the table contains system
parameters such as flags:, counters and addresses of system
entry points.

1.3 Interrupt Trap Region

The interrupt trap region encompasses the area from %100
to $13F. Each interrupt |line has associated with it a
four word area within this region: |ine zero-%100 to
$103, line one-%104Y to %107, etc.- A typical setup for
line zero is shown below:

LINEO NUM D WORD 1
RTJ {sF8} WORD 2
NUM 15 WORD 3
ADC IPROC WORD Y4

Word one is reserved for the hardware storage of the
program address on interrupt.

Word two is the first instruction executed following an
interrupt. A return jump to a system interrupt processor
is then made. For line zero the transfer is to the
internal interrupt handler {IPR0C}. The other lines
transfer to the common interrupt handler {ALUN}. These
routines provide for saving of registers and program
conditions via an interrupt stack-
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Word three is used to hold the priority level associated
with the interrupt line. The MASKT table is indexed by
this ordinal.

Word four contains the address of the processor for this
line. Most lines use the routine EPROC. Use of EPROC
dictates that the interrupting device must return bit
two as an Yinterrupt statusY during a status operation
and all hardware devices must be ordered by logical unit
number on the interrupt lines. A special interrupt
routine may be designated here instead of EPROC.

Table of Presets

The table of presets provides entry to a protected
routine from an unprotected routine. Entries are made
following the interrupt trap region in the following
manner:

ALF 3/, NAME
ADC NAME
EXT NAME .

Name is an entry point to a core resident system program.
See section for further information.
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2.0 SYSBUF - System tables and parameters.
2el Program Function
The following system buffers system tables and miscellaneous
subroutines are contained in this programe.
1. Logical Unit Tables ‘
A. LOGLA
B. LOG1
C. LOG2
2. Interrupt Mask Table
A. MASKT
3. Storage Stacks
A. INTSTK - Interrupt stack
Be. VOLBLK - Volatile storage
C. SCHSTK - Scheduler stack
Y. Core Allocation Data
A. CALTHD
B. LVLSTR
5. Diagnostic Tables
A. ALTERR
B. DGNTAB
be Mass Memory Diagnostics
A. MMDIAG
7« Miscellaneous Programs
A. IDLE
B. OVRLAY
8. TIMER. RTMS. TRACE and ODEBUG information.
AA 3777 PRINTED IN USA.
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A. TIMCPS. TIMEC. TIMACK. TODLVL, NSCHED

B. RL?7LOC
C. STOPIT
D. CHRSFG

9. Dummy Device Driver
A. DUMDRV

10. Physical Device Tables

2.2 Logical Unit Tables
2.2el LOGLA - Table

This program segment contains AD(C's for each system logical
unit. Each ADC will specify the address of the physical
device table for a specific logical unit. This table pro-
vides the definition of logical unit ver physical device.

Certain restraints are imposed on the ordering of this S
table: {1} the core allocator is logical unit one-. s
{2} wuse of EPROC requires that each logical unit is ordered

by interrupt line number. Standard logical units {i.e.

input+ list. etc.} are assigned by equates referencing this
table.

CeCel LOGL Table

An entry is placed in this table for each logical unit. The
format is as shown below:

15 14 13 rLE 11 - 0
[ L.u.

BIT 14

"
=

implies the logical unit shares a device {ex.
FORTRAN and NON-FORTRAN Printer Driver would
have two logical units assigned to one physical
printer’

BIT 13 1 implies the logical unit is marked down

BIT O thru 11
{L.U.} is the alternate logical unit {zero implies
no alternatel

L
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This table is preset to $FFFF for each logical unit.
This table is used to hold the top of the thread address
for requests for each logical unit.

Interrupt Mask Table

This table is indexed by priority level to set the M-register.
The M-register setting will determine which interrupt lines
will be enabled for a given priority level. Two basic rules
to be followed are:

1. Unused interrupt lines should have their corresponding
bit set to zero throughout the table. {Bits 0 through
15 of the M-register correspond to interrupt lines O
through 157}

2. A software priority is associated with each interruph
line. More than one line can be associated with the
same priority and can have the same mask. A "1L" bit
is placed in the table for the bit position associated
with an interrupt line for all levels below the priority
level associated with that line. "0" bits must be placed
in the interrupt line position for all the priority
levels equal to and above the priority level associated
with the line.

Interrupt Stack

The interrupt stack {INTSTK} is the block of storage set aside
for saving the status of interrupted programs. The Common
Interrupt Handler stores the d--, A-I- and P- registers and

the overflow indicator and the priority level of the interrupt-
ed program in this area. Five words are required for each
entry and the stack is of the push-down. pop-up types i:.ee«a
last-in+ first out. The number of entries to be allowed for

in the table is derived from the number of different priority
levels used by interruptse.

Interrupt Stack Entry

0 @ - Register

1 A - Register

2 I - Register

3 Overflow {bit 15}, P-Register
Yy Priority Level

PRINTED IN USA.
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Volatile Storage

VOLBLK is the volatile storage area set aside for alloca-
tion of data storage for routines that must be re-entrant
{i.e.2 may be operated at more than one level at the same
time}. Sufficient volatile storage must be reserved for
each priority level to accommodate the worst case or
maximum amount of volatile storage that can be requested
at each level. The system cannot recover from overflow
{more requested than is available} of volatile storage.

Core Requirements
Core may be reserved for volatile following these quidelines:

1. For each priority level in which monitor requests are
madea eight locations of volatile are required. If the
Request Processor itself makes a requesta. such as a
Secondary Scheduler call, an additional eight locations
are required. Thus sixteen locations must be reserved
per priority level plus additional locations if used by o
other re-entrant routinese. (N,

2. If the re-entrant FORTRAN Object Library and re-entrant
Encode/Decode Package are used 49 locations must be
reserved for each priority level using the re-entrant
FORTRAN library plus 5b locations for each priority
level using re=-entrant Encode/Decode.

Scheduler Stack

This stack.: SCHSTKa2 is a series of four-word entries.

Word
a priority level
1 completion address
c thread to next entry
3 value of @-register being passed

A program may request the operation of another program by
making a scheduler request. Scheduler requests may also
be generated by the Timer Routine after a given interval
of time has elapsed. These requests are threaded together
on the scheduler stacke.
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The total number of entries required is equal to the sum
of the number of scheduler requests and timer requests
that can be on the stack at one time. The size of this
stack may be changed by the user.

SECPRO

Normally all entries are left emptys i.e«a NUM %7?FFF. The
address of a special interrupt response routine can be in-
cluded in the entry for its linea but it is more efficient
to put this address in the fourth word of the interrupt trap
location instead of using EPROC and SECPRO.

Core Allocation Data

LVLSTR is the table of starting addresses for the allocatable
core area available to each priority level. The upper

bound for protected allocatable area is the same for all
levels: the start of unprotected core. To prevent low-
priority programs from tying up all of the allocatable areaa
it is common to restrict the amount available to them while
making the entire allocatable area available to the high
priority programse.

LVLSTR is set up to reflect the above. AREAL. AREA2. AREA3
and AREAY are entry point names in the SPACE program used to
divide the allocatable area as shouwn below.

] - -- ~- - —— ?FFF
Resident Available

44— to —) ‘ Unprotected

high priority ‘ Job Area
only ;

f P

| I t__y AREAL

| » AREAZ

: —» AREA3

L : - - - - - v AREAC-AREAY

AA 3777

Request priorities 1. 2 and 3 must include sufficient area
for the Job Processor. The entire area-AREAC must be
available at request priority zero so the system can get
started as initialized.
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2«9 Diagnostic Tables
2.9.1 Alternate Device Error Table
This table reserves one word for each device which could
have a simultaneous failure.
2.9.2 Diagnostic Timer Table
An ADC entry is made pointing to the physical device table
for each logical unit to be supervised by the diagnostic
timer.
2«10 Mass Memury Diagnostic Routine
MMDIAG is a routine that prints a message of the following
form:
MASS MEM ERR n
n is the error code .
If the request that resulted in failure was a System s
Directory requesta. this routine releases allocated core.
Control then returns back to the driver. This routine may
be modified to perform additional functions such as making
a Timer Request for the scheduled program to be attempted
again at a later time.
2.1l Idle Loop
This routine runs at level -1 when no other programs are -
running. This routine may be modified to provide a counter
to monitor the amount of idle time. If IDLE is running
a snap dump may be taken by steppinga clearing the A-register
and hitting run.
2.l Overlay Subroutine
The overlay subroutine allows users to call for mass memory
to be read over the actual call parameters. This is accom=-
plished in the disk or drum driver by moving the parameter
list to the equipment table and using the overlay subroutine
to ensure that the return address frcm the call cannot be
written over. Indirect overlay calls are not permitted.
The following example shows a typical overlay disk read. ‘::
RTJ OVRLAY
ADC “200.COMP.0.%8C2.N+BUF 20,ADR
AA 3777
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Dummy Device Driver

This routine is used with the dummy device table and is
assigned a logical unit like a normal device. Read or write
requests that address this logical unit cause the dummy
driver to be initiated.s and the completion address in the
request is scheduled with error indication. This allows

the Dummy Device to be setup as the alternate for devices
where it would not be acceptable to hang up the request
waiting for operator action in response to the Alternate
Device Handler request for input.

Physical Device Tables

The physical device table {PDT's} contain all the device
data necessary for a device to be operated by its driver.
Word 0O through 12 have the same general use for all device
drivers. Words from 13 on are used for special purposes
appropriate to the drivers if necessary.

Each drivers physical device table setup is outlined in the
1?00 MSOS Installation Handbook Pub. No. &0234300B.
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EXTERNAL SYMBOLS

T10 Entry point of SPACF request
SCHTOP Location in System Tables containing location of
top entry in schedule stack

FUNCTION

In a given system, numerous requests for the execution of
programs at specific priority levels may be generated.
Specifically, these requests are generated when

a} an I/0 request has been completed.

b} a specified time interval has elapsed,
c} core has been allocated,

d} a mass memory request has been executed.

Requests may also be made by any program directly. They
are called Scheduler Requests.

It is the function of the Scheduler Request Processor to W\

a} cause the immediate execution of a requested program
if it is of a higher priority level than the requesting
{fcurrent?} program, or

b} thread the request by priority and within a priority
by first in first out, if its priority is the current
priority.

If the requested program is mass memory resident., the
Scheduler Processor will cause allocation of core for this
program and transfer of the program from mass memory. After
the program has been transferred, a Scheduler Request is
made, which results in al} or b} above.

Whenever a program terminates, the Program Dispatcher will
select the next program to be run, either from the top of
the scheduler thread or the interrupt stack-.

Entry Interfaces

Program is entered from the Request Fntry Processor. The
calling Trequesting} program must have interrupts enabled.
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3.4 Fxit Interface

The program exits either to the requested program fcompletion
address}, if the level is higher than the current one or to
the request exit.

In the first case the priority level:, I and the return address
leading to the request exit are saved in the proper positions
of the interrupt stack and its base adjusted. A, @ and I are
saved in volatiles which is not released until the requested
program terminates. T contains the base of volatile storage:
when control is given to the requested program.

Interrupts are enabled and the requested priority level and
mask set.

In the second case the request has been threaded. Control
goes to REAXT to restore the registers for the requestor
and enable interrupts.

3.5 Internal Description

(  All Scheduler Requests are identified by the request entry
processors which also allocates a sufficient amount of volatile
storage for re-entrancy purposes. Then control is given to

the <cheduler Request Processor {Symbol T9}. Tnterrupts are
enabled and I contains the base address of the allocated
volatile storage. Volatile is organized in this way.

{IY + 0O contains &

{I} + 1 contains A

{I} + 2 contains I

{I} + 3 contains Return Address

ifI} + Y4 contains Priority Level of Request

{I} + S contains Pointer to Request Parameter | ist
{I} + b contains First Word of Request {Temp.}

{I} + ? contains Second Word of Request {Temp.}

First the return address is adjusted by two locations unless
the call was indirect, in which case it had already been
adjusted by the Request Fntry Processor. Then word 1 and &2

of the call are stored in volatile temporarily. If the call
is a directory call control is given to DIRCAL. Tf not a
directory call, a test is made to see if the requested program
is of higher level than the current one in which case control
transfers to HILVL.

AA 3777 PRINTED IN USA.
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Otherwiser, a test for a primary call {SCHDLE request? is

made and only then, if it is not a directory call, not of

a higher level and not a secondary call, is a position in the
Scheduler Stack obtained and the request transferred from
volatile {I} + b and {I} + ? into the stack. The top of the
available {empty} thread is in TOMPT. A]| YemptiesY favail-
able entries} are threaded together, the last one containing
-0 in the thread. Thus if TOMPT contains -0. it indicates
that the stack has overflowed: in which case an error routine
is entered. The Scheduler Stack is shared with entries from
timer requests. It effectively buffers these requests, so
that the requesting programs may leave core. One entry on
the <cheduler/Timer Stack consists of 4 words.

15 1Y 9 &8 37 4y 3 0
(11 RC=9 T X RP__ T ¢cp |
L C ]
( Thread |

l 2 ] e

The completion address is absolutized before going on the
stack as it cannot be absolutized later.

The Scheduler/Timer Stack and TOMPT must be preset by the
user.

For directory calls the DIRCAL routine determines after placing
the call priority into the directory, if the called program

is mass memory resident. In this caser control goes to the
Allocator Request Processor fSymbol Tl0}. Otherwise, control
goes to SCHEDZ2 or to HILVL depending on the priority of the
request.

At SCHEDZ2 the original contents of the d-register are stored
in the request from volatile I + 0 and the request is then
threaded on the Scheduler thread. This thread is not to be
confused with the Scheduler Stack since it contains secondary
scheduler requests located somewhere in a user program,
primary requests located in the stack and directory requested
located in the directory.

In the THRED1 routine a position for the new request is
determined according to the priority of the new entry. It ﬂ:ﬁ

may be at the end of the beginning of the existing thread
in particular if it is the first entry.

The routine THREAD accomplished the actual threading.
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HILVL gives control to the requested program immediately
after saving all information necessary to continue the
requesting program. A request for a higher level program
can therefore be considered a pseudo interrupt.

The current priority level and I are saved in the interrupt
stack and the interrupt stack base address count is incre-
mented by 5. The request exit is stored as the return address
since upon return from the program volatile must be restored
as well as A and 4. Then the requested priority level and

the associated mask are set and control is given to the new
YGo ToY address.
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SCHSTC Routine to initiate a program when taken from the
scheduler thread.

DISP Start of Program Dispatcher

COMEXT Defined by an EQU and determines the interrupt trap
slot location to be used as a common exit.

Dispatcher Function

Whenever a protected program terminates:. it will give control
to the Program Dispatcherx. The Program Dispatcher decides
which program shall be initiated next. 7Tt could be a program
previously interrupted and waiting on the interrupt stack:s

or a program that has been scheduled and is waiting in the
scheduler thread- The highest priority program is then
initiated by the Program Dispatcher and control given to it.

Entry Interfaces

=
4

Fntered via a jump to entry point DISP.
Exit Interfaces

If control is given to the program that was previously
interrupted, the A-, d-, I-, and M-registers and the overflow
are restored to their previous condition, as well as priority
level. Interrupts are enabled, and control returns to the
location at which the interrupt originally occurred.

If control is given to a program on the scheduler thread.
YAV will contain the address of the scheduler thread entry.,
@ will contain the fourth word of the entry {the original @

in scheduler calls: or an error indication in I/0 calls: or
the time of day in timer callsY, priority level and M will
contain the configuration specified in the first word of the
entry, and I and overflow will be an arbitrary configuration.
Interrupts are enabled.

Internal Description

After the program is entered:, a test is made to determine
whether the priority of the highest interrupted program is

= to the priority of highest program waiting in the scheduler
thread. If the interrupted program is to be resumed, the

return address is stored in the common exit and I and A are (};
restored. Then, the interrupt stack base is adjusted down

by 5 and stor@d in COIINT, and the priority level restored

“Protected programs may also terminate with a RELEAS request
which jumps to the Program Dispatcher.
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into the cell containing priority level. The mask associated
with this level is transferred into M {fwhich restores M%,

and then @ is also restored. (ontrol is returned to the
interrupted program by an EXI instruction which restores
overflow and enables interrupts.

If the program of highest level is on the scheduler thread,
the priority specified in the highest thread entry {fthe
address of this entry is in SCHTOP} is placed into the cell
containing priority level, and the associated mask placed
into M. Then SCHTOP is updated pointing now to the next
entry in the thread. If there is no other entry, it contains
_D.

Next: a test is made whether the scheduler thread entry was
a primary entry {i-e.s, not resulting from a completed I/0
call or an expired timer calll} and is in the scheduler

stack {see specification on scheduler for difference between
scheduler stack and thread?}.

If yes: the scheduler stack position is added to the thread
of YemptiesY and the address to which control is to be given
is stored in the common exit. Then the address of the entry
is put into A and the fourth word of the call into d. C(ontrol

is transferred with an EXI instruction which enables interrupts.

If the scheduler thread entry resulted from an I/0 or Timer
calls the specified completion location may be relative. If
it is+ the absolute address is determined and the address
stored in the common exit. Then the third word of the entry
fcontaining the thread? is set to 0 as an indication that
the call is completed and could be made again. A and @ are
loaded and ‘ontrol is transferred as above.
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5.0 <Scheduler-Dispatcher for Re-entrant FORTRAN Library
8.1 Program funtions of RDISP

This version of the scheduler/dispatcher is the same as the
scheduler {SEGHEDUY and dispatcher {INDISP* with the additional
capability to save or restore the FORTRAN scratch area and
the library temporary locations on changes of priority level
which would give control to another FORTRAN user.

5.2 Entry Interfaces {see sections 3.3, 4.3}
5.3 Exit Interfaces {see sections 3.4, 4.4}
5.4 1Internal Description

The sections 3.5 and 4.5 of this IMS should be referenced for
the internal description of the normal dispatcher and scheduler.
The text in this section only describes the differences in

this module from the standard.

If entry into the scheduler is by a program requésting a

higher level program to be run: other than a mass memory ‘:D
directory call, then the requestor is put on the interrupt

stack and control is passed to SAVE at the requested priority-

At SAVE a test is made to see if the new priority level is

a FORTRAN level and a new FORTRAN level. Tf so we must save
our data to provide re-entrancy. If not we exit SAVE back

to the scheduler. 1If we must save our data we calculate the
data area required to save %C5 thru $E5, our normal A, &

and I plus the data list specified by FLIST. The Q register
is set equal to the old FORTRAN level FLEVEL and the A register
is set equal to the volatile region associated with the old
level {FTOP}. Volatile is then requested. The return address
for SAVE is stored in the third word of volatile and the new
FLEVEL and FTOP are set up. Interrupts are enabled and the
FORTRAN scratch area is now saved in volatile. The conditions
on entry are reset and exit is made.

Upon entering the dispatcher control is passed to RESRTN.
This routine will restore the communications region or
scratch area for FORTRAN if a FORTRAN program has just
terminated. If no other FORTRAN programs have their data
stored no action is taken and the scratch area remains the
same. If the program which just terminated was not a
FORTRAN program no action is taken.

AA 3777 PRINTED IN USA.
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If the dispatcher determines the highest priority program
is on the scheduler thread control is passed to SAVE. If
the program to be executed is a FORTRAN level we must save
the FORTRAN scratch as described above. otherwiser control
is returned to the scheduler operations-

AA 3777 PRINTED IN USA.
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-0 COMPLETE REQUEST FOR DRIVER ROUTINE
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b.1

SYMBOLS
COMPR@

Entry Point

FUNCTION

_MACHINE SERIES 1700

The functions of this subroutine are to initiate completion
requests to the Scheduler for threaded I/0 requests and to
perform other housekeeping details upon completion of an
I/0 action by an 1I/0 device driver.

ENTRY INTERFACES

COMPRQ is entered via a return jump with the physical
device table address for the device in I.

EXIT INTERFACES

The contents of the I register are not disturbed. The

contents of the A,

Interrupts are enabled.

INTERNAL DESCRIPTION

The routine

Return Jump to COMPRQ.

The Diagnostic Clock cell

set idle.

@ and Overflow registers are destroyed. .

PAGE NO. b-1 Of

M
! N

AW

is entered from an I/0 device driver via a

Interrupts are immediately inhibited.

in the Physical Device Table is

For logical units which do not share devices, the completion

address:

if not zero:

is scheduled with the error field

from Word 9 of the Physical Device Table replacing the V
field of the I/0 request parameter test. If the call was
a system directory request the V field is not stored in the

parameter
have a V field.

list since the system directory entries do not
Bits 14 and 15 of Word 8 in the Physical

Device Table are set to “zero® and an indirect secondary
scheduler call is made. The request parameter list, which
contains a request code designating it an 1I/0 call. is
secondary schedular call by setting bit 15

flagged as a
of the first

resets
logical

it to
unit

word {field I} to Yone.¥ The scheduler later

vzero.? The device
assignment.

is not released from its
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Indirect call in COMPRQ

. SYFy
cool

points to I/0 call which is now a secondary scheduler
request:

4000 SYFy
8802 Bit set by COMPRA:, cleared after SCHEDU threads
8010 This address scheduled. request -
2000
goooa
001k
1000

If the completion address is zeror the thread word of the
request is cleared and no address is scheduled.

For logical units which share devices: completed requests
are treated |ike requests to ordinary logical units. The
device is then assigned to a pseudo logical unit. %FFFF
{see section 7.4}.

The subroutine exits to the location following the return
jump which called it.
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7.0 FIND NEXT REQUEST FOR DRIVER {FNRZ

7.1

7.2
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FUNCTION

The function of this subroutine is to find the request
which should be processed next by a driver for a device.
FNR also stores the information in the physical device
table concerning the request that is common to all drivers.

ENTRY INTERFACES

FNR is entered via a return jump to entry point FNR with
the physical device table address in I.

EXIT INTERFACES

If there are no more requests for action by a device, the
subroutine returns to the driver at call +1l. The device
has been made unassigned by storing a zero in word 5 {ELU}
of the physical device table.

If FNR has found a request it returns to the driver at

call +2. The I register is undisturbed. The A & @ registers
are not restored. The following information has been stored

in the physical device device table by FNR:

1. Operation in progress bit is set in word 8.

2. Address of the I/0 parameter list is set in word k.

3. Word 5 {ELU} remains assigned to the same logical
unit or to a logical unit which shares the device.

4. Words 10 and 1k contain the first word address and
the last word address +1.

S. UWord 9 {switch word} is cleared except for the mass
memory bit {if set} and bits 0 and 1 which indicate
whether the type of operation is ASCII or binary:
formatted or unformatted.

INTERNAL DESCRIPTION

For logical units that do not share a devicer FNR examines
the thread in the L0G2 table associated with the logical
unit {L.U. assigned by RW before it schedules the driver}
to obtain the next request. If there are none, FNR exits
to call +1.
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The top request on the L0GZ2 thread is removed and its
parameter |ist address, the first word and last word +1
addresses, the operation-in-progress bit: and the type of
operation bits are stored in the physical device table.
Exit is to call +2.

If the request was a system directory I/0 call {request
code of zerol, the first word and last word +1 are computed
from the system directory entry. The type of operation
bits are not set. Exit is to call +2.

If the device is shared by several logical unitss, the

COMPR® subroutine has set word 5 {ELU} of the physical
device table to %FFFF. Upon finding that a device is
assigned to $FFFF, FNR searches the L0OGLA table for the
highest priority {i.e. the lowest number} which requires

the available device. When a logical unit with a waiting
request is encountered, FNR places the device into operation
in the same manner as for unshared devices. This provides
sharing of devices by several user routines. However: once

a request to a device is started it will be completed before
- a request of higher priority to the same device can be
(; initiated.

AA 3777 PRINTED IN USA.
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8.1

Function

The Alternate Device Handler is responsible for processing
irrecoverable errors for many of the drivers.

Upon entry, it determines whether the device has an operational
alternate. If an alternate exists, the request for the

failed device is assigned to the alternate and the operator

is notified of the switch-over. This re-assignment is done

at a high priority level. However, if no alternate exists,

the program reschedules itself at a low priority to request
operator intervention. In either case, all message output

is executed from a low priority section of the program.

The Alternate Device Handler continues to assign alternate

to failed devices without waiting for completion of its
message I/0. This requires that the table ALTERR be provided
to store the error words in for processing by the low priority
section.

Entry Interfaces ' Lo

Entry is made via a jump to the entry points DEVERR, ADEV.,
or ALTDEV. These names are equivalant and can be used
interchangeably. 0On entry @ should contain the following
information:

Bits 0-5 Error code
0 - timer expired
- reject
- alarm
- parity error
- checksum error
8-X - other error codes as defined for driver

LS wrnte

Bits b-15 Logical Unit Number associated with the
the requested device.

NOTE: The logical unit number in the error word is formed

by the driver of the device using the device’s ELU word from
the PHSTAB. Since the RW and FNR routines store the requested
logical unit number in ELU, the L.U. ih the error word
reflects the L.U. whose request is being processed by this
device when it fails and not necessarily the L.-U. assigned

to this device.

‘:@
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e.g., if the device assigned to L.U. 2 has failed previously
and L.U. 8 is the alternate of L.U. 2:

L. The error word will contain L.U. 2 if L.U. 8 was processing
a request for L.U. 2 when the device failed.

2. The error word will contain L.U. 8 if the device failed
while processing a request for L.U. 8.

8.3 Entry Symbols

ALTDEV

ADEV Alternate Device Handler Entry from Drivers
DEVERR

ALTSUB Find Alternate Logical Unit Subroutines
CONVER

CONVRT HEX to ASCII Conversion Subroutine

6.4 External Symbols

JBCNCL Core resident program which causes the JBKILL
module of the job processor to be executed-.

JOBIND A location in the TRVEC module which is non-
zero if job processing is in progress-.

ALTERR A table used to save the error word in case
several failures occur at one time. This

table is included in the System Tables and
Parameters program and is of the form:

ENT ALTERR
ALTERR ADC NUMLU ALTDEV ERROR TABLE SIZE
BZS {NUMLUY SPACE FOR {NUMLUZ}
SIMULTANEOUS FATILURES

LOGLA

LOGL Logical Unit Tables
LOGE

AA 3777 PRINTED IN USA.
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DUMALT Logical Unit Number of the Dummy Device
Driver.

Included in the System Tables and parameters
program as an EQU entry.

e-g.r EQU DUMALT {SDA-LOGLA}
ENT DUMALT

If the Dummy Driver is not present, set to
zero

e.g-, EQU DUMALT {0O%}
ENT DUMALT

and remove the entries from the LOGLA, LOGZ,
and LOGY tables.

MAS300 Entry in the Mass Memory Driver Control program
It will check if any mass memory drivers are
waiting to use core.

Initial Operations

The Alternate Device Handler is entered at the priority
of the driver. or at the level specified if scheduled into
operation. The latter method is used if the driver must
continue after calling the Alternate Device Handler. 1In
either case the Alternate Device Handler reschedules itself
at a high priority level determined by the symbol LEVEL.

LEVEL should be equated to a value one greater than the
highest priority of any driver using the Alternate Device
Handler.

A check is then made for space in the error word table.

If the next location in the table is not empty {i.e., zerol}
the size of the ALTERR table is not large enough. This error
is irrecoverable and the Alternate Device Handler will hang

in a loop-
Operations When No Alternate Exists
The low priority section {NOALT} is scheduled at level 4 and

the error word is stored in the ALTERR table. Exit is made
to the dispatcher.
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8.5 Operations when the failed device is an alternate or Has an
alternate

If the requested L.U. specified in the error word is already
down: a search is made for the alternate that actually failed
and that L.U. its stored in the error word. The failed L.U.
is then marked down and made a shared device {i.e., bits 13
and 14 of LOGL are set = 1} and a check for an operational
alternate is made.

If no alternate of the failed L.U. exists: the LOGL entry of
the failed L.U. is restored to what it was on entry to ALTDEV.
The low priority section is scheduled, the error word is
stored in ALTERR, and exit is made to the dispatche .

If an operative alternate of the failed L.U. is found:, the
request is rethreaded to the L0G2 thread of the requested
L.U. The ELU word of the L.U. that actually failed is
cleared and the operational alternate is made a shared device
{i.e., bit 14 of LOGL is set = 1}.

A search of the ALTERR is made and if the error is already

(m\ in the table the error word is cleared {i.e., set to zerol.
If the operative alternate device is not busy {i-e., ELU
word = zero}. the alternater’s driver is scheduled via its

PHSTAB and made busy by storing the requested logical unit
number in the alternate’s ELU word.

Then the low priority I/0 section {NOALT} is scheduled if
not busy and the error word, if not zero. is stored in the
ALTERR table and exit is made to the dispatcher.

EXAMPLE: On entry to ALTDEV, if L.U. 8 failed while
processing a request for L.U. 2 the error word and L0GL

entries would look like this {L.U. b is the alternate of
L.U. 8%}:
15 L5 0
ERROR WORD 2 |error code
4 14 13 9 0
LU 2 LOGL 111 8
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On exit from the high priority section of ALTDEV, the

entries will now look like this:
15 LS 0
ERROR WORD 8 lerror code
14 13 9 0
LU 2 LOGY 111 8
14 13 9 g
LU 8 LOGY 1l 1 L
r /((-\"\v!
14 13 9 q s
LU & LOGL 1

The request has been rethreaded to L.U. 2 L0GZ2 thread and
the ELU word in the PHSTAB of L.U. b will contain L.U. 2
{if the L.U.- b driver was not busyl}.

Low Priority I/0 Section {NOALTZ}

All I/0 requests are executed in this section at priority
level 4. This allows several alternates to be re-assigned
even before the first message has been output. The NOALT
section picks up one entry at a time from the ALTERR table.
processes it: and then returns to process further entries
until none remain in the ALTERR table. At this time NOALT
clears its busy flag and exits to the dispatcher.

Each error word from a driver to ALTDEV is stored in successive
positions in the ALTERR table. When the top of the table is
reached the indexes are set back to the bottom of the table-

If the next location in the table is not empty {i.e., zero}

the size of the ALTERR is not large enough.

NOALT informs the operator of errors and interrogates the PRt
operator for guidance when there is no alternate available- 4:@
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If an operative alternate exists, the following message
results: -

L,nn FAILED ee
ALT ,mm

If no alternate is assigned:, the following message results:

Lenn FAILED ee
ACTION

followed by an input request to allow the operator to specify
the action to be taken.

nn = Logical unit that failed {decimall}
ee = Error code passed from driver {decimall}
mm = Logical unit of alternate {decimall}

All Input/Output is via the Comment Device.

If the input request following the ACTION message is completed
with error ird ication {e.g., a timeout occurred} then the RP
option is assumed. The ACTION and input request cannot be
repeated otherwise the ALTERR table may be filled with error
word entries corresponding to the input comment device
failure.

If no alternate exists the operator is requested to specify
further action. His options are as follows:

RP Repeat the request - the current request is
rethreaded and the initiator portion of the
driver scheduled.

Cu Continue - the completion address is scheduled,
the error is reported to the caller and the
driver initiator rescheduled.

cD Continue and mark the device as YdownY. This
option causes all completion addresses for
requests in the queue to be scheduled with

error indicators in @. In addition:, the device
is marked Ydown® by setting bit 13 in LOGL
table- This results in scheduling completion

addresses with error codes for any subsequent
request for this device.
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DU Delete the job - if job processing is not in
effect this option will cause repetition of
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the action request printoutx. If job processing
is in effect, the job processor job cancel

entry is scheduled at level two. All the
actions of the CU option are then executed.

“Job processing is not in effect when LIBEDT or RECOVERY
modules are in control.

DD Delete the job and mark the device as Ydown®.
This action will result in a repeat of the
action request printout if job processing is
not in effect. The job processor job cancel
entry is scheduled at level 2. All the actions
of the (D option are then executed.

Subroutines

ALTSUB is the subroutine used to find the operational
alternate for a given logical unit. The logical unit is in
@ on entry and if this logical unit is operational {not
marked down} then @ returns unchanged. Otherwise. @ will :
be set to the logical unit of the first operational alternate“”
assigned. If no alternate is assigned @ will be zero. If

the only alternate is the device that just failed, then @

will be set to DUMALT on return. The value of DUMALT is

either the logical unit of the Dummy Driver or zero, and is

set at Initialization. {See 8.4}

P

The ALTSUB subroutine is called from the following programs:

RW Read-Write Request Processor
FNR Find Next Request Subroutine

Note that ALTSUB allows alternates to be assigned in a
circular arrangement

e-g.r L.U. =78 -A—=>1.0—>8

CONVER {=CONVRTZ} is a hexadecimal to ASCII coded Decimal
conversion subroutine. The hexadecimal value in A is
converted and returned to A. It is restricted to a maximum
of two decimal digits {i.e., 993nt and is used to convert

the logical unit and error code for printout. The subroutine
is re-entrant and may be used by other programs.
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Dummy Driver

If a device fails and no alternate is available, the dummy
device can be assigned as the alternate. This causes the
Dummy Driver to be scheduled via the Dummy Equipment Table.
The Dummy Driver picks up the request using the FNR subroutine
and sets the error field in the request. Then the logical
unit that failed is restored by clearing the Ydevice down?

bit in the LOGL logical unit table. Finally the COMPRQ
subroutine is entered to complete the request and then returns
to the Dummy Driver Initiator to re-enter FNR and process

any further requests on the thread-.

The Dummy Driver allows a user program to make an 1/0 request
and ensure that the completion address will be scheduled
without requiring operator intervention. Otherwise:, the user
program could be suspended indefinitely. The user program
must check for I/0 errors at the completion entry and take
appropriate action if an I/0 error occurred {i.e., if Q35=1r}.

The Dummy Driver and Dummy Equipment Table must be included in
the System Tables and Parameters Program if this feature is
required. A logical unit entry must also be assigned to the
Dummy Driver in the logical unit tables, LOGLA, LOGL and LOGZ2-
This logical unit number can then be assigned as the

alternate in the L0Gl entry for the logical units that have

no other alternates. See section 2.13.

DUMALT is the logical unit number assigned to the Dummy. If
the Dummy Driver is not included DUMALT should be equivalenced

to zero. DUMALT is assigned as the alternate when all

alternates are marked down such that the failed device is
assigned as its own alternate.

The dummy may also be used as the alternate for the comment

device. Comment device failures are not recoverable unless
an alternate is assigned for the comment input device.
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9.1

SYMBOLS
MAKQ  Entry Point
FUNCTION

The functions of this routine are to determine if a short
read and/or a device error occurred during the driver’s
operations. If either of these conditions has occurred,
MAK®@ will set the proper bits in Word 9 {switch word} of
the physical device table. The COMPRA subroutine uses
these bits to form the V field of an I/0 call {see section
bL.5%.

ENTRY INTERFACES

MAK@ is entered with the address of the return to the driver
in the A register and the physical device table address of
the device in the I register.

EXIT INTERFACES

The contents of the I register are not disturbed. The
contents of the A and @ registers are destroyed.

INTERNAL DESCRIPTION

On entry the return address of the driver is stored in the
physical device table and the @ register is cleared.

A test for a short read is made by comparing the last
location read {Ycore® address} to the last word address

+k. If, before exiting to MAKQ, the driver was expecting
the next character to be a lower character, the “core®
address is incremented by one before the short read test.
This is necessary because the driver does not increment the
Ycore® address until the lower character is received. If a
short read condition exists, bit 14 is set in the Q@ register.

A check is then made for a device error condition and if
true, if the the device was not ready. Bits 15 and/or 13
are set reflecting these conditions.

The final content of the @ Pegistér is stored in word 9

{switch word} of the physical device table and exit is
made to the return address.
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0.1 External Symbols
ALLIN - Entry point of COMMON

0.2 Function
This program saves the @, A, I registers along with the
return address and priority level prior to an interrupt-
It adds this information to the interrupt stack and sets

the mask register with a new mask and sets the new priority
lever in the current priority level cell.

10.3 Entry Interface
This program is entered by an indirect return jump thru
location $FE. This locore location contains the address

of the entry point ALLIN.

10.4 Exit Interface

This program exits to the interrupt processor chosen in s
the 4th word of the trap location for the line that has
interrupted.

10.5 Internal Description

Upon entry the top of the interrupt stack is found and

@, Ay Priority level, I are stored in the stack the address
of the interrupt processor is determined and the return
address is picked up and saved in the stack. The new
priority level is determined from the trap region and put
in location $EF. The new mask is found and put in the mask
register. An exit jump is made to the processor chosen

by the trap area.

PRINTED IN USA.
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11.0 NIPROC
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1L.1

1Ll.2

1%.3

11l.y4

11.5

External Symbols

IPROC Entry point to IPROC

IP] Address constant of IPROCL

TBLE Used for HEX to ASCII conversion

JOBIND Used to see if job processor is in core

SWTCH Used to lock out job processor while LIBEDT
or Recovery in core

TIMACK Used to acknowledge timer interrupts

IPROCL Processor in protect errors

PARITY Processor for parity errors

Function

The function of the internal interrupt processor is to

handle internal interrupts on line zero caused by parity

errors in memory, memory protect errors and power failure
conditions.

Entry Interface

NIPROC is entered upon an interrupt of line zero. Its
address is contained in the fourth word of line zero‘s
trap.

Exit Interface

Exit from IPROC depends upon the error condition that
caused the interrupt. Protect errors exit to IPROCL which
is the protect processor. Parity errors cause a branch

to PARITY which is a user supplied module to process
parity errors. If this module is not present the computer
is hung in a %$18FF loop. For power failure errors the
computer is hung in a %18FF loop until power returns at
that time a EXI instruction is executed which returns
control to the P+l instruction is executed which returns
control to the P+l interrupted address.

Internal Description

After entry to IPROC a protect fault is tested for if a
protect fault is found a jump to IPROCL is made. If no
protect fault is found a parity error test is made if no
parity error is found a power failure is assumed. The
contants of the registers are saved and a jump to the
power failure routine is set up at absolute location O
and 1. When a power failure occurs the user master clears
and hits the run switch, location 0 and 1 are executed
giving control to the power failure routine which in

turn exits the interrupt state through the return address

PRINTED IN USA.

(})



CONTROL DATA CORPORATION

300071700 Systems & Development DIVISION MAR 5 1971
DOCUMENT CLASS IMS PAGE NO.___ 221,
PRODUCT NAME 1700 MSOS
PRODUCT MODEL NO.__EOOb» 3.0 MACHINE SERIES 1700

12.0 External Interrupt Handler f1EPROCY
2.1 Program Function

External Interrupts are handled by this routine. There
are three conditions that can exist on an interrupted
line. They are as follows:

1. The line is connected to devices controlled by the
Operating System: i.e., they appear in the system
equipment table.

2. The line is connected to devices not controlled
by the Operating System.

3. The line is connected to devices, some of which are
controlled by the Operating System and some of
which are not.

2.2 Internal Description

Upon entrance to YEPROCY the YIY register contains the
slot location through which the interrupt came. This
location is changed to a |line number from which the
number of devices on this |line can be found. If no
devices are present, a check is made for the secondary
processor.

AA 3777 PRINTED IN USA.
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If devices are present, the logical unit number of the
first device is found. The number of devices is stored
in the I register and volatile storage is called. Only
three words are saved: they are @, A and I where:

@ Line number interrupted
A Logical unit number of first device on line
I Negative number of devices on line

Each device is checked in turn for having the interrupt
status set. When one is found, the continuator address
is set in the @ register of volatile storaga. Volatile

storage is released and a jump made to location specified
in the @ register.

If no devices on the line interrupted, volatile storage

is released and a secondary processor is checked for being
present. If one is present, control is passed to its if
not, the ghost interrupt message is scheduled, and control
is returned to the dispatcher.

The ghost interrupt message prints GI {line no.} where 7
line no. is a hexadecimal number. Upon completion of L
the printout, control is returned to the dispatcher.

2.3 Entry Interfaces

EPROC Entrance to External Interrupt Handler
I set to slot location through which interrupt came.

2.4 Internal Entry

PRINT Prints ghost |nterrupt error message
GI {line number in hex} exits to dxspatcher

2.5 External References

SECPRO Secondary Processor Table
LOGLA Table of logical units determines
L1L-LL5 number of units on line

AA 3777 PRINTED IN USA.
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13.0 volatile Storage Handler
13.1 Internal Symbols

VOLBLK - Volatile storage block starting address

VOLATL - Current address of entry into VOLBLK. Located
in the communication area.

VOLEND - Address of the location following the volatile
storage block.

OVFVOL - The entry name of a module entered in case of
volatile storage overflow.

ZERO - A communication area cell containing zero.
Ve - Index for saving users Q.
VA - Index for saving users A.
VI - Index for saving users I.

1b.1.1 Entry Symbols

VOLA - Allocate volatile.
VOLR - Return volatile previously allocated.

13.2 Function
A block of core, VOLBLK: is reserved in the system tables
module for assignment to users as volatile storage. This
block is handled by the subroutines VOLA and VOLR.

13.3 Entry Interfaces
The calling sequences to allocate a block of n words is:
RTJ VOLA Execute with interrupts inhibited-
NUM n Parameter N follows the RTJ.

The calling sequence to return a block is:

RTJ VOLR With I containing the address of the block
returned, and interrupts inhibited.

13.3.1 Entry Conditions
The interrupts must be inhibited.

When entering VOLR: YIY must contain the address
of the block to be returned.
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13.4 Exit Interfaces

135

13.b

Upon exit from VOLA, the registers A @ and I will be
saved in the volatile block. I will contain the address
of the allocated area. VOLATL will be incremented by n.
the number of words requested. The format for a block of
volatile storage is shown below.

0 ? saved I upon return points here.
1 A saved
= I saved
n words 3 {0pen?}
Y {0pen}
n-1

The minimum size of a block of volatile is three {3} words.

Upon exit from VOLR, the registers A, @ and I will be

restored from the volatile storage. VOLATL will point to L
the entry just returned. Once volatile has been returned: N
the contents of the volatile block are no longer reliable.

Internal Description

VOLA handles the allocation of the volatile storage. UWhen
it is entered: the registers A, @ and I are saved in the
allocated area. The top of the volatile stack, VOLATL, is
incremented by n, the number of words allocated.

If the stack overflows: control is given to the common
overfiow handler, OVFVOL, to take the appropriate shutdown
or recovery actions. C(ontrol is not returned., if overflow
occurred.

VOLR handles the return of allocated volatile storage. On
entry the I-register must point to the core being returned.
The I-register is simply stored into the top of the volatile
stacke A, @ and I contain the initial contents {upon entry
to VOLA} on the return.

Limitations

All users of volatile storage must conserve the address
of the allocated volatile. Entry must be made under
lockout. At least three {3} words must be requested.
Once volatile has been returned, the contents of volatile
are no longer reliable.

&
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13.48
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User Instruction

The volatile block is assembled with the system tables
module. Enough must be allocated so that the maximum
amount required for any level will be available.

OFVOL

If the volatile overflow module {0FVOL} is present, in the
event of an over subscription of volatile storage, it will
clear the mask, type Y0VY and hang in a one cell loop. If
the volatile overflow module is not present, then a jump
to 7FFF will occur with unpredictable results.

13.8.1 Entry Point

oFVoL
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4.0 Monitor Entry and Exit for Requests

4.1 Internal Symbol Definitions

VR Relative location in volatile containing the
user program‘’s return address. {Equals 3}
VPTR Relative location in volatile containing the
pointer to the user program‘s parameter list {5}.
ZERO A location in the communication region containing

a zero {s22}.

ONEBIT The first location of a table constructed so that
entry n contains 2". This is normally %23.

RCSCHD The code for the scheduler request {9%.

LPMSK The first location of a table constructed such
that entry n contains 2"-1. This is normally
location 1l2.

VTMP Relative location in volatile containing the
request code {/?%}.
AMONI A location in the communication region containing

the location of this program. This is normally
location %F\4. Py
Y The number of words ot volatile allocated per W
request {8%}.
ARE@XT A location in the communication region containing
REQRXT {request exit}. This is normally %B9.

MONT The subroutine entry point to the Request Entry
Processor.

RCTV Tg through T;D'

REQXT Common exit For monitor requests.

AVOLA Equated to %$BB {address of volatilel.

AVOLR Equated to %$BA {address of release volatilel}.

14.2 Program Function

User programs generate requests for various functions such

as I/0, core allocation: and scheduling. All of these

requests are processed by the Request Entry Processor {REP}.
Its function is to reserve volatile storage, save the registers
A, @, P, and I in volatile storage, and give control to ome

of the request processor routines Tg-..T3ypr depending upon

the request code, R(C, in the user’s calling sequence.

ly.3 Entry Interface

Entered from protected programs as a result of a monitor
call. Entered from unprotected programs via IPROC {Chapter

5. C
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The Request Entry Processor gives control to the request
processors:, Ty through Typs with specific information in

the registers. Each request processor upon entry can assume
the following:

REGISTER CONTENTS
A Apy-p is the location of the

parameter list. If Ayg = O
then the reference to the
parameters in the call was
direct. Otherwise, Al5 = 1,
and the reference was indirect
{an INDIR requestl.

Q Absolute address ot the request
processor being executed.

I I contains the location of an
eight {8} word block of
volatile storage.

Location Mnemonic

{I* + O Ve The user's d-register is saved
here.

{I} + 1 VA The user’s A-register is saved
here.

{I} + 2 VBL Not set by the Request Entry

Processor. Intended to hold
the request priority level.

{1} + 3 VR The return address of the user.
If this was an indirect call,
then the return address has
been incremented by one {1}
to give the correct return address
Otherwiser this was a direct call
and the return address must be
adjusted by the request processor.

{I} + 4 vl The user‘’s I-register is saved
here.
{I} + 5§ VPTR The location of the user‘s

parameter list. This is in the
accumulator A. See discussion
of A above.

{I} + b VTDS Not set by the Request Entry
Processor. It is intended to
contain the top of the stack
for the desired logical unit.

{1y + ¢ VTMP A temporary storage cell containin:
the request code, RC.
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4.5

1 Wb

L4.4.1 Return to Requestor

Control will be returned to the next instruction
with the registers A, &, and I restored. Overflow
will not be saved. Interrupts will be enabled and

the priority level will be the same as upon entry.
Internal Description

The Request Entry Processor handles all monitor requests

made by the user program. The user enters the Request

Entry Processor via an indirect return jump to MONI. The

Request Entry Processor inhibits all interrupts, saves the

user's registers @, Ay I, and return address in an area

unique to this request, and then enables interrupts. The

Request Entry Processor is re-entrant beyond this point.

and works only with the data area unique to this request.

The I-register is used to hold the address of this unique

area which is called volatile storage. The location of

the parameter list is then stored in volatile. If this

request has an indirect reference to the parameter list.

the return address to the program is adjusted to return N
control to the next sequential instruction. If this N
indirect call was made as the result of the completion of an

I/0 operation, the registers are adjusted to make this look

like a scheduler call since the request code in the user‘’s

request parameter |ist may not be altered. Control is then

given to the request processor specitied by the request code.

Restrictions

The I-register must be conserved throughout the request
processor called since it contains the address of volatile
storage. Each request processor must be re-entrant since
it runs at the requestor’s level. UWhen each request
processor finishes it must return the volatile core storage
by jumping to RE@XT.

Label op Address
JMP- {AREQXTY} Address of request exit.
REQXT is contained in
AREQXT .

NOTE: The 9YMINI MONITOR REQUEST ENTRY® is identical in
every way with this module with a single exceptxon It
is equipped to handle only 13 requests.
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14.7 Adding Requests
When adding requests with codes larger than 13 consult

the chapter dealing with the protect processor for
necessary changes.
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15.0 Processor for READ, WRITE Format READ, Format WRITE
15.1 Entry Interfaces
The Request Processors {Tl, T2, and Tk} are entered from
the Request Entry Processor with the A, @ and I Volatile

set up as shown below.

Register Contents

A Aly-g is the location of the parameter list.
If Al15=0r then the reference to the parameters
in the call was direct. Otherwisers Al5=1r and
the reference was indirect.

Q Absolute address of the request processor being
executed.

I I contains the location of an 8-word block of
volatile.

Volatile Storage Mnemonic

{I} + O Ve ? saved by Request Entry
Processor.

{I} + 1 VA A saved by Request Entry
Processor.

{I + 2 VPL Used to hold request priority
level .

{Iy + 3 VR P-register saved by Request
Entry Processor. If indirect
all, P is already incremented

by 1 for proper return address.

{I} + y VI The I-register saved by REP.

{I} + 5 VPTR Used to hold the user's para-
meter list location, also in
A above.

{I + b VTPE Used to hold the preceding
thread location.

{Iy + 7 VTMP A temporary used to hold

logical unit number.
15.2 Exit Interfaces

Exit to the Driver:

The driver will be scheduled: if the device associated
with this logical unit is not busy. The @ register upon
entry to the driver initiator will contain the location

of the physical device table entry for the device.

AA 3777 PRINTED IN USA.



co
3000/1700 Systers & DevEIGHROREORATION | MAR 5 1971
DOCUMENT CLAss____1IMS PAGE NO.___ 15 -2 -
PRODUCT NAME 1700 MSOS . v @
PRODUCT MODEL No. __E00E'G.0 MACHINE SERIES 4ean

AA 3777

15.14

15.u4

Exit to the User:

The request processor returns control to the REAXT where
the volatile storage is released and control is returned
to the caller.

Upon return to the user:. the registers A, I and Qjy-g will
be restored. If Q35=13r the thread location in the parameter
list is not zero, implying that this request is already

on some other thread. 1In this case: no action will be

taken on this call. This action is apparent only to
protected callers.

Schedul ing of the Completion Address, C

Control will be returned to the (ompletion Address ( at
level (P when the I/0 requested has finished or f the
device is down and no alternate exists. A messsje will be
typed in forming that the unit is down. @ will :ontain
word 3 of the parameter list. The high order tizs of @
will contain the error code V.

Internal Description \

.ky/
Requests are threaded onto the lojical unit according to
Request Priority. If the associa-ed device is not
assigned to a logica! urit and 1s operational. the driver
for the device is cailed. or, if ~he device has failed

and has no alternate., the completion address is schedulie*
with an error code indicating failure returned to the
completion address. Subroutine A TSUB, in the Alternate
Device Handler. Section L7.7, 1s .sed to obtain the
alternate logical unit if required.

NOTE: The =MINIw RWY PRQC.ESSOR® mHdule i1s identical to
this module. If the =MINI ERROR 'ROCESSOR™ moduie is
used, ALTSUB simply returns to the caller.

Request Code Zero

The zero request code 1s used to cause mass storage reads
which result from S(HDLE requests. Ffor example. if a mass
storage resident program is scheduled, the SCHDLt request
processor passes the system direc ory entry to the SPA(t
processor for allocation of space The SPACE processor
then passes the system directory :ntry to this processor

to effect a transfer of the program from mass storage.

The apparent request code carried ir the system directory ,
entry is zero. ‘:@
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SWAPPING AND RESTART

1b.1 GENERAL BACKGROUND

Many modules are non-resident, i-e.r. they are not kept in
core. Therefore, when they are operated:, it is necessary

to read them in from the library. There is an area reserved
for this purposer the size of which varies from system to
system. Each non-resident program. prior to operation, must
be assigned space in this area and read into it. Similarity.
when a non-resident program completes its function, it must
cause the area allocated to it: to be restored to the block
of empty space available for allocation to other non-resident
programs. The SPACE and RELEAS requests deal with these
operations.

Scheduling a mass memory resident system directory program
causes the following operations to be executed.

1. Space is assigned in the allocatable core area.

2. The program is read into core from mass memory.

3. The starting address of the program, i.e., the start
of the assigned core arear. is scheduled at the requested
prionity.

All mass memory resident system directory programs must be
written to be Yrun anywhereY {using relative addressing.,
etc.} since the program may be assigned different core
areas on successive operations.

If it is necessary to allocate space in the non-resident
area and insufficient space is available, it may be possible
to pre-empt that area of core used for job processing. The
procedure involved is called swapping.

Restart is the initial procedure followed from a dead start
condition. For purposes of allocating core space in as
simple a manner as possible: the area to be allocated is
treated as an I/0 device. This pseudo device is operated
by a pseudo controller {the core allocator} which is
operated via a driver {DRCORE}. The SPACE and RELEAS
requests take the place of READ and WRITE requests in this
situation. In order for this operation to work smoothly.,
the pseudo device is always considered to be logical unit
#]l. This is true for all systems. The modules to be dis-
cussed in this chapter are:

CORE ALLOCATOR
DRCORE
SPACE REQUEST PROCESSOR
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1b-2 CORE ALLOCATOR

1b.2.1 External Symbols

LVLSTR Level start table
LEND Level end
CALTHD Core allocator thread

lb«2.2 Internal Symbols

MINSIZ Minimum al locatable area {assembled
as c’}

MAXNO Largest single precision positive
number

lb.2.3 Function of the Program

The Core Allocator module allocates core to program
which are mass memory resident. It also allocates
core to programs which require additional temporary
working area at execution time.

The Core Allocator is required in the monitor on ’
all systems which have a mass memory used for ™
program storage. L

The Core Allocator accepts returned areas of core
and, if possible, combines the returned area with
adjacent areas.

Requests for core allocation are stacked by request
priority and core is allocated on a priority basis.
i.e., the higher priority programs have access to
more of the allocatable core.

1 k2.4 Comprehensive Program Description

The Core Allocator threads together all the pieces
of available core memory. Initially there is one
piece of core which is the entire area. As
allocations are made, the available area gets broken
up into many pieces. As pieces are returned, they
are regrouped into as few pieces as possible.

lk.2.4.1 Organization of (Core

Total core memory is diagramed in Figure 1.
It is divided into three parts: Part 1}
the core resident programs constants:

Part 2} the allocatable area: and Part 3}
unprotected core.
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Part 2 is allocated by the core allocator

according to the request priority in the
parameter list. A fixed amount of the
available core is available to each priority
level. As shown in Figure 1, higher

priority levels have access to more of the
core than lower priorities. This has the
effect of guaranteeing that many low priority
programs cannot use an area set aside for a
high priority program. An area can always

be available to a higher level by restricting
the area available to lower levels. The

core allocator also selects the core from

the smallest available piece. This has the
effect of minimizing the number of pieces

of core that are too small to be usable.

The technique uses the small leftover

pieces first while leaving the big pieces

for future requests.

CORE l  ALLOCATABLE AREA  UNPROTECTED
RESIDENT | e——level 03 CORE
PROGRAMS j¢———level 1—>
AND |
DATA Jé——LEVEL 14 >
) e———LEVEL 15 >
0 TOP OF CORE AVAILABLE IFEF

TO THE ALLOCATOR

FIGURE 1
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Core Memory is

initialized as follows:

TOP OF THREAD

CALTHD

RESIDENT
CORE

N

Length of core

N

FFFFyL

End of thread

f
i
!
4
i
—-

| UNPROTECT
" CORE

i
b
1

AVATLABLE
CORE

I V74

£ D

FIGURE @

Individual pieces of allocated core are oganized as shown in

Figure 3.

The core allocator stores two control

core area. The first word,
requested length N, plus 2.
of the allocated area. The
contains the address of the

AA 3777

words into the allocated
located at YA-2° always contains the
and represents the actual length
second word, located at A-1l, always
areas A.
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Location Contents
A-2 N+ 2 Actual length of Area
A-1 A Location of Area
-
A

N | Allocated Area
of length N

A+N-1L

FIGURE 3

After an allocation has been made, core memory appears as
shown below:

TOP OF THREAD

RESIDENT
CALTHD N CORE

ny

Ay
.
Al jjyf‘ ¢«— Allocated area of nj
////u IL words starting at Aj

A2l Noni
| FFFFap

L N=njy,

END OF .'. \é__Available area of N-nj
YAVAILABLE CORE® words starting at Ap
THREAD

UNPROTECTHD
CORE

FIGURE Y4
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The subroutine, RERALC, {request allocation}
actually does the analysis to select the
available area of memory. The logic is
discussed below. RERALC is called by the
Core Allocator Driver with the parameters,
requested length and level.

If the requested length is larger than the
area available to the requested level, then
RERALC, immediately returns with a zero para-
meter to the driver.

Otherwise: a search of all available core
to the requested level is made to select
that piece which has the following properties-

1. The piece must contain N+2 words
available to the requested level.

2. The remaining piece {after N+2 words
are allocated} is smaller than the
corresponding piece of all other allor™
catable areas to the requested level .v ¥

If no such piece is found, then the parameter,
-1 is returned to the Core Allocator Driver.

Otherwise, the optimal piece 1s broken into
two or three parts:, and the thread of avail-
able core is strung through the left-over

The left-over pieces are restricted
larger than MINSIZ so that they

can contain the thread information. Figure 5

shows how a piece is broken up into three

pieces. Piece #1 lies below the area avail

able to the level and Piece #2 remains after

the requested piece has been removed.

piece.
to being
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N ‘ CORE CORE N
RESIDENT RESIDENT
Ay ; Al
l /
A m
Ny A 1 Ny
AN A3 N3, Piece #1
i
-— - - -— — - - ’i_ - — }_ A . -
: A ! Np T
: c | 5]
@ A
| 3 “Na
Available to ‘ Allocated to
Requested i v Request for
Level : A N T No-2 Words
| R 3 N
H T KN ) - 3
: 4 "‘—"‘_-—~———..~__‘
34 l} Piece #2
AN NN_- ) AN _ NN T
~“_f‘jfrl"'f:l‘b o FFFF1L | NN
UNPROTECTED NPROTECTED
CORE CORE
— y
FIGURE 5§
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lt-2-5 Tables

LVLSTR

1 -3 DRCORE
L 3.1 External

LAND
LOGIA

CALTHD
RTNCOR
CORE

LVLSTR

SWAPAR

AA 3777

Core return logic

The subroutine RTNCOR does the analysits
to combine the return piece ot core with
the already available pieces- RTNCOR is
entered from the RELEAS request processor
{DRCOREZ.

A search is made to find the first piece of
available core which is below the returned
piece- The returned piece 1s threaded into
its proper position {the available core
thread is ordered by ascending core locationl}.
A check 1s made to see i1f the returned piece
touches 1ts lower and/or upper neitghbor. If
sor the adjacent pieces are combined into
one piece and the thread is updated.

This table contains L? cells and 1s located

in the system table module {SYSBUF}. The ™
first 1b cells are indexed by priority levei s
Each entry contains the core address ot the
first cell allocatable to programs with
request priorities of the level represented
by the index. The last cell contains the
address ot the last cell in the area which

is controlled by the core allocator.

Symbols

Address ot last location in the area
controlled by the core allocator.

Logical unit table containing PHYSTB addresses
tor each logical unit.

Core allocator thread.

Entry to core allocator tor releasing space.
PHYSTB entry for tne core allocator.

Level start table.

Mass storage address ot area where unprotected

core contents are saved during swap. Filled

by the initializer.
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UNPIO Count ot number ot unprotected I/0 calls
pending-

SPASW A switch in TRANV used to inform the protect
processor that a swap is desired.

LOG2 Logical unit table containing bhread tops
tor all logical units.

RE®ALC Entry to the core allocator tor allocation

ot space.

AREAC Start address of block controlled by the
core allocator.

1b.3.2 Function ot the Program

DRCORE serves as the driver for the core allocator
and as the request processor tor RELEAS requests.
In this capacity it makes all decisions 1n the area
ot swapping and stacking calls for space.

. SWAPCK is the entry point to a subroutine used by the
(“’ Jjob processer and library edit programs to count down
the UNPIO unprotected I/0 counter and restart the
space driver 1t 1t 1s waiting to swap and UNPIO is
zero.

1 &3.3 Requests tor Space
Requests tor space come trom two sources.

L. Schedule calls tor non-resident system
directory programs-
2. SPACE requests.

1+ 3.3.1 System Directory Format

The scheduler gives control to DRCORE when

a system directory request for a mass memory
resident program is made. DRCORE determines
the starting address of the program. based
upon the areas of core that are currently
availlable and enters this address in word

1, S, ot the System Directory entry-

AA 3777 PRINTED IN USA.
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The format tor the system directory

MACHINE SERIES

1700

is shown below:

WORD 15 1y 9 87 3 g 7 words

per entry

0 0 RC 0 RP CP in the

- T Directory

1 . for Mass

T Memory
c . THREAD _ Resident
Programs

Y e N

5 __MMA £29-153

b 0 MMA {1l4-0%} L ]

RC is the request code for the System Directory and 1s
zero.

RP 1S the request priority used in the allocation of
core memory. RP is a number from 0O to 15. {set by
the LIBEDT aS statement}. RP=1 to 3 is reserved
for use by the Job Processor.

CP is the completion priority at which the mass memory
resident program will be scheduled atter the read is
complete. (P 1s set tor the Scheduler and is
obtained trom the requesting program®s scheduler
call.

S 1s the starting Core address of the program and also
the first location ot the allocated core. This 1s
set by tne core allocator.

THREAD 1s the thread location used to point to the next

entry on a threaded
be placed on the following threads.

will

THREAD NAME

Core Allocator

Mass Memory 1I/0 Driver

Scheduler

list.

This directory entry

POSITION DETERMINED BY

RP
RP

cP

WHEN

after scheduling

atter allocation

atrter Mass Memory
Read
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The thread location is set non-zero
by the Core Allocator Request
Processor and is cleared to zero on
completion.

4 is the parameter passed from the
requesting program to the requested
program-.

N is the length in words of this program

on mass memory.

MMA is a double length word containing the
mass memory address ot this program.
The first word contains the most
significant L5 bits. The second word
contains the least significant 15 bits.

1 -3-3.2 SPACE Requests

The user program may make a Monitor request
for allocating core. The core area will be
allocated to the requesting program and must
be returned by the requesting program before
it will be reassigned to another program.
The list ot parameters is as follows.

15 14 98 7 4 3 U

THREAD

a

N

is the space request code and is equal to 1lU.

is a relative/absolute indicator, modifying C.
is.the request priorityr. the relative priority of
this request used to determine the position on the
core allocator thread and also to determine area ot
core allowable. RP 1s a number from 4 to 15.

is the completion priority, the level at which
control will be returned to C.
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THREAD is the thread location used to point to the next
entry on a threaded list. This monitor request
will be placed on the following threads:

THREAD NAME POSITION DETERMINED BY ‘ WHEN

Core Allocator RP after request

Scheduler CcP atter allocation

The thread must initially be zeror and is reset to zero on
completion.

Q contains the address of the area allocated and is
in the @ register whén control is given to the
completion address, (. If allocation is impossible
R will be set negative.

N 1s the number of words requested.

1b.3.3.3 Internal Description of Allocation

The Space Driver DRCORE is operated by a S
SCHDLE request from the request processor
{just like any other driver}. It uses
subroutine FNR for new requests and uses

the Core Allocator Subroutine CORALC to

obtatn the space required. If sufficient
space is availlable then C(OMPR®R is used to
complete the request. @ will be set to the
address ot the allocated area when the
completion address for the space request is
scheduled via COMPRA. If it is impossible

for sufticient space to be available and
swapping 1s 1n effect then the completion
address will be scheduled with @ set negative
denoting an error. Errors of this type due

to system directory calls cause the system
directory call to be ignored but cannot be
detected by the cailer as no completion
address 1s available.

If insufficient space is not available then
an attempt is mude to swap: the request 1s
rethreaded and the driver is set Ynot busy®.
I+ core 1s released before swapping is

effected, then the space driver will be re-
entered and the request will be completed ii(}
)
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sufficient space is available. Otherwise

the request will be processed after the core

swap area is released. For swapping to be
executed the following conditions must all
be true.

1. The completion priority is greater than
2. This is necessary since programs of
level 2 and below are not operated after
a swap since they might involve job
processing.

2- A swap is not already in effect.

3. A suitable time internal, since the
swap has passed.

4. No unprotected I/0 is

last
in progress-

If any ot these conditions are not fulfilled.
the request is put back on the core request
thread just before DRCORE exits to the
dispatcher.

Additionally, in the case ot condition 4.
SPASW 1s set nor-zero so that the protect
processor will schedule DRCORE whenever
UNPIO=0 and the allocator is not busy-.

If the above conditions for swap are fulfilled,
then the fullowing operations occur:

L. A write 1s started which transfers the
contents of unprotected core to a
designated area on mass storage. This
area is set up at system initialization.

2- A loop is scheduled at level 2 to lock
out all programs at that level and below.

3. The LVLSTR table and LEND are updated
to reflect the additional space available
for allocation.

4. SWAPON is set to ones to indicate a
swap has occurred.

At the completion of tnhese operations the
space driver 1s marked Ynot busyY and the
request that caused the swap is re-threaded
to the top of the L0GZ2 request thread-

When the swap transfer to mass storage 1s
completed: the space driver resumes as

fol lows.

1. The core allocator is entered to release
the space just made available.
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2. The area is protected.

3. A space request for the swapped.area is
added to the wait list for threading
on the allocator thread at completion
of DRCORE processing.

4. A new attempt is made to allocate the
space to the call which caused the swap-

When enough space is released so that the
area is again available for job processing
{the SPACE request made above is completed}
the above procedures are reversed and the
Job is resumed as if no swap occurred.

NOTE: For swapping to combine the allocatable
Yunprotectedv areas, the space request
processor must be the last resident module.

The priority level of the space driver is
determined by the completion priority set

in Word 0 of the CORE physical device table-
It 1s usually set to seven {?}. UWhen a swap
occurs the space driver must set all the
protect bits in the unprotected core area-
To do this requires b.b micro-seconds per
location. Thus, for an YunprotectedY area
of size 10K the driver level will be busy
in this loop for approximately kb milliseconds
when a swap is requested or released.

N

The space driver rethreads a request back on
to the allocator thread if it is not possible
to allocate enough space for the request at
that time. No attempt is made to process
lower priority requests even though they may
require less space. The exception to this
rule is if the request to be re-threaded

has a completion priority of less than three
{3}. These requests are put on a wait thread
temporarily and then an attempt is made to
allocate space to the next request on the
allocator thread. When any other requests
have been processed requests on the wait
thread are returned to the allocator thread-.
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On completion of job processing, routine
JOBEND in the Manual Interrupt Processor

is entered to cause a core swap. This is
done by making a special space request that
can only be satisfied at the given request
priority by a core swap. The special area
so allocated is released when the job
processor is requested. This area occupies
only four cells for the allocator thread

at the end of the Yunprotected areav.

Unnecessary swapping is thus aveided when
the job processor is not in use. Excessive
swapping on temporary overloads during job
processing can be avoided by setting the
minimum interval between swaps. Table LVLSTR
must be set up very carefully noting that
programs that are not independent cannot be
assigned to the same request priority, i-e..
they must have separate allocatable areas in
which to run. It is not sufficient to

== provide a total allocatable area at one

( request priority sufficient for two dependent
programs since one ot the programs could be
assigned to the middle of this area leaving
insufficient area for the other program.

1b.3.5 RELEAS Requests
1b.3.5.1 Monitor Request for Returning Core
All programs that have been allocated core
memory, must return the allocated core to
the Core Allocator:, when they are finished.
This 1ncludes all mass memory resident
programs.

The calling sequence is shown below:

rlS 4y 987 1 o
PARAM+0 | 0 | RC 1x ] o ]+l
RC is the request code twelve {12} for returning core-
X 1s an absolute/relative indicator.

C :

is the return control indicator.
If R=0, control is given to the dispatcher after core
is returned. This is the value of R to be used when

AR 3177 R S PRINTED IN USA.
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a program returns the core in which it resides. Since
the core will be re-allocated, the program residing

in it may be destroyed. Thus control is not returned
to the program but to the Dispatcher instead. Other-
wise R-1, control is given to the user at the next
instruction.

C specities the area being returned.

If C15=0, X is ignored and Cyy-0 is the absolute core
address of the area being returned. {absolute direct}

If C35=1 and X=0, then C1y 0 is the location that
contains the absolute core address of the area being
returned. d{absolute indirect}?}

If Cy5=) and X=0 then Cyy-0 is a 15 bit relative
address which when added to the address of the
parameter |list gives the core address of the area
being returned {relative, direct}

Note that relative indirect 1s not allowed.

T

Notes on returning core: s

User programs must return each piece of core which they have
been allocated. Otherwise the piece of core will remain
allocated indefinitely. Each piece must be returned once
only.

A check is made to determine if the area of core being
returned belongs to the allocatable area. If the area of
core being returned is outside the allocatable arear then

the request is ignored and control does not come back to the
user, but instead goes to the Dispatcher. Using this fteature
all programs, whether mass memory or core resident, can be
written identically. At the end of a program. the RELEAS
request is made with R, the return indicator, set to zero.
and C specifying the start ot the program. For core resident
programs no core is returned and control goes to the dispatcher.
For mass memory resident programs., the core is returned and
control is given to the dispatcher. The coding for both
core resident and mass memory resident routines is the same.

SPACE REQUEST PROCESSOR

The SPACE Request Processor is entered in the same manner

as the R/W Processor. 1Its purpose is to set necessary ]
parameters {logical unit number, etc.} so that the R/UW d:@
Processor can complete processing of the request- 1In

addition, this processor contains the block of core cont-

rolled by the Core Allocator and the restart program.
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CKTHRD Routine 1n R/W Processor which checks for
non-zero thread.

LEND Address ot LOC that contains LAND in DRCORE.

SAVLU Location in R/W Processor to which the SPACE
Request Processor exits-

CALTHD Core allocator thread location in SYSBUF.
RPMASK Mask for request priority

IDLE The level -1 idle loop-

DTIMER Entry point to diagnostic timer

Internal Symbols

AREAC Start of allocatable core area.

AVCORE Size of the allocatable core area-

LAND End of the allocatable core area

AREAl, AREAZ2, AREA3, AREA\Y Size of areas l-4.

Restart Routine

Since this program is operated once immediately
after autoload, it is located in the block to be
controlled by the core allocator.

It 1s entered via the following procedure when the
system is on mass storage.

L. Master clear the machine.

2. Depress the autoload button on the mass storage
device. )

3 Depress the run switch. This causes the machine
to execute a program which reads the resident
portion of the system from mass storage. UWhen
this is done: the program jumps to the address
specified 1n location 1, which is the address of
the restart program.

The restart program performs the following operation
before jumping to the idle loop-

L. Protects all locations which must be protected
and unprotects all others
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2. Enables the timer interrupt and initiates the
diagnostic timer if present.
3. Requests that the protect switch be activated.

The 15?3 Line Synch. Timing Generator {timerl} is
assumed to be interfaced via a 1570 Data and Control
Terminal {DCT} that is assigned to Equipment No. 8
It is started by an output with A=AD0D3L. If this
output results in a reject, the following message

will be printed on the output comment device:
TIMER RJ
This message will occur if the Timer is not present

or if the YOOhZ power supply is switched .off or the
equipment code assigned to the DCT is not 8.

The message PP is then typed to request that the
operator set the protect switch ON and enter an ~.
On input of an » (R the Restart program exits by a
Jump to the level 1 idle loop IDLE.
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PARAME - Parameter List Conversion Routines

20.1

c0.2

c0.3

Program Function

Four routines are provided in this module for the
purpose of decoding parameters in monitor requests.
The parameters decoded are:

LU = Logical unit

S - Starting address of I/0 buffer

N = Maximum number of words to be transferred
C = Completion address

Entry Interfaces
The entry points are as follows:

LUABS
SABS
NABS
CABS

The routines are entered by a RTJ to one of the above
entry points or by an indirect RTJ to locations BC-BF
in LOCORE. On entry @ contains the location of the
parameter list.

Exit Interfaces
All routines exit with the decoded parameters in ®.
In addition, SABS exits with the location of the S

parameter in A. A and @ are not conserved, but I
remains unchanged during the routines.
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18.0 TRVEC - Transfer Vector Table

AA 3777

18.1

l8.2

FUNCTION

This module functions as a communications area between

the mass memory resident Job Processor and Library Edit-
ing modules and core resident modules. TRVEC divides
functionally into three parts: {1} the vector table -

a table of flags and addresses necessary for communication
between core resident and mass resident programs. {2}
JBCNCL - routine to schedule either JBKILL or PROTEC

and {3} JPRETN - routine to facilitate return to either

T? or JPLOAD from the Loader.

ENTRY POINT NAMES AND FUNCTIONS
TRVEC Entry Point to TRVEC module.

TRANV Contains the absolute address of the Job
Processor transfer vector table.

JBPROE Location in JOBENT to Process Job Processor
modules.

ERRMSG Absolute address of ERRM routine in J OBENT.
MIBUF Absolute address of MIPBUF buffer in JOBENT.
TRNVEC Absolute address of TRNTBL buffer in JOBENT.

LIBET Contains location in LIB in JOBENT module
{routine to schedule LIBEDTYX.

RECOV Contains absolute location of RECOVR in JOBENT
module {routine to schedule the Recovery program}

RELS1A Location in JOBENT to release a specified file.

JOBIND A flag which indicates whether the Job
Processor is in core.

UNPIO Contains the number of unprotected I/0 calls
pending. Used by the Core Allocator to
indicate when a swap may be made.

IUP Pointer to the comment device. Used by the Job
Processor {initially set to 18FD}.

SPASU Flag which is set non-zero when the Core
Allocator wishes to swap core.

NSTACK Maxe number of stacked requestse

PRINTED IN USA.
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VRESET Flag when set indicates to JBKILL to change
IUP back to its initial value {18FDy 2.

PCOMFL Protected Common Flag {LIBEDTZ.

PRORET Contains the absolute address in JPLOAD to
return to after PROTEC is scheduled.

JPSWT Temporary location for MIINP buffer address
or an index to the tranta table or a negative
value set by JOBENT or JBKILL.

FILEL Contains the address of the area in allocatable
core where JOBENTa Tll. T?- TS5 and T3 are
brought into.

FILER Address of the area for the Job Processor and
LIBEDT modules.

FILES3 Address of the area for the Protect Processor
and JBKILL modules. .

e

FILEY Address of the area for the tape driver buffers.

LOCF Contains the location of the routine in the
Protect Processor which puts out J0l and 402
error messages.

LPTRS Location of PTRs in the Protect Processor.

SWTCH Switch to lock out Job Processor when LIBEDT
or the recovery program is in operation.

LOADIN Flag for protect processor to allow the loader
to read and write below the scratch area on
mass storage.

UNPTIM Number of unprotected timer requests outstanding
{checked by JBKILL before job is terminated}.

JKIN Contains the address of JBKILL when in core.

JBCNCL Job Processing cancel routine

JBCNFG Set when JBKILL is active.

JPRETN Routine to interface between loader and Job (]@
Processor modules.

JPRETL Contains a return address to T7?7 or JPLOAD.

AA 3777
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18.3 EXTERNALS AND DESCRIPTION

PROTEC - An entry in the system dlrectory.
The mass memory resident Protect Processor.

18.4 ENTRY INTERFACES
None
18.5 EXTERNAL INTERFACES

Within the JBCNCL routine an exit is made to the
dispatcher to schedule either PROTEC or the starting
address of JBKILL. Within the JPRETN routine an exit
is made to either T?7 or JPLOAD depending on what
address is stored in JPRETLl. -

18.6 GENERAL PROGRAM INFORMATION

18.k.1 The equate of NSTACK to 5 sets the maximum number of
I/0 requests that may be stacked at one time.

(' 18.7 GENERAL DESIGN PECULIARITIES

18.7.1 If a new entry is made to the vector table. it must be
inserted following the constant RELS1A. The constants
from TRANV through RELS1A are part of a table transfer
from JOBENT.

18.8 PROGRAM LOGIC

18.8.1 The JBCNCL routine first checks the job cancel flag

{JBCNFG} which is set if JBKILL has been scheduled.

If scheduled jump to the dispatcher. If not scheduled
add one to JBCNFG+ set the @ register negative to
indicate that JBKILL 1is requested and check the JBKILL
in core flag {JKIN}. JKIN+ if non zeros will contain
the starting address of JBKILL. If JBKILL is ina
schedule that address and if it is not ina schedule

the Protect Processor and jump to the Dispatcher - both
the address and PROTEC are scheduled at level two so
that no other Job Processor routines may interrupt them.

AA 3777 ‘ PRINTED IN USA.
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TMINT processes TIMER requests, timer interrupts and delay
expiration.

19.1

19.2

19.3

External Symbols used by Timer Package
SCHERR Used to exit if the schedule is full
TIMACK Acknowledge code for time interrupts
Time Request Processing

19.2.1 Entry Interface

Entered from the monitor entry for requests via
a jump. ©IY contains location of volatile, and
YA° contains location of the request.

19.2.2 Exit Interfaces

Exit is made to SCHERR if no schedule stack space
remains open. Exit is made to request exit after
the request has been added to an appropriate stack.

19.2.3 Internal Operation

On entry, the request processor translates the
completion address and attempts to fill an empty
schedule stack entry with a SCHDLE request at the
level specified in the TIMER request. If no
empty exists, exit is made to SCHERR.

The newly filled schedule stack entry is then
threaded to one of 4 |ists depending on the °UY
parameter. The callers delay time is added to
the stack entry as the YdY parameter. Exit is
then made to the request exit.

Time Interrupt and Expiration Processing

After the interrupt is acknowledged:, each of the counters
for the 4 |lists {see 8.4.3} are examined to see if one
count for that list has expired. If no, the respective
count is decremented and exit is made to the dispatcher.

If the count is expired, it is reset and the threaded

list corresponding to that counter is examined. The

delay in each member of the list is decremented. Those
delays which are decremented to zero cause SCHDEL requests
which result in operation of the concerned program. UWhen
this process is completer the next counter is decremented
etc.

PRINTED IN USA




CONTROL DATA CORPORATION

DOCUMENT CLASS

PRODUCT NAME

3000/1700 Systems & Development pivison MAR 91971
IMS PAGE NO.___19.7
1700 MSOS O
c00%»3.0 MACHINE SERIES 2?00

PRODUCT MODEL NO.

19.5

AA 3777

If the acknowledge of a time interrupt is rejected, the
program will exit to the dispatcher.

Installation

The TMINT module may be added in the same way with one
additional requirement. The entry point name °TIMINT®
must set as the primary processor for the interrupt line
where time interrupts are trapped. This is done by
suitable re-assembly of LOCORE module of the system .

Internal Symbols used by TMINT

These symbols are defined via EQU pseudo operation and
can be easily deduced from the listing.
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