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An Introduction to the UNIX Shell 

S. R. BOl/rne 

Bell Laboratories 
Murray Hill, New Jersey 07974 

ABSTRACT 

The shtll is a command programming language that provides an interface to the 
UNlxt operating system. Its features include control-flow primitives, parameter 
passing, variables and string substitution. Constructs such as while. ;( thtn tlse. 
cast and for are available. Two-way communication is possible between the 
shell and commands. String-valued parameters. typically file names or flags. 
may be passed to a command. A return code is set by commands that may be 
used to determine control-now, and the standard output from a command may 
be used as shell input. 

The shell can modify the environment in which commands run. Input and out
put can be redirected to files. and processes that communicate through 'pipes' 
can be invoked. Commands are found by searching directories in the file sys
tem in a sequence that can be defined by the user. Commands can be read 
either from the terminal or from a file, which allows command procedures to be 
stored for liner YSI:, 

November 12, 1978 

'tlJ~IX is a Trademark of Bell Laboratories. 



An Introduction to the UNIX Shell 

1.() Introduction 

S. R. Bou",e 

Bell Laboratories 
~urray Hill. New Jersey 07974 

The shell is both a command language and a programming language that provides an interface 
to the UNIX operating system. This memorandum describes. with examples. the UNIX shell. 
The first section covers most of the everyday requirements of terminal users. Some familiarity 
with L"NIX is an advantage when reading this section~ see. for example. "UNIX for beginners".l 
Section 2 describes those features of the shell primarily intended for use within shell prOe 

cedures. These include the control-flow prtmitives and string-valued variables provided by the 
shell. A knowledge of a programming language would be a help when reading this section. 
The last section describes the more advanced features of the shell. References of the form "see 
pIpe (2)" are to a section of the UNIX manual. 2 

1.1 Simple commands 

Simple commands consist of one or more words separated by blanks. The first word is the 
name of the command to be executed~ any remaining words are passed as arguments to the 
command. For example. 

who 

is a command that prints the names of users lo~ged in. The command 

Is -I 

prints a list of files in the current directory. The argument -I tells Is to print status informa
tion. size and the ~reation date for each file. 

1.2 Background commands 

To ~xecute a command the shell normally creates a new proce<;s and waits for it to finish. A 
command may be run without waiting for it to finish. For example. 

cc pgm.c & 

calls the C compiler to compile the file p'l:m.~·. The trailing & is 1n operator that instructs the 
shell not to wait for the command to finish. To help keep track of such a process the shell 
reports its process number following its creation. .~ list of currently active processes mar be 
obtamed usmg the ps command. 

1.3 Input output redir~tion 

~(ost commands produce output on ,he standard output that is initially connected to the termi
nal. This output may be sent :0 a file by writing. for example. 

Is -I > file 

The :1Q[ation > I'ji~ is interpreted by the shell Jnd is not passed :.l.S oln argument to is. [f t7!tt does 
not exist then [he sheil ;;;:e:ltes it: otherWIse [he original .;:ontents of nIl! are replaced with the 
output from Is. Output muy ,e lppended to .1 tile using the not:l.tion 
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Is -1 »file 

In this case .file is also created if it does not already exist. 

The standard input of a command may be taken from a file instead of the terminal by writing, 
for example, 

wc <file 

The command wc reads its standard input (in this case redirected from .file) and prints the 
number of characters. words and lines found. If only the number of lines is required then 

wc -I <file 

could be used. 

1.4 Pipelines and filters 

The standard output of one command may be connected to the standard input of another by 
writing the 'pipe' operator, indicated by I, as in, 

Is -I I wc 

Two commands connected in this way constitute a pipeline and the overall effect is the same as 

Is -1 > file~ wc < file 

except that no .file is used. Instead the two processes are connected by a pipe (see pipe (2» and 
are run in parallel. Pipes are unidirectional and synchronization is achieved by halting wc when 
there is nothing to read and halting Is when the pipe is full. 

A filler is a command that reads its standard input, transforms it in some way, and prints the 
iesult is output. One such filter, grep. seiects from iis input those iines that contain some 
specified string. For example, 

Is I grep old 

prints those lines. if any, of the output from Is that contain the string old. Another useful filter 
is sort. For example, 

who I son 

will print an alphabetically sorted list of logged in users. 

A pipeline may consist of more than two commands, for example, 

Is I grep old I wc-l 

prints the number of file names in the current directory containing the string old. 

1.S File name generation 

Many commands accept arguments which are file names. For example, 

Is -I main.c 

prints information relating to the file maifl.c. 

The shell provides a mechanism for generating a list of file names that match a pattern. For 
example. 

Is -I *.c 

generates. as arguments to Is. all file names in the current directory that end in .c. The charac
ter * is a pattern that will match any string including the null string. In general paTTerns are 
specified as follows. 
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\lfatches any string of characters including the null string. 
\lfatches any single character. 
\lfatches anyone of the I:haracters enclosed. A pair of characters separated by a 
minus will match any character lexically between the pair. 

[a-z)· 

matches all names in the current directory beginning with one of the letters a through :. 

lusr/fred/test/ ? 

matches all names in the directory lusr/fred/test that consist of a single character. If no file 
name is found that matches the pattern then the pattern is passed. unchanged. as an argument. 
This mechanism is useful both to save typing and to select names according to some pattern. It 
may also be used to find files. For example. 

echo lusr/fred/·/eore 

finds and prints the names of all cor~ files in sub-directories of lusr/fred. (echo is a standard 
U~IX command that prints its arguments. separated by blanks.> This last feature can be expen
sive. requiring a scan of aU sub-directories of lusr/fred. 
There is one exception to the general rules given for patterns. The character • : at the stan of a 
file name must be explicitly matched. 

echo • 

will therefore echo all file names in the current directory not beginning with .: . 

echo .• 

will echo all those file names that begin with ':. This avoids inadvenent matching of the 
names .: and '.: which mean 'the current directory' and 'the parent directory' respectively. 
(Notice that Is suppresses information for the files': and' .: .) 

1.6 Quorinl 
Characters that have a special meaning to the shell. such as < > * '! ! ". are called metachar
acters. .~ complete list of metacharacters is given in appendix B. Any character preceded by a 
\ is 1./1I01f!d and loses its special meaning. if any. The \ is elided so that 

echo \? 

will echo a single ,!, and 

echo \\ 

WIll echo a single \. To allow long strings to be continued over more than one line the 
sequence' newline is ignored. 
\ is convenient for quoting single characters. When more than one character needs quoting the 
above mechanism is clumsy and error prone. .~ string of characters may be quoted by enclos
ing the string between single quotes. For example. 

will ~cho 

The quoted stnng may not contain a single quote but may .,;ontlin newlines. which are 
;lrese:-ved. This quoting mechanism is che ~ost simple Jna .s ~ecommended for casual use. 

-- - --- ---~~~~~~~~~-
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A third quoting mechanism using double quotes is also available that prevents interpretation of 
some but not all metacharacters. Discussion of the details is deferred to section 3.4. 

1.7 Prompting 
When the shell is used from a terminal it will issue a prompt before reading a command. By 
default this prompt is '$ '. It may be changed by saying. for example, 

PS 1 - yesdear 

that sets the prompt to be the string yesdear. If a newline is typed and further input is needed 
then the shell will issue the prompt' > '. Sometimes this can be caused by mistyping a quote 
mark. If it is unexpected then an interrupt (DEL) will return the shell to read another com
mand. This prompt may be changed by saying, for example, 

PS2-more 

1.8 The shell and login 

Following login (I) the shell is called to read and execu! e commands typed at the terminal. If 
the user's login directory contains the file .profile then il is assumed to contain commands and 
is read by the shell before reading any commands from the term::'1al. 

].9 Summary 

• Is 
Print the names of files in the current director v. 

• Is > file 
Put the output from Is into file. 

• Is I we-I 
Print the number of files in the current directory. 

• Is I grep old 
Print those file names containing the string old. 

• Is I grep old I we-I 
Print the number of files whose name contain~ the string old. 

• ee pgm.c & 
Run cc in the background. 
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2.0 Shell procedures 
The shell may be used to read and execute commands contained in a file. For example. 

sh file [ args ••• ] 

caBs the shell to read commands from ti/~. Such a file is called a ,:omma"d procedllr~ or shell 
procedure. Arguments may be supplied with the call and arc: referred to in tile using the posi
tional parameters 51. 5%. •••• For example. if the fiJe W,'l contains 

who I grep SI 

then 

sh WI rred 

is equivalent to 

who I grep fred 

UNIX files have three independent attributes. read. wrtle and execlIte. The UNIX command 
chmod (1) may be used to make a file executable. For example. 

chmod +X WI 

will ensure that the file w,' hu execute status. Following this. the command 

wg fred 

is equivalent to 

sh WI rred 

This allows shell procedures and programs to be used interchangeably. In either case a new 
process is created to run the command. 
As well as providing names ror the positional parameters. the number of positional parameters 
in the call is available u $#. The name of the file beinl executed is available as SO. 
A special shell parameter $- is used to substitute for all positional parameters except SO. A
typical use of this is to provide some default arguments. as in. 

nroft" - T 4S0 -ms S-

wnich simply prepends some arguments to those already given. 

2.1 Control How - for 
A frequent use of shell procedures is to loop through the arguments (51. 52 •.. .> ex~uting 
commands once for each argument. An example of such a procedure is rei that searches the file 
lusr/lib/telnos that contains lines of the form 

fred mh0123 
bert mh07S9 

The text of lei is 

for i 
do grep Si /lJsr/lib/telnos: done 

Tne command 

tel fred 

;mnts those lines In lusr/lib/teJnos that contain t!':e string 'rect, 
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tel fred ben 

prints those lines containing fred followed by those for bert. 

The for loop notation is recognized by the shell and has the general form 

for name in MI I Ml2 ••• 
do command-list 

, done 

A command-list is a sequence of one or more simple commands separated or terminated by a 
newline or semicolon. Funhermore. reserved words like do and done are only recognized fol
lowing a newline or semicolon. name is a shell variable that is set to the words Mil wJ ••• in 
tum each time the command-list following do is executed. If in Mil Ml2 ••• is omitted then the 
loop is executed once for each positional parameter~ that is. in $. is assumed. 

Another example of the use of the for loop is the create command whose text is 

for i do > Si~ done 

The command 

create alpha beta 

ensures that two empty files alpha and beta exist and are empty. The notation > file may be 
used on its own to create or clear the contents of a file. Notice also that a semicolon (or new
line) is required before done. 

1.1 Control ftow - case 
A multiple way branch is provided for by the case notation. For example. 

case 5# in 
1) cat »51 ~~ 
2) cat »52 <51 ;; 
.) echo 'usage: append [ from] to' ;; 

esac 

is an aplJend command. When called with one argument as 

append file 

S# is the string I and the standard input is copied onto the end of ,file using the cat command. 

append file 1 file2 

appends the contents of . file I onto file 2. If the number of arguments supplied to al'IJel1d is other 
than 1 or 2 then a message is printed indicating proper usage. 

The general form of the case command is 

case word in 
pattern) command-list ;; 

esac 

The shell at~empts to match word with each J1GI1ern. in the order in which the patterns appear. 
If a match is found the associated command· list is executed and execution of the case is com
plete. Since. is the pattern that matches any string it can be used for the default case. 

A word of caution: no check is made to ensure that only one pattern matches the case argu
ment. The first match found defines the set of commands to be executed. In the example 
below the commands following the second • will never be executed. 
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case S# in 
.) ... :: 
.) ... ~~ 

esac 

Another example of the use of the case construction is to distinguish between different forms 
of an argument. The following example is a fragment of a t,:C command. 

for i 
do case Si in 

-(oes» ....• 
--) echo 'unknown flag sr ~~ 

• .c) /lib/ cO Si ••• ~; 
.) echo 'unexpected argument sr ~; 

esac 
done 

To allow the same commands to be associated with more than one pattern the case command 
provides for alternative patterns separated by a I. For example. 

is equivalent to 

case Si in 
-x I-y) 

esac 

case Si in 
-(xy» 

esac 

The usual quoting conventions apply so that 

case Si in 
\ ?) 

will match the character ? . 

2.3 Here documents 

The shell procedure '~I in section 2.1 uses the file lusr/lib/telno5 to supply the data for grtp. 
An alternative is to include this data within the shell procedure as a htrt document. as in. 

for i 
do grep Si «! 

fred mhOl23 
bert mhOi89 

done 

[n this example the shell takes the lines betwee:1 «! lnd ~ as the standard input for grtp. 
The string! is arbitrary, the document being terminate<i by a line that consists of the string fol
lowing «. 
Parameters lce substituted in the document ~efcr~ it is made available to grep as illustrated by 
the foilowing procedure cailed edg. 

--------- ----- ---- - -------------------



The call 

ed 53 «% 
g/S1/s//52/g 
w 
% 

edg string 1 string2 file 

is then equivalent to the command 

ed file < < % 
g/string1/s//string2/g 
w 
% 
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and changes all occurrences of sIring/in file to sIring]. Substitution can be prevented using \ to 
quote the special character S as in 

ed 53 «+ 
1.\5s/51152/g 
w 

+ 
(This version of edg is equivalent to the first except that ed will print a ? if there are no 
occurrences of the string 51.) Substitution within a hrrr document may be prevented entirely 
by quoting the terminating string. for example. 

grep 5i «\# 

# 

The document is presented without modification to Rrtl', If parameter substitution is not 
required in a here document this latter form is more efficient, 

2.4 Shell variables 

The shell provides string-valued variables. Variable names begin with a letter and consist of 
letters. digits and underscores. Variables may be given values by writing. for example, 

user-fred box-mOOO acc:t-mhOOOO 

which assigns values to the variables user. box and acct. A variable may be set to the null 
string by saying. for example. 

null-

The value of a variable is substituted by preceding its name with S; for example. 

echo Suser 

will echo ked. 

Variables may be used interactively to provide abbreviations for frequently used strings. For 
example. 

b-/usr/fred/bin 
mv pam Sb 

will move the file p.Il'" from the current directory to the directory lusr/fred/bin. A more gen
eral notation is available for parameter (or variable) substitution, as in, 

echo 5luser\ 

which is equivalent to 
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echo Suser 

and is used when the parameter name is followed by a letter or digit. For e:<ample. 

tmp -/tmp/ps 
ps a >Sltmpla 

will direct the output of p.t to the tile /tmp/psa. where:lS. 

ps a > Stmpa 

would cause the value of the variable tmpa to be substituted. 
Except for 51 the following are set initially by the shell. $1 is set after executing each com
mand. 

$1 The exit status (return code) of the last command executed as a decimal string. 
Most commands return a zero exit status if they complete successfully, otherwise 
a non-zero exit status is returned. Testing the value of return codes is dealt with 
later under if and while commands. 

S# The number of positional parameters (in decimal). Used. for example. in the 
appe"d command to check the number of parameters. 

S5 The process number of this shell (in decimal>. Since process numbers are 
unique among all existing processes. this string is frequently used to generate 
unique temporary file names. For example. 

ps a >ltmp/psSS 

rm Itmp/psSS 

S! The process number of the last process run in the background (in decimal>. 
S- The current shell flags. such :1S -t ilnd -v. 

Some variables have a special meaning to the shell and should be avoided for general use. 
SMAIL When used interactively the shell looks at the tile specified by this variable 

before it issues a prompt. If the specified file has been modified since it was last 
looked at the shell prints the message ~'all /rare mati before prompting for the 
next command. This variable is typically set in the file .profile. in the user's 
login directory. For example. 

MAll-/usr/maii/fred 

SHOME The default argument for the ~'d command. The current directory is used to 
resolve file name references that do not begin with a / , :ind is changed using ~he 
cd command. For example. 

cd lusr/fred/bin 

makes the current directory lusr/fred/bin . 

cat wn 

will print on the termir.:l! :he ~le al/ i!i ~:,!s directory T~e command ~." with :10 

lrgument is equivaient 'I~ 

cd SHO~fE 

This variable is lisa tYPICllly set in the :;,e 'Jser" 5 login profile. 
SP.\ TH .~ list of direc!ories that cantlin .:ommlnds (the ,~arcl, paTh). E;,u::, time .1 .:om

mand is ~:<ecuted by the shell .l ~is. of ji.ec!orl~S IS :ie:.lrch~d for .In ;!xecul.lbi~ 
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file. If SPA TH is not set then the current directory. /bin. and /usr/bin are 
searched by default. Otherwise SPATH consists of directory names separated by 
:. For example. 

PATH - :/usr/fred/bin :lbin :/usr/bin \ 
specifies that the current directory (the null string before the first :). 
/usr/fred/bin. /bin and /usr/bin are to be searched in that order. In this way 
individual users can have their own 'private' commands that are accessible 
independently of the current directory. If the command name contains a / then 
this directory search is not used; a single attempt is made to execute the com· 
mand. 

$PSI The primary shell prompt string. by default. '$'. 

SPS2 The shell prompt when funher input is needed. by default •• > '. 
SIFS The set of characters used by blank interpretauolr (see section 3.4). 

2.5 The test command 
The test command. although not pan of the shell. is intended for use by shell programs. For 
example. 

test -f file 

returns zero exit status if .tile exists and non-zero exit status otherwise. In general test evaluates 
a predicate and returns the result as its exit status. Some of the more frequently used lest argu· 
ments are given here. see lest (1) for a complete specification. 

test 5 
test -f file 
test -r file 
test -w file 
test -d file 

true if the argument s is not the null string 
true if .file exists 
true if .file is readable 
true if .file is writable 
true if file is a directory 

2.6 Control flow - while 

The actions of the for loop and the ase branch are determined by data available to the shell. 
A while or until loop and an if then else branch are also provided whose actions are deter
mined by the exit status returned by commands. A while loop has the general form 

while commalrd-lisl, 
do command-list: 
done 

The value tested by the wbile command is the exit status of the last simple command following 
while. Each time round the loop commalrd-Itsl, is executed; if a zero exit' status is returned 
then command·list: is executed; otherwise. the loop terminates. For example, 

is equivalent to 

while test $1 
do .•• 

shift 
done 

fol" i 
do ... 
done 

shl/i is a shell command that renames the positional parameters S2. 53 •••• as $1, $2. ••• and 
loses $1. 
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Another kind of use for the while/until loop is to wait until some external event occurs and 
then run some commands. In an until loop the termination condition is reversed. For exam
ple. 

until test -f file 
do sleep 300~ done 
"ommands 

will loop until file exists. Each time round the loop it waits for 5 minutes before tryinl apn. 
(Presumably another process will eventually create the file.) 

2.7 Control flow. if 

Also available is a general conditional branch of the form, 

if comma"d·lisl 
then command·lisl 
else command·/isl 
ft 

that tests the value returned by the last simple command following if. 

The if command may be used in conjunction with the (eSI command to test for the existence of 
a file as in 

if test -f file 
then proctss file 
else do somerhm., tlse 
fi 

An example of the use of if. case and for constructions is given in section 2.10. 
A multiple test if command of the form 

if .•• 
then 
else if ... 

then 
else if ..• 

ft 
ft· 

fi 

may be written using In extension of the if notation as. 

if ... 
then 
elif 
then 
etif 

ft 

The following example is the (ouch command which .:han1es the 'last modified' time for a list 
of :lIes. The command may be used :n ..:onJunction with make (1) to force recompilation of a 
list of files. 



flag
for i 
do case Si in 

-c) flag - N ~~ 
• ) if test -f Si 
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then In Si junkSS; rm junkSS 
elif test Sflag 
then echo file \'Si\' does not exist 
else >Si 
fi 

esac 
done 

The -c flag is used in this command to force subsequent files to be created if they do not 
already exist. Otherwise, if the file does not exist, an error message is printed, The shell vari
able .fia~ is set to some non-null string if the -c argument is encountered. The commands 

In ... ; rm ..• 

make a link to the file and then remove it thus causing the last modified date to be updated. 

The sequence 

if command! 
then command2 
fi 

may be written 

command 1 && command2 

Conversely, 

command 1 I I command2 

executes command] only if command I fails. In each case the value returned is that of the last 
simple command executed. 

2.8 Command grouping 

Commands may be grouped in two ways, 

{ commal1d-ltsT ; I 
and 

( commal1d-ltsT ) 

In the first command-list is simply executed. The second form executes command-lisT as a 
separate process. For example. 

(cd x~ rm junk ) 

executes rm ;,,,,k in the directory " without changing the current directory of the invoking shell. 

The commands 

cd x; rm junk 

have the same effect but leave the invoking shell in the directory x. 
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2.9 Debuisini shell proc:edures 
The shell provides two tracing mechanisms to help when debugging shell procedures. The first 
is invoked within the procedure as 

set -v 

(v for verbose) and causes lines of the procedure to be printed as they are read. It is useful to 
help isolate syntax errors. It may be invoked without modifying the procedure by saying 

sh -v proc ••• 

where proc is the name of the shell procedure. This flag may be used in conjunction with the 
-n flag which prevents execution of subsequent commands. (Note that saying 5t!t -" at a ter
minal will render the terminal useless until an end-of-file is typed.) 
The command 

set -x 
will produce an execution trace. Following parameter substitution each command is printed as 
it is executed. (Try these at the terminal to see what effect they have.) Both flags may be 
turned off by saying 

set -

and the current setting of the shell t1ags is available as S-. 

2.10 The man command 
The following is the ",a17 command which is used to print sections of the UNIX manual. It is 
called. for example. as 

man sh 
man -t ed 
man 2 fork 

In the first the manual section for sIP is printed. Since no section is specified. section 1 is used. 
The second example will typeset (-r option) the manual section for ed. The last prints the lork 
manual page from section 2. 
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cd /usr/man 

: 'colon is the comment command' 
: 'default is nroft' (SN), section 1 (S5)' 
N-n 5-1 

for i 
do case Si in 

[1-9]·) s-Si ;; 

-t) N-t;; 

-n) N-n ;; 

_.) echo unknown flag \'Si\' ;; 

.) if test -f manSs/Si.Ss 

esac 
done 

then S{N}roft' manO/S{N}aa manSs/Si.Ss 
el5e : 'look through all manual sections' 

found-no 

Ii 

for j in 1 2 3 4 5 6 7 8 9 
do if test -f manSj/Si.Sj 

then man Sj Si 
found-yes 

Ii 
done 
case Sfound in 

no) echo 'Si: manual page not found' 
esac 

Fiaure 1. A version of the man command 
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3.0 Keyword parameters 

Shell variables may be given values by assignment or when il shell procedure is invoked. An 
argument to a shell procedure of the form name-value that precedes the command name 
causes ~'alue to be assigned to name before execution of the procedure begins. The value of 
name in the invoking shell is not affected. For example. 

user-fred command 

will execute I.'ommand with user set to J;ed The -k flag causes argumentS of the form 
flame -~'alue to be interpreted in this way anywhere in the argument list. Such names are some
times called keyword parameters. [f any arguments remain they are available as positional 
parameters St. 5% ••••• 
The ser command may also be used to set positional parameters from within a procedure. For 
example. 

set - • 

will set St to the first file name in the current directory. Sl to the next. artd so on. Note that 
the first argument. -. ensures correct treatment when the first file name begins with a -. 

3.1 Parameter transmission 

When a shell procedure is invoked both positional and keyword parameters may be supplied 
with the call. Keyword parameters are also made available implicitly to a shell procedure by 
specifying in advance that such parameters are to be exported. For example. 

export user box 

marks the variables user and box for export. When a shell procedure is invoked copies are 
made of all exportable variables for use within the invoked procedure. ~odification of such 
variables within the procedure does not affect the values in the invoking shell. It is generaUy 
true of a shell procedure that it may not modify the state of its caller without explicit request 
on the part of the caller. (Shared file descriptors are an exception to this rule.> 

:"lames whose value is intended to remain constant may be declared readon/y. The form of this 
command is the same as that of the export command. 

readonly name ... 

Subsequent attempts to set readonly variables are illegal. 

3.2 Parameter substitution 

If a shell parameter is not set then the null string is substituted for it. For example. if the vari
able d is not set 

echo Sd 

or 

echo Sldl 

will echo nothing. ."'- default string may be given as in 

~cho S{d-.; 

which will echo :he value of the variable d If it is set and': otherwise. The default string IS 

evaluated usmg ':ie usual quoting conventions so that 

echo SId-' .'} 

will echo" if ~he var:able d is not set. Similarly 
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echo Sid-51} 

will echo the value of d if it is set and the value (if any) of S1 otherwise. A variable may be 
assigned a default value using the notation 

echo S{d-.} 

which substitutes the same string as 

echo S{d-.} I 

and if d were not previously set then it will be set to the string •••. (The notation 51 ••• - ••• ) is, 
not available for positional parameters.) 

If there is no sensible default then the notation 

echo S{d?message) 

will echo the value of the variable d if it has one. otherwise message is printed by the shell and 
execution of the shell procedure is abandoned. If meSSllge is absent then a standard message is 
printed. A shell procedure that requires some parameters to be set might start as follows. 

: S{user?} Slacct?) 5(bin?} 

Colon (:) is a command that is built in to the shell and does nothing once its arguments have 
been evaluated. If any of the variables user, acet or bin are not set then the shell will abandon 
execution of the procedure. 

3.3 Command substitution 
The standard output from a command can be substituted in a similar way to parameters. The 
command pwd prints on its standard output the name· of the current directory. For example, if 
the current directory is lusr/fred/bin then the command 

d-'pwd' 

is equivalent to 

d - lusr/fred/bin 

The entire string between grave accents C ••• ') is taken as the command to be executed and is 
replaced with the output from the command. The command is written using the usual quoting 
conventions except that a ' must be escaped using a \. For example, 

Is 'echo "51 ", 

is equivalent to 

Is 51 

Command substitution occurs in all contexts where parameter substitution occurs <including 
here documents) and the treatment of the resulting text is the same in both cases. This 
mechanism allows string processing commands to be used within shell procedures. An example 
of such a command is basename which removes a specified suffix from a string. For example. 

basename main.c .c 

will print the string main. Its use is ilJustrated by the following fragment from a cc command. 

case SA in 

•• c) B - 'basename SA .c' 

esac 
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that sets B to the part of SA with the suffix .c stripped. 
Here are some composite examples. 

• (or i in 'Is -t'; do .•• 
The variable i is set to the names of files in time order. most recent first. 

• set 'date'; echo 56 SZ 53. 54 
will print. e.g .• 1977 NOli 1. :3:59:59 

3.4 Evaluation and quotinl 
The shell is a macro processor that provides parameter substitution. command substitution and 
file name generation for the arguments to commands. This section discusses the order in which 
these evaluations occur and the eff'ects of the various quoting mechanisms, 
Commands are parsed initially according to the grammar given in appendix A. Before a com
mand is executed the following substitutions occur. 

• parameter substitution. e,g. Suser 
• command substitution. e.g. 'pwd' 

Only one evaluation occurs so that if. for example. the value of the variable X is the 
string S:v then 

echo SX 

will echo S:v. 
• blank interpretation 

Following the above substitutions the resulting characters are broken into non-blank 
words (blank Interpretatlol'). For this purpose 'blanks' are the characters of the 
string SIFS. By default. this string consists of blank. tab ilnd newline. The null 
string is not regarded as a word unless it is quoted. For example. 

echo •• 

will pass on the null string as the first argument to echo. where:1S 

echo Snull 

will call echo with no arguments if the variable null is not set or ~et to the null 
string. 

• file name gener:uion 
Each 'Nord is then scanned for the file pattern characters III. '! ilnd 1 ••• 1 lnd an alpha
betical list of file names is generated to replace the word. Each such tile name is a 
separate argument. 

The evaluations just described also occur in the list of words associated with J. (or loop. Only 
substitution occurs in the word used for l case branch. 
As well as the quoting mechanisms described earlier using" ilnd ' .. : il third quoting mechan
ism is provided using double quotes. Within double ~uotes parameter lnd command substitu
tion occurs but file name generation and the interpretation of blanks does not. The f:Jilow,['!g 
characters have 1 spec:ai :neaning within double quotes and may be ~uoted :JsIDg , • 

For example. 

S pa::.:neter substitution 
ccmmand substitution 
enC1S the quoted stm:g 
quotes the special C:'1llr:lc:ers S ... 

echo "Sx" 
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will pass the value of the variable x as a single argument to echo. Similarly, 

echo "S*" 

will pass the positional parameters as a single argument and is equivalent to 

echo "S1 $2 ••• " 

The notation $@ is the same as $. except when it is quoted. 

echo "S@" 

will pass the positional parameters, unevaluated, to echo and is equivalent to 

echo "SI" "$2" ..• 

The following table gives, for each quoting mechanism, the shell metacharacters that are 
evaluated. 

merach/Jracrer 
\ $ • " 
n n n n n 
y n n t n n 

" y y n y t n 

t terminator 
y interpreted 
n not interpreted 

Filure 2. Quotinl mechanisms 

In cases where more than one evaluation of a string is required the built-in command eval may 
be used. For example, if the variable X has the value $y, and if y has the value /Xlr then 

eval echo SX 

will echo the string /Xlr. 

In general the eval command evaluates its arguments (as do all commands) and treats the result 
. as input to the shell. The input is read and the resulting command (s) executed. For example, 

wg -' eval who I grep' 
Swg fred 

is equivalent to 

who I grep fred 

In this example, eval is required since there is no interpretation of metacharacters, such as I, 
followinl substitution. 

3.S Error handlinl 
The treatment of errors detected by the shell depends on the type of error and on whether the 
shell is being used interactively. An interactive shell is one whose input and output are con
nected to a terminal (as determined by gtry (2». A shell invoked with the -i flag is also 
interactive. 

Execution of a command (see also 3.7) may fail for any of the following reasons. 
• Input output redirection may fail. For example. if a file does not exist or cannot be 

created. 
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• The command itself does not exist or cannot be executed. 
• The command terminates abnormally. for example. with a "bus error" or "memory fault". 

See Figure 2 below for a complete list of UNIX signals. 
• The command terminates normally but returns a non-zero exit status. 
(n all of these cases the shell will go on to execute the next command. Except for the last case 
an error message will be printed by the shell. All remaining errors cause the shell to exit from 
a command procedure. An interactive shell will return to read another command from the ter
minal. Such errors include the following. 
• Syntax errors. e.g .• if ••• then ••• done 
• A signal such as interrupt. The shell waits for the current command. if any. to finish exe

cution and then either exits or returns to the terminal. 
• Failure of any of the built-in commands such as cd. 

The shell flag -e causes the shell to terminate if any error is detected. 

1 hangul' 
2 interrupt 
J- quit 
4- illegal instruction· 
S- trace trap 
6- (OT instruction 
7- E~T instruction 
8- floating point exception 
9 kill (cannot be caught or ignored) 
10- bus error 
11- segmentation violation 
1 r bad argument to system call 
1 J write on a pipe with no one to read it 
14 alarm clock 
IS software termination (from kill 11» 

Filure 3. t.:NIX silnals 

Those signals marked with an asterisk produce a core dump if not caught. However. the shell 
itself ignores quit which is the only external Signal that can cause a dump. The signals in this 
list of potential Interest to shell programs are 1. 2. 3. 14 and 15. 

3.6 Fault handlinl 
Shell procedures normally terminate when an interrupt is received from the terminal. The trap 
command is used if some cleaning up is required. such as removing temporary files. For exam
ple. 

tfap 'rm Itmp/psSS~ exit' 2 

sets a trap for signal ~ (terminal interrupt). and if this signal is received will execute the com
mands 

rm Itmp/psSS: ~xit 

eXIT is another ouilt-in command that terminates execution of a shell procedure. The eXit is 
required; otherwise. after the trap has been taken. ::1e shell wlil resume executing the pro
cedure at the place where it was interrupted. 
L"~[X Signals can be handled in one of three ways. They -:3n be Ignored. in which case the sig
,a1 :5 never sent to the process. They C:ln ;,e .:augnt. In which .:ase :he process must dec:de 
wnat lCtiOn to take 'Nnen the s,gnai ;s received. L.lStiy. :hey .:an be left .0 cause !ermlnauon of 
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the process without it having to take any further action. If a signal is being ignored on entry to 
the shell procedure. for example. by invoking it in the background (see 3.7) then trap com
mands (and the signa)) are ignored. 
The use of "ap is illustrated by this modified version of the ,touch command (Figure 4). The 
cleanup action is to remove the file junkSS. 

flag-
trap 'rm -f junkSS~ exit' 1 2 3 I'S 
for i 
do case Si in 

-c> flag - N ~~ 
.) if test -f Si 

esac 
done 

then In Si junkSS~ rm junkSS 
elif test Sflag 
then echo file \'Si\' does not exist 
else >Si 
fi 

Filure 4. The touch command 

The trap command appears before the creation of the temporary file~ otherwise it would be pos
sible for the process to die without removing the file. 

Since there is no signal 0 in UNIX it is used by the shell to indicate the commands to be exe
cuted on exit from the shell proc:edure. 
A procedure may, itself, elect to ignore signals by specifying the null string as the argument to 
trap. The following fragment is taken from the nohup command. 

trap" 1 2 3 IS 

which causes hangup. interrupt, qUII and kill to be ignored both by the procedure and by invoked 
commands. 
Traps may be reset by saying 

trap 2 3 

which resets the traps for signals 2 and 3 to their default values. A list of the current values of 
traps may be obtained by writing 

trap 

The procedure scan (Figure 5) is an example of the use of trap where there is 'no exit in the 
trap command. scan takes each directory in the current directory, prompts with its name, and 
then executes commands typed at the terminal until an end of file or an interrupt is received. 
Interrupts are ignored while executing the requested commands but cause termination when 
scan is waiting for input. 



d-'pwd' 
for i in • 
do if test -d SdlSi 

then cd Sd/Si 
while echo "Si:" 

trap exit 2 
read" 
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do trap : 2; eval Sx~ done 
fi 

done 

Figure S. The scan command 

read :c is a built-in command that reads one line from the standard input and places the result in 
the variable x. It returns a non· zero exit status if either an end·of·file is read or an interrupt is 
received. 

3.1 Command execution 

To run a command (other than a built-in) the shell first cre:1tes a new process uSing the system 
call fork.. The execution environment ror the command includes input. output and the states of 
signals. and is established in the child process before the command is executed. The built-in 
command e.-eec is used in the rare cases when no fork is required and simply replaces the shell 
with a new command. For example. a simple version of the 1l01lllP command looks like 

trap"12315 
exec S* 

The trap turns otT the signals speCified so that they ilre ignored by subsequently created com· 
mands and exec replaces the shell by the command speCified. 
~ost forms of input outPUt redirection have already been described. In the following word is 
only subject to parameter and command substitution. ~o file name generation or biank 
interpretation takes place so that. for example. 

echo .•. >*.c 

will write its OUtput into a file whose name is •. c. Input output specifications .;ire evaluated left 
to right as they appear in the command. 
> word The standard output (file descriptor 1) is sent [0 the file word which is created if it 

does not already exist. 
»word The standard output is sent to file ..... ord. If the file exists then output is appended 

(by seeking to the end): otherwise the file IS ~re:lted. 

< word The standard input (file descriptor 01 is taken :'rom the file I\·ord. 

«word The standard input is taken from the lines of shell input that follow up to but not 
including a line consisting only of word. If wo,.d :!! -Iuoted :hen no tnterpretation 
of the document occurs. If word is :"lot ·J:Joted :"':~~ ':.!:'lme!er ..1nd ..:ommand su:'· 
:stitution occur ilnd '. is used to qUi:lte ~!'1~ ..;hara~:~r: S' .me :ne first character )f 
word. (n the latter case newline.5 igncr~d Ic.l. ~L.\.·te;;! itl"ingsJ. 

> ~ ,,"~/: The file descriptor Ii/ill is duplicated USing ~he iYSte:i ';lil ./lip (:!) ..lnd [he result lS 

used .lS the standard OUtput. 
< &. JI,I!:r The standard input is duplicated f=-om tile de:s~rip(or .... m. 
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<&- The standard input is closed. 

>&- The standard outPUt is closed. 

Any of the above may be preceded by a digit in which case the file descriptor created is that 
specified by the digit instead of the default 0 or 1. For example • 

••• 2>file 

runs a command with message output (file descriptor 2) directed to .lile . 

••• 2>&1 

runs a command with its standard output and message output merged. (Strictly speaking file 
descriptor 2 is created by duplicating file descriptor 1 but the effect is usually to merge the two 
streams.) 
The environment for a command run in the background such as 

list ·.C I Ipr & 

is modified in two ways. Firstly. the default standard input for such a command is the empty 
file /dev/null. This prevents two processes (the shell and the command). which are running 
in parallel. from trying to read the same input. Chaos would ensue if this were not the case. 
For example. 

ed file & 

would allow both the editor and the shell to read from the same input at the same time. 

The other modification to the environment of a background command is to turn off the QUIT 
and INTERRUPT signals so that they are ignored by the command. This allows these signals 
to be used at the terminal without causing background commands to terminate. For this reason 
the UNIX convention for a signal is that if it is set to 1 (ignored) then it is never changed even 
for a short time. Note that the sheJl command trap has no effect for an ignored signal. 

3.8 Invokinl the shell 
The following flags are interpreted by the shell when it is invoked. If the first character of 
argument zero is a minus, then commands are read from the file .profile. 

-e slrillK 
If the -e flag is present then commands are read from stri"K. 

-5 If the -5 flag is present or if no arguments remain then commands are read from the 
standard input. Shell output is wrinen to file descriptor 2. 

-I If the -i flag is present or if the shell input and output are attached to a terminal (as told 
by KlfY) then this shell is inltraCliv(I. In this case TERMINATE is ignored (so that kill 0 
does not kill an interactive shell) and INTERRUPT is caught and ilnored (so that wlit is 
interruptable). In all cases QUIT is ilnored by the shell. 

Ac:know ledlement5 
The desiln of the shell is based in part on the original UNIX she))l and the PWB/UNIX shell.4 

some features having been taken from both. Similarities also exist with the command inter
preters of the Cambridge Multiple Acc:e~ SystemS and of CTSS.6 

I would like to thank Dennis Ritchie and John Mashey for many discussions during the design 
of the shell. I am also grateful to the members of the Computing Science Research Center and 
to Joe Maranzano for their comments on drafts of this document. 
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Appendix A - Gnmmar 

item: word 
mput-output 
name - value 

simple-command: item 
simple-command item 

command: 

pipeline: 

andor: 

simple-command 
( command-list) 
( command-list) 
for name do command-lisldone 
for name 1n word ••• do command-list do. 
while command-list do command-list done 
until command-list do command-list done 
case word in case-ptJrt ••• esac: 
If command-lisl then command-iisl e/se-ptJrt ft 

command 
pipeline I command 

pipeline 
andor "" pipeline 
andor I I pipeline 

command-list: andor 
command-lisl ; 
command-lisl" 
command-lisl; andor 
command-lisl" andor 

mput-oulput: > file <" 

< file 
» word 
« word 

jile: word 
" digil ,,-

case-ptJrt: ptJllern) command-lisl;; 

ptJllern: word 
ptJllern I word 

eJse-ptJrt: elif command-iisl then command-list else-ptJrl 
else command-list 
empry 

empTY: 

word: a sequence of non-blank characters 

name: a sequence of letters, digits or underscores swting with a letter 

dig,,: 0123456789 
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Appendlx B • Meta-chancters and Rese"ed Words 
a) syntactic: 

I pipe symbol 

ale • anctr symbol 

I I 'orr symbol 

command separator 

;; case delimiter 

A background commands 

( ) command groupinl 

< input redirection 

< < input from a here document 

> output creation 

> > output append 

b) patterns 

• match any character(s) inclucUnl none 

! match any sinlle character 

[ ••• J match any of the enclosed characten 

c) substitution 

S( ••• ) subStitute shell variable 

substitute command output 

d) quoting 

\ 

.. .. 

quote the next character 

quote the enclosed characters except for' 
quote the enclosed characters except for S • \ .. 

e) reserved words 

if then else eUf fI 
case in es2C 
(or "hile IIntil do cione 
( J 
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Introduction 

An introduction to the C shell 

William Joy 

Computer Science Division 
Department of Electrical Engineering and Computer Science 

University of California. Berkeley 
Berkeley. California 94720 

A shell is a command language interpreter. Csh is the name of one particular command 
interpreter on UNIX. The primary purpose of csh is to translate command lines typed at a termi
nal into system actions, such as invocation of other programs. Csh is a user program just like 
any you might write. Hopefully, csh will be a very useful program for you in interacting with 
the UNIX system. 

In addition to this document, you will want to refer to a copy of the "UNIX Programmers 
Manual." The csh documentation in the manual provides a full description of all features of the 
shell and is a final reference for questions about the shell. 

Many words in this document are shown in itD/ics. These are important words; names of 
commands, and words which have special meaning in discussing the shell and UNIX. Many of 
the words are defined in a glossary at the end of this document. If you don't know what is 
meant by a word, you should look for it in the glossary. 

Acknowledgements 

Numerous people have provided good input about previous versions of csh and aided in 
its debugging and in the debugging of its documentation. I would especially like to thank 
Michael Ubell who made the crucial observation that history commands could be done well 
over the word structure of input text, and implemented a prototype history mechanism in an 
older version of the shell. Eric Allman has also provided a large number of useful comments 

. on the shell, helping to unify those concepts which are present and to identify and eliminate 
useless and marginally useful features. 
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1. Terminal usale of the shell 

1 The basic notion of commands 
A shell in UNIX acts mostly as a medium through which other commands are invoked. 

While it has a set of bUiltin commands which it performs directly. most useful commands are, in 
fact, external to the shell. The shell is thus distinguished from the command interpreters of 
other systems both by the fact that it is just a user program, and by the fact that it is used 
almost exclusively as a mechanism for invoking other programs. 

Commands in the UNIX system expect a list of strings or words as srguments. Thus the 
command 

mail bill 

consists of two words. The first word mail names the command to be executed, in this case the 
mail program which sends messages to other users. The shell uses the name of the command 
in attempting to run it for you. It will look in a number of directorin for a file with the name 
mail which is expected to contain the mail program. 

The rest of the words of the command are given to the command itself to execute. In 
this case we specified also the word bill which is interpreted by the mail program to be the name 
of a user to whom mail is to be senL In normal terminal usage we might use the mail com
mand as follows. 

% mail bin 
I have a question about the csh doc:umentation. 
My doc:ument seems to be missinl page S. 
Does a page five exist? 

Bill 

Here we typed a message to send to bill and ended this message with a control-d which 
sent an end-of-file to the mail program. The mail program then transmitted our message. The 
characters '% • were printed before and after the mail command by the shell to indicate that 
input was needed. 

After typing the '% ' prompt the shell was reading command input from our terminal. 
We typed a complete command 'mail bill'. The shell then executed the mail program with 
argument MI and went dormant waiting for it to complete. The' mail program then read input 
from our terminal until we sianalled an end-of-file after which the shell noticed that mail had 
completed and sianaled us that it was ready to read from the terminal again by printing another 
'% ' prompt. 

This is the essential pattern of all interaction with UNIX through the shell. A complete 
command is typed at the terminal, the shell executes the command and when this execution 
completes prompts for a new command. If you run the editor for an hour, the shell will 
patiently wait for you to finish editing and obediently prompt you again whenever you finish 
editing. 

1.2. FIal arguments 

A useful notion in UNIX is that of a flag argument. While many arguments to commands 
specify file names or user names some arguments rather specify an optional capability of the 
command which you wish to invoke. By convention, such arguments begin with the character 
, , Thus the command 

is 

will produce a list of the files in the current directory. The option -sis the size option, and 
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Is -s 

causes Is to also give. for each file the size of the file in blocks of 512 characters. The manual 
page for each command in the UNIX programmers manual gives the available options for each 
command. The Is command has a large number of useful and interesting options. Most other 
commands have either no options or only one or two options. It is hard to remember options 
of commands which are not used very frequently, so most UNIX utilities perform only one or 
two functions rather than having a large number of hard to remember options. 

1.3. Output to files 
Many commands may read input or write output to files rather than simply taking input 

and output from the terminal. Each such command could take special words as arguments indi
cating where the output is to go. It is simpler. and usually sufficient, to connect these com
mands. to files to which they wish to write. within the shell itself. and just before they are exe
cuted. 

Thus suppose we wish to save the current date in a file called 'now'. The command 

date 

will print the current date on our terminal. This is because our terminal is the default standard 
outpllf for the date command and the date command prints the date on its standard output. The 
shell lets us redirect the standard output of a command through a notation using the metacharac
ter • >' and the name of the file where output is to be placed. Thus the command 

date> now 

runs the date command in an environment where its standard output is the file 'now' rather 
than our terminal. Thus this command places the current date and time in the file 'now'. It is 
important to know that the date command was unaware that its output was going to a file rather 
than to our terminal. The shell performed this redirection b~fore the command "began execut
ing. 

One other thing to note here is that the file 'now' need not have existed before the date 
command was executed~ the shell would have created the file if it did not exist. And if the file 
did exist? If it had existed previously these previous contents would have been discarded! A 
shell option noc/obber exists to prevent this from happening accidentally~ it is discussed in sec
tion 2.2. 

1.4. Metacharacters in the shell 
The shell has a large number of special characters (like '>') which indicate special func

tions. We say that these notations have syntactic and semantic meaning to the shell. In general. 
most characters which are neither letters nor digits have special meaning to the shell. We shall 
shortly learn a means of quotation which allows us to create words which contain metacharacters 
and to thus work without constantly worrying about whether certain characters are metacharac
ters. 

Note that the shell is only reading input when it has prompted with '0/0 '. Thus metachar
acters will normally have effect only then. We need not worry about placing shell metacharac
ters in a letter we are sending via Inail. 

1.5. Input from files; pipelines 

We learned above how to route the standard output of a command to a file. It is also pos
sible to route the standard input of a command from a file. This is not often necessary since 
most commands will read from a file name given as argument. We can give the command 

sort < data 

to run the sort command with standard input. where the command normally reads. from the file 



'data', We would more likely say 

sort data 
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letting the son command open the file 'data' for input itself since this is less to type. 

We should note that if we just typed 

sort 

then the sort program would sort lines from its standard input. Since we did not redirect the 
standard input. it would sort lines as we typed them on the terminal until we typed a control-d 
to generate an end-of-tile. 

A most useful capability is the ability to combine the standard output of one command 
with the standard input of the next. i.e. to run the commands in a sequence known as a pipelin~. 
For instance the command 

Is -s 

normally produces a list of the tiles in our directory with the size of each in blocks of 512 char
acters. If we are interested in learning which of our files is largest we may wish to have this 
sorted by size rather than by name, which is the default way in which I.s sorts. We could look at 
the many options of Is to see if there was an option to do this but would eventually discover 
that there is not. Instead we can use a couple of simple options of the sort command. combin
ing it with Is to get what we want. 

The - n option of sort specifies a numeric son rather than an alphabetic son. Thus 

Is -s I sort -n 
specifies that the output of the Is command run with the option -$ is ~·be piped to the com
mand sort run with the numeric sort option. This would give us a sorted list of our tiles by 
size. but with the smallest first. We could then use the -r reverse sort option and the head 
command in combination with the previous command doing 

Is -s I son -n -r I head -5 

Here we have taken a list of our files sorted alphabetically, each with the size in blocks. We 
have run this to the standard input of the sort command asking it to sort numerically in reverse 
order (largest first>. This output has then been run into the command head which gives us the 
first few lines out. In this case we have asked head for the first 5 lines. Thus this command 
gi ves us the names and sizes of our 5 largest files. 

The metanotation introduced above is called the pipe mechanism. Commands separated 
by 'I' characters are connected together by the shell and the output of each is run into the input 
of the neXL The leftmost command in a pipeline will normally take its standard input from the 
terminal and the rightmost will place its standard output on the terminal. Other examples of 
pipelines will be given later when we discuss the history mechanism; one important use of pipes 
which is illustrated there is in the routing of information to the line printer. 

1.6. Filenames 

Many commands to be executed will need the names of files as arguments. UNIX path
names consist of a number of components separated by 'I', Each component except the last 
names a directory in which the next component resides. Thus the pathname 

letc/motd 

specifies a file in the directory 'etc' which is a subdirectory of the rOOI directory 'I', Within this 
directory the file named is 'motd' which stands for 'message of the day'. Filenames which .0 
not begin with 'I' are interpreted starting at the current working directory, This directory is. by 
default. your home directory and can be changed dynamically by the chdir change directory com
mand. 
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Most filenames consist of a number of alphanumeric characters and ':5. In fact, all print
ing characters except'/' may appear in filenames. It is inconvenient to have most non
alphabetic characters in filenames because many of these have special meaning to the shell. 
The character '.' is not a shell-metacharacter and is often used as the prefix with an exlension of 
a base name. Thus 

prog.c prog.o prog.errs prog.output 

are four related files. They share a root portion of a name (a root portion being that part of the 
name that is left when a trailing ',' and following characters which are not'.' are stripped off), 
The file 'prog.c' might be the source for a C program, the file 'prog.o' the corresponding object 
file. the file 'prog.errs' the errors resulting from a compilation of the program and the file 
"prog.output' the output of a run of the program. 

If we wished to refer to all four of these files in a command, we could use the 'metanota-
tion 

prog.-

This word is expanded by the shell, before the command to which it is an argument is exe
cuted, into a list of names which begin with 'prog.'. The character ,., here matches any 
sequence (including the empty sequence) of characters in a file name. The names which match 
are sOMed into the argument list to the command alphabetically. Thus the command 

echo prog.

will echo the names 

prog.c prog.errs prog.o prog.output 

Note that the names are in lexicographic order here, and a different order than we listed them 
above. The echo command receives. four words as arguments, even though we only typed one 
word as as argument directly. The four words were generated by filename expansion of the 
metasyntax in the one input word. 

Other metanotations for filename expansion are also available. The character '?' matches 
any single character in a filename. Thus 

echo? ?? ??? 

will echo a line of fiJenames~ first those with one character names, then those with two charac
ter names, and finally those with three character names. The names of each length will be 
independently lexicographically sorted. 

Another mechanism consists of a sequence of characters between '[' and '1'. This 
metasequence matches any single character from the enclosed set. Thus 

prog.[co] 

will match 

prog.c prog.o 

in the example above. We can also place two characters astride a '-' in this notation to denote 
a range. Thus 

chap. [I -5] 

might match files 

chap. 1 chap.2 chap.3 chap.4 chap.5 

if they existed. This is shorthand for 

chap.[12345] 

and otherwise equivalent. 



An important point to note is that if a list of argument words to a command (an argument 
list) contains filename expansion syntax, and if this filename expansion syntax fails to match 
any existing file names, then the shell considers this to be an error and prints a di.agnostic 

No match. 

Another very important point is that the character '.' at the beginninl of a filename is 
treated specially. Neither '.' or '?' or the '[' 'J' mechanism will match it This prevents 
accidental matchinl of the filenames '.' and ' .. ' in the current directory which have special 
meaninl to the system. as well as other files such as .cshrc which are not normally visible. We 

• will discuss the special role of the file .cshrc later. 

Another filename expansion mechanism gives access to the pathname of the home direc
tory of other users. This notation consists of the character ,-. followed by another users login 
name. For instance the word 'oill' would map to the pathname '/mnt/bill' if the home direc
tory for 'bill' was in the directory '/mnt/bill'. Since. on large systems, users may have login 
directories scattered over many different disk volumes with different prefix directory names, 
this notation provides a reliable way of accessinl the files of other users. 

A special case of this notation consists of a ,-, alone. e.g. '-/mbox'. This notation is 
expanded by the shell into the file 'mbox' in your home directory, i.e. into '/mnt/bilUmbox' for 
me on the Cory Hall UNIX system. This can be very useful if you have used chdir to change to 
another users directory and have found a file you wish to copy using cpo You can do 

cp thatftle -

which will be expanded by the shell to 

cp thatfile Imnt/bill 

e.g., which the copy command will interpret as a request to make a copy of 'thatftle' in the 
directory '/mnt/bill'. The .-, notation doesn't. by itself, force named files to exist. This is use
ful, for example. when using the cp command, e.g. 

cp thatfile -/saveit 

There also exists a mechanism using the characters '(' and ')' for abbreviatinl a set of 
word which have common parts but cannot be abbreviated by the above mechanisms because 
they are not files. are the names of files which do not yet exist, are not thus conveniently 
described. This mechanism will be described much later, in section 4.1. as it is used much less 
frequently. 

1. 7. Quotation 

We have already seen a number of metacharacters used by the shell. These metacharacter 
pose a problem in that we cannot use them directly as parts of words. Thus the command 

echo • 

will not echo the character '.'. It will either echo an sorted list of filenames in the current 
directory, or print the message 'No match' if there are no files in the current directory. 

The recommended mechanism for placing ch~cters which are neither numbers, digits. 
'/'. '.' or '-' in an argument word to a command is to enclose it wi th single quotation charac
ters "', Le. 

echo '.' 

There is one special character '!' which is used by the history mechanism of the shell and which 
cannot be escaped in this way. It and the character ," itself can be preceded by a single '" to 
prevent their special meaning. These two mechanisms suffice to place any printing character 
into a word which is an argument to a shell command. 
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1.8. Terminating commands 

When you are running a command from the shell and the shell is dormant waiting for it 
to complete there are a couple of ways in which you can force such a command to complete. 
For instance if you type the command ' 

cat /etc/passwd 

the system will print a copy of a list of all users of the system on your terminal. This is likely 
to continue for several minutes unless you stop it. You can send an INTERRUPT signal to the 
cat command by hitting the DEL or RUBOUT key on your terminal. Actually. hitting this key 
sends this INTERRUPT signal to all programs running on your terminal, including your shell. 
The shell normally ignores such signals however, so that the only program affected by the 
INTERRUPT will be cat. Since cat does not take any precautions to catch this signal the IJI.'TER· 
RUPT will cause it to terminate. The shell notices that cat has died and prompts you again with 
'% '. If you hit IJI.'TERRUPT again, the shell will just repeat its prompt since it catches INTERRUPT 
signals and chooses to continue to execute commands rather than going away like cat did, 
which would have the effect of logging you out. 

Another way in which many programs terminate is when they get an end-of-file from their 
standard input. Thus the mail program in the first example above was terminated when we hit 
a control-d which generates and end-of-file from the standard input. The shell also terminates 
when it gets an end-of-file printing 'logout'; UNIX then logs you off the system. Since this 
means that typing too many control-d's can accidentally log us off. the shell has a mechanism 
for preventing this. This ignoreeojoption will be discussed in section 2.2. 

If a command has its standard input redirected from a file, then it will normally terminate 
when it reaches the end of this file. Thus if we execute 

mail bill < prepared. text 

the mail command will terminate without our typing a control-d. This is because it read to the 
end-of-file of our file 'prepared.text' in which we placed a message for 'bill' with an editor. We 
could also have done 

cat prepared. text I mail bill 

since the car command would then have written the text through the pipe to the standard input 
of the mail command. When the cat command completed it would have terminated, closing 
down the pipeline and the mail command would have received an end-of-file from it and ter
minated. Using a pipe here is more complicated than redirecting input so we would more likely 
use the first form. These commands could also have been stopped by sending an INTERRUPT. 

If you write or run programs which are not fully debugged then it may be necessary to 
stop them somewhat ungracefully. This can be done by sending them a QUIT signal, generated 
by a control-\. This will usually provoke the shell to produce a message like: 

a.out: Quit - - Core dumped 

indicating that a file 'core' has been created containing information about the program 'a.out's 
state when it ran amuck. You elm examine this file yourself, or forward information to the 
maintainer of the program telling him/her where the core file is. 

If you run background commands (as explained in section 2.6) then these commands will 
ignore INTERRUPT and QUIT signals' at the terminal. To stop them you must use the kill pro
gram. See section 2.6 for an example. 

1.9. What now? 

We have so far seen a number of mechanisms of the shell and learned a lot about the way 
in which it operates. The remaining sections will go yet further into the internals of the shell. 
but you will surely want to try using the shell before you go any further. To try it you can log 
in to UNIX and type the following command to the system: 
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chsh myname Ibin/csh 

Here 'myname' should be replaced by the name you typed to the system prompt of 'login:' to 
get onto the system. Thus I would use 'chsh bill/bin/csh'. You only haTe to do this once; it 
takes effect :It next login. You are now ready to try using csh. 

Before you do the 'chsh' command. the shell you are using when you log into the system 
is "bin/sh'. In fact. much of the above discussion is a'ppli~able to '/bin/sh'. The next section 
will introduce many features particular to es/r so you should change your shell to esh before you 
begin reading it. 
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2. Details on the shell for terminal users 

2.1. Shell startup and termination 
When you login, the shell is placed by the system in your home directory and begins by 

reading commands from a file .esllre in this directory. All shells which you may create during 
your terminal session will read from this file. We will later see what kinds of commands are 
usefully placed there. For now we need not have this file and the shell does not complain 
about its absence. 

A login shell, executed after you login to the system, will, after it reads commands from 
.cshre. read commands from a file .Iogin also in your home directory. This file contains com
mands which you wish to do each time you login to the UNIX system. My .logm file looks 
something like: 

tset -d adm3a -p adm3a 
fixexrc 
set history- 20 
set time-3 

on the CORY Hall UNIX system. This file contains four commands to be executed by UNIX each 
time I login. The first is a tser command which informs the system that I usually dial in on a 
Lear-Siegler ADM-3A terminal and that if I am on a patchboard port on the fifth floor of Evans 
Hall I am probably also on an ADM-3A. The second command is a ./ixexrc which manipulates 
my ex star,tup file in certain ways if I am on a dialup port. We need not be concerned with 
exactly what this command does. In general you may have certain commands in your .Iogin 
which are particular to you. 

The next two set commands are interpreted directly by the shell and affect the values of 
certain shell variables to modify the future behavior of the shell. Setting the variable time tells 
the shell to print time statistics on commands which take more than a certain threshold of 
machine time (in this case 3 CPU seconds). Setting the variable history tells the shell how much 
history of previous command words it should save in case I wish to repeat or rerun modified 
versions of previous commands. Since there is a certain overhead in this mechanism the shell 
does not set this variable by default, but rather lets users who wisp to use the mechanism set it 
themselves. The value of 20 is a reasonably large value to assign to history. More casual users 
of the hislory mechanism would probably set a value of 5 or 10. The use of the hiSTOry mechan
ism will be described subsequently. 

After executing commands from .Iogin the shell reads commands from your terminal, 
prompting for each with '0/0 '. When it receives an end-of-file from the terminal, the shell will 
print 'logout' and execute commands from the file '.logout' in your home directory. After that 
the shell will die and UNIX will log you off the system. If the system is not going down. you 
will receive a new login message. In any case, after the 'logout' message the shell is doomed 
and will take no further input from the terminal. 

2.2. Shell variables 

The shell maintains a set of variables. We saw above the variables hiSTory and rime which 
had values '20' and '3'. In fact, each shell variable has as value an array of zero or more 
strings. Shell variables may be assigned values by the set command. It has several forms, the 
most useful of which was given above and is 

set name -value 

Shell variables may be used to store values which are to be reintroduced into commands 
later through a substitution mechanism. The shell variables most commonly referenced are. 
however. those which the shell itself refers to. By changing the values of these variables one 
can directly affect the behavior of the shell. 
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One of the most important variables is the variable path. This variable contains a 
sequence of directory names where the shell searches for commands. The set command shows 
the value of all variables. currently defined (we usually say set) in the shell. The default value 
for path will be shown by set to be 

% set 
argv 
home /mnt/bill 
path (. /bin /usr/bin) 
prompt % 
shell /bin/ah 
status 0 
°M 

This notation indicates that the variable path points to the current directory '.' and then 'fbin' 
and '/usr/bin'. Commands which you may write might be in '.' (usually one of your direc
tories), The most heavily used system commands live in 'fbin', Less heavily used system 
commands live in '/usr/bin'. 

A number of new programs on the system live in the directory 'fusr/new', If we wish, as 
well we might, all shells which we invoke to have ac:c:ess to these new programs we can place 
the command 

set path - (. lusr/new fbin /usr/bin) 

in our file .cshrc in our home directory. Try doing this and then logging out and back in and do 

set 

again to see that the value assigned to path has changed. 

Other useful built in variables are the variable home which shows your home directory, 
the variable ignoreeo! which can be set in your ,login file to tell the shell not to exit when it 
receives an end-of-file from a termiqal. To logout from UNIX with ignoreeo!set you must type 

logout 

This is one of several variables which the shell does not care about the value of, only whether 
they are set or rlnset. Thus to set this variable you simply do 

set ignoreeof 

and to unset it do 

unset ignoreeof 

Both set and ullset are built-in commands of the shell. 

Finally, some other built-in shell variables of use are the variables Ifoc/obber and mail. 
The metasyntax 

> filename 

which redirects the output of a command will overwrite and destroy the previous contents of 
the named file. In this way you may accidentally overwrite a file which is valuable. If you 
would prefer that the shell not overwrite files in this way you can ' 

set noclobber --in your. login file. Then trying to do 

date> now 

would cause a diagnostic if 'now' existed already, You could type 
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date >! now 

if you really wanted to overwrite the contents of 'now'. The '>!' is a special metasyntax indi
cating that clobbering the file is ok. 

If you receive mail frequently while you are logged in and wish to be informed of the 
arrival of this mail you can put a command 

set mail-/usr/mail/youmame 

in your .Iogin file. Here you should change 'yourname' to your login name. The shell will look 
at this file every 10 minutes to see if new mail has arrived. If you receive mail only infre
quently you are better off not setting this variable. In this case it will only serve to delay the 
shells response to you when it checks for mail. 

The use of shell variables to introduce text into commands, which is most useful in shell 
command scripts, will be introduced in section 2.4. 

2.3. The shell's history list 

The shell can maintain a history list into which it places the words of previous commands. 
It is possible to use a metanotation to reintroduce commands or words from commands in 
forming new commands. This mechanism can be used to repeat previous commands or to 
correct minor typing mistakes in commands. 

Consider the following transcript: 

% where michael 
michael is on uyO dialup 300 baud 642-7927 
% write !S 
write michael 
Long time no see michael. 
Why don't you caU me at 524-4510. 
EOF 
% 

Here we asked the system where michael was logged in. It told us he was on 'uyO' and we told 
the shell to invoke a 'write' command to '!S'. This is a history notation which means the last 
word of the last command executed, in this case 'michael'. The shell performed this substitu
tion and then echoed the command as it would execute it. Let us assume that we don't hear 
anything from michael. We might do 

% ps to 
PID TrY TIME COMMAND 

4808 0 0:05-
%!! 
ps to 

PID TIY TIME COMMAND 
5104 0 0:00 - 7 

% !where 
where michael 
michael is not logged in 
% 

Here we ran a ps on the teletype michael was logged in on to see that he had a shell. Repeating 
this command via the history substitution '!!' we saw that he had logged out and that only a 
ger~v process was running on his terminal. Repeating the where command showed that he was 
indeed gone, most likely having hung up the phone in order to be able to call. 

This illustrates several useful features of the history mechanism. The form '!!' repeats 
the last command execution. The form '!string' repeats the last command which began with a 
word of which 'string' is a prefix. Another useful command form is 'Tlhsfrhs' performing a 
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substitute similar to that in ed or e.."C. Thus after 

% cat -bill/csh/sh .. c 
Imnt/bill/csh/sh .. c: No such file or directory 

% r··f· 
cat -bill/csh/sh.c 
#include ·sh.he 

I-
• C Shell 
• 
• Bill Joy, UC Berkeley 
• October, 1978 ., 

char ·pathlistO - ( SRCHP 
% 

here we used the substitution to correct a typing mistake. and then rubbed the command out 
after we saw that we had found the file that we wanted. The substitution changed the two ' .. 
characters to a single '.' character. 

After this command we might do 

% !! I tpr 
cat -bill/csh/sh.c Ilpr 

to put a copy of this file on the line printer, or (immediately after the cal which worked above) 

% pr !S I tpr 
pr -bill/csh/sh.c I tpr 
% 

to print a copy on the printer using pr. 

More advanced forms of the history mechanism are also possible. A notion of 
modification on substitutions allows one to say (after the first successful cal above). 

% cd !S:h 
cd -bill/csh 
% 

The trailing ':h' on the history substitution here causes only the head portion of the pathname 
reintroduced by the history mechanism to be substituted. This mechanism and related mechan
isms are used less often than the forms above. 

A complete desc:ription of history mechanism features is given in the C shell manual 
pages in the UNIX Programmers Manual. 

2.4. Aliases 

The shell has an alias mechanism which can be used to make transformations on input 
commands. This mechanism can be used to simplify the commands you type, to ~upply default 
arguments to commands, or to perform transformations on commands and their arguments. 
The alias facility is similar to the macro facility of many assemblers. 

Some of the features obtained by aliasing can be obtained also using shell command files, 
but these take place in another instance of the shell and cannot directly affect the current shells 
environment and commands such as chdir which must be done in the current shell. 

As an example, suppose that there is a new version of the mail program on the system 
called 'Mail' you wish to use, rather than the standard mail program which is called 'mail'. If 
you place the shell command 
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alias mail Mail 

in your .Iogin file, the shell will transform an input line of the form 

mail bill 

into a call on 'Mail'. More generally, suppose we wish the command 'Is' to always show sizes 
of files, that is to always do • -s'. We can do 

alias Is Is -s 

or even 

alias dir Is -s 

creating a new command syntax 'dir' which does an 'Is -s'. If we say 

dir -bill 

then the shell will translate this to 

Is -s fmnt/bill 

Thus the alias mechanism can be used to provide shon names for commands, to provide 
default arguments, and to define new shon commands in terms of other commands. It is also 
possible to define aliases which contain multiple commands or pipelines, showing where the 
arguments to the original command are to be substituted using the facilities of the history 
mechanism. Thus the definition 

alias cd 'cd \!e ; Is ' 

would do an Is command after each change directory cd command. We enclosed the entire alias 
definition in ", characters to prevent most substitutions from occuring and the character ';' 
from being recognized as a parser metacharacter. The '" here is escaped with a '\' to prevent it 
from being interpreted when the alias command is typed in. The ,\!e, here substitutes the 
entire argument list to the pre-aliasing cd command, without giving an error if there were no 
arguments. The ';' separating commands is used here to indicate that one command is to be 
done and then the next. Similarly the definition 

alias whois 'grep \!T /etc/passwd' 

defines a command which looks up its first argument in the password file. 

1.5. Detached commands; > > and >& redireetion 

There are a few more metanotations useful to the terminal user which have not been 
introduced yet. The metacharacter 'eft' may be placed after a command, or after a sequence of 
commands separated by';' or '1'. This causes the she)) to not wait for the commands to ter
minate before prompting again. We say that they are detached or background processes. Thus 

% pr -bilJ/csh/sh.c Ilpr eft 
5120 
5121 
% 

Here the shell printed two numbers and came back very quickly rather than waiting for the pr 
and Ipr commands to finish. These numbers are the pro~ess numbers assigned by the system to 
the pr and Ipr commands. t 

tRunning commllnds in the background like this tends 10 slow down the system and is not a good idea if the 
system is overloaded. When overloaded. the system will just bog down more ir you run a large number of 
processes III once. 
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Since havoc would result if a command run in the background were to read from your ter
minal at the same time as the shell does, the default standard input for a command run in the 
backl!'ound is not your terminal, but an empty file called '/dev/null'. Commands run in the 
background are also made immune to INTERRUPT and QUIT signals which you may subsequently 
generate at your terminal.· 

If you intend to log oft" the system before the command completes you must run the com
mand immune to HANGUP signals. This is done by placing the word 'nohup' before each pro
gram in the command. i.e,: 

nohup man csh I nohup Ipr & 

In addition to the standard output, commands also have a diagnostic output which is nor· 
mally directed to the terminal even when the standard output is directed to a file or a pipe. It is 
occasionally desirable to direct the diagnostic output along with the standard outpuL For 
instance if you want to redirect the output oC a long running command into a file and wish to 
have a record oC any error diagnostic it produces you can do 

command > & file 

The '>&' here tells the shell to route both the diagnostic output and the standard output into 
'file'. oC the standard outpUL Similarly you can give the command 

command 1& lpr 

to route both standard and diagnostic output through the' pipe to the line printer daemon Ipr.# 

Finally, it is possible to use the fonn 

command > > file 

to place output at tbe end oC an existing file. t 

2.&. Useful built-iD commands 

We now give a few of the useful built-in commands of the shell describing how they are 
used. 

The alias command described above is used to assign new aliases and to show the existing 
aliases. With no arguments it prints the current aliases. It may also be given aD argument sucb 
as 

alias Is 

to show the current alias for, e.g., '1s'. 

The cd and chdir commands are equivalent, and change the working directory of the shell. 
It is useful to make a directory for each project you wish to work on and to place all files related 
to that project in that directory. Thus after you login you can do 

"If a background commllnd stops suddenly when you hit 1"''TERRt;PT or QUIT it is likely a bUI in the back· 
ground program. 
#A command form 

c:ommund >&! file 

exists. and is used when "oclob~ is set and jU, a1r=dy exists. 
tlf lIoclub/wr is set. then an error will result if ji/~ does not exist. otherwise the shell will create jil, if it 
doesn't exist. A form 

command > >! file 

makes it not be an error for Ille to not exist when IlOClob~ is set. 



% pwd 
/mnt/bill 
% mkdir newpaper 
% chdir newpaper 
% pwd 
/mnt/bill/ newpaper 
% 
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after which you will be in the directory newpaper. You can place a group of related files there. 
You can return to your 'home' login directory by doing just 

chdir 

with no arguments. We used the pwd print working directory command to show .the name of 
the current directory here. The current directory will usually be a subdirectory of your home 
directory, and have it (here '/mnt/bill') at the start of it. 

The echo command prints its arguments. It is often used in shell scripts or as an interac
tive command to see what filename expansions will yield. 

The hisTory command will show the contents of the history list. The numbers given with 
the history events can be used to reference previous events which are difficult to reference 
using the contextual mechanisms introduced above. There is also a she)) variable called prompt. 
By placing a '!' character in its value the shell will there substitute the index of the current 
command in the history list. You can use this number to refer to this command in a history 
substitution. Thus you could 

set prompt-\! % • 

Note that the '!' c~aracter had to be escaped here even within ", characters. 

The logouT command can be used to terminate a login shell which has ignoreeo!set. 

The repeaT command can be used to repeat a command several times. Thus to make 5 
copies of the file one in the file five you could do 

repeat 5 cat one > > five 

The serenv command can be used, on version 7 UNIX systems, to set variables in the 
environment. Thus 

setenv TERM adm3a 

will set the value of the environment variable TERM to 'adm3a'. A user program prinrenv exists 
which will print out the environment. It might then show: 

% printenv 
HOME /usr/bill 
SHELL /bin/csh 
TERM adm3a 
% 

The source command can be used to force the current shell to read commands from a file. 
Thus 

source .cshrc 

can be used after editing in a change to the .cshrc file which you wish to take effect before the 
next time you login. 

The lime command can be used to cause a command to be timed no matter how much 
CPU time it takes. Thus 



OM time cp five five.save 
O.Ou 0.3s 0:01 26% 
% time wc five.save 

1200 6300 37650 five.save 
1.2u 0.5s 0:03 55% 
OM 
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indicates that the cp command used less that 1/i0th of a second of user time and only J/IOth 
of a second of system time in copying the file 'five' to 'five.save'. The command word count 
'wc' on the other hand used 1.2 seconds of user time and O.S seconds of system time in 3 
seconds of elapsed time in counting the number of words, character and lines in 'five.save'. 
The percentage '55%' indicates that over this period of 3 seconds, our command 'wc' used an 
average of 55 percent of the available CPU cycles of the machine. This is a very high percentage 
and indicates that the system is lightly loaded. 

The una lias and unset commands can be used to remove aliases and variable definitions 
from the shell. 

The wait command can be used after starting processes with • "'. to quickly see if they 
have finished. If the shell responds immediately witb another prompt, they have. Otherwise 
you can wait for the shell to prompt at which point they will have finished, or interrupt the 
shell by sending a RUB or DELETE character. If the shell is interrupted, it will print the names 
and numbers of the processes it knows to be unfinished. Thus: 

% nrotT paper Ilpr '" 
2450 
2451 
% wait 

2451 Ipr 
2450 nrotT 

wait: Interrupted. 
% 

You can check again later by doing another wait. or see which commands are still running 
by doing a ps. As 'time' will show you, ps is fairly expensive. It is thus counterproductive to 
run many ps commands to see how a background process is doing. t 

If you run a background process and decide you want to stop it for whatever reason you 
must use the kill program. You must use the number of the processes you wish to kill. Thus 
to stop the nroffin the above pipeline you would do 

% kill 2450 
% wait 
2450: nrotT: Terminated. 
% 

Here the shell printed a diagnostic that we terminated 'nrolf' only after we did a wail. If we 
want the shell to discover the termination of all processes it has created we must, in general, 
use wait. 

2.7. What else? 

This concludes the basic discussion of the shell for terminal users. There are more 
features of the shell to be discussed here. and all features of the shell are discussed in its 
manual pages. One useful feature which is discussed later is the foreac" built-in command 
which can be used to run the same command sequence with a number of ditTerent arguments. 

tlf you do you are usurping wilh these ps commands lhe processor lime the job needs to finish. thereby de
laying its completion! 
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If you intend to use UNIX a lot you you should look through the rest of this document and 
the shell manual pages to become familiar with the other facilities which are available to you. 
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3. Shell control structures and command scripts 

3.1. Introduc~ion 

It is possible to place commands in files and to cause shells to be invoked to read and exe
cute commands from these files, which are called shell SCflptS- We here detail those features of 
the shell useful to the writers of such scripts. 

3.2. Make 
It is important to first note what shell scripts are not useful for. There is a program called 

make which is very useful for maintaining a group of related files or performing sets of opera
tions on related files. For instance a large program consisting of one or more files can have its 
dependencies described in a makejile which contains definitions of the commands used to create 
these different files when changes occur. Definitions of the means for printing listings, cleaning 
up the directory in which the files reside. and installing the resultant programs are easily, and 
most appropriately placed in this makejile. This format is superior and preferable to maintain
ing a group of shell procedures to maintain these files. 

Similarly when working on a document a makejile may be created which defines how 
different versions of the document are to be created and which options of nroff or troff are 
appropriate. 

3.3. Invocation and the afIT variable 
A cslr command script may be interpreted by saying 

% csh script ... 

where script is the name of the file containing a group of cslr commands and .... ' is replaced by a 
sequence of arguments. The shell places these arguments in the variable argv and then begins 
to read commands from the script. These parameters are then available through the same 
mechanisms which are used to reference any other shell variables. 

If you make the file 'script' executable by doing 

chmod 755 script 

and place a shell comment at the beginning of the sheD script (i.e. begin the file with a '#' 
character) then a '/bin/csh' will automatically be invoked to execute 'script' when you type 

script 

If the file does not begin with a '#' then the standard shell '/bin/sh' will be used to execute it. 
This allows you to convert your older sheil scripts to use csh at your convenience. 

3.... Variable substitution 

After each input line is broken into words and history substitutions are done on it, the 
input line is parsed into distinct commands. Before each command is executed a mechanism 
know as variable substitution is done on these words. Keyed by the character'S' this substitu
tion replaces the names of variables by their values. Thus 

echo Sargv 

when placed in a command script would cause the current value of the variable argv to be 
echoed to the output of the shell script. It is an error for argv to be unset at this point. 

A number of notations are provided for accessing components and attributes of variables. 
The notation 

S?name 

expands to '1' if name is set or to '0' if name is not set. It is the fundamental mechanism used 
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for checking whether particular variables have been assigned values. All other forms of refer
ence to undefined variables cause errors. 

The notation 

S#name 

expands to the number of elements in the variable name. Thus 

% set argv- (a b c) 
0/0 echo S?argv 
1 
% echo S#argv 
3 
% unset argv 
% echo S?argv 
o 
% echo Sargv 
Undefined variable: argv. 
% 

It is also possible to access the components of a variable which has several values. Thus 

Sargv[I] 

gives the first component of argv or in the example above 'a'. Similarly 

Sargv [S#argv] 

would give 'c', and 

Sargv[l-2] 

Other notations useful in shell scripts are 

Sn 

where n is an integer as a shonhand for 

Sargv[n] 

the nIh parameter and 

S· 
which is a shorthand for 

Sargv 

The form 

SS 
expands to the process number of the current shell. Since this process number is unique in the 
system it can be used in generation of unique temporary file names. 

One minor difference between 'Sn' and 'Sargv[n)' should be noted here. The form 
'Sargv[n l' will yield an error if n' is not in the range '1-S#argv' while 'Sn' will never yield an 
out of range subscript error. This is for compatibility with the way older shells handled parame
ters. 

Another important point is that it is never an error to give a subrange of the form 'n - '; 
if there are less than n components of the given variable then no words are substituted. A 
range of the form 'm-n' likewise returns an empty vector without giving an error when m 
exceeds the number of elements of the given variable. provided the subscript n is in range. 
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3.S. Expressions 
In order for interesting shell scripts to be constructed it must be possible to evaluate 

expressions in the shell based on the values of variables. In fact. all the arithmetic operations 
of the language C are available in the shell with the same precedence that they have in C. In 
particular, the operations '--' and '! -' compare strings and the operators • &&.' and i r imple-
ment the boolean andlor operations. . 

The shell also allows file enquiries of the form 

-? filename 

where '?~ is replace by a number of single characters. For instance the expression primitive 

-e filename 

tell whether the file 'filename' exists. Other primitives test for read, write and execute access 
to the file, whether it is a directory, or has non-zero length. 

It is possible to test whether a command terminates normally, by a primitive of the form 
,{ command t' which returns true, i.e. 'I' if the command succeeds exiting normally with exit 
statUS 0, or '0' if the command terminates abnormally or with exit status non-zero. If more 
detailed information about the execution status of a command is required, it can be executed 
and the variable 'Sstatus' examined in the next command. Since '$status' is set by every com
mand. it is very transienL It can be saved it it is inconvenient to use it only in the single 
immediately following command. 

For a full list of expression components available see the manual section for the shell. 

3.6. Sample sben script 
A sample shell script which makes use of the expression mechanism of the shelt and 

some of its control structure follows: 

% cat copyc 
# 
# Copyc copies those C programs in the specified list 
# to the directory -/backup if they differ from the files 
# already in -/backup 
# 
set nogiob 
foreach i (Sargv) 

if (Si:r.c ! - SO continue 

if (! -r -/backup/Si:t> then 

# not a .c file so do nothing 

echo Si:t not in backup ... not cp\' ed 

end 

continue 
endif 

cmp -s Si -/backup/Si:t 

if (Sstatus ! - 0> then 

endif 

echo new backup of Si 
cp Si -/backup/Si:t 

# to set Sstatus 

This script makes use of the joreaclr command. which causes the shell to execute the com
mands between the /oreaclr and the matching el1d for each of the values given between '(' and 
')' with the named variable. in this case 'i' set to successive values in the list. Within this loop 
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we may use the command break to stop executing the loop and continue to prematurely ter
minate one iteration and begin the next. After the joreach loop the iteration variable (i in this 
case) has the value at the last iteration. 

We set the variable nog/ob here to prevent filename expansion of the members of argv. 
This is a good idea. in general. if the arguments to a shell script are filenames which have 
already been expanded or if the arguments may contain filename expansion metacharacters. It 
is also possible to quote each use of a 'S' variable expansion, but this is harder and less reliable. 

The other control construct used here is a statement of the form 

if ( expression ) then 
command 

eDdif 

The placement of the keywords here is not flexible due to the current implementation of the 
sheU.t 

The shell does have another form of the if statement of the form 

if ( expression ) command 

which can be written 

if ( expression ) , 
command 

Here we have escaped the newline for the sake of appearance, and the '\' must immediately, 
The command must not involve 'I', '''' or '~' and must nOl be another control command. The 
second form requires the final '" to immediately precede the end-of-line. 

The more general ifstatements above also admit a sequence of e/se-i/'pairs followed by a 
single else and an endif, e.g.: 

if ( expression ) then 
commands 

else if (expression ) then 
commands 

else 
commands 

endif 

Another important mechanism used in shell scripts is ':' modifiers. We can use the 
modifier ':r' here to extract a root of a filename. Thus if the variable i has the value 'foo.bar' 
then 

tThe following two formatS are nOI currently acceptable to the shell: 

If ( expression) # Won't work! 
tbea 

command 

endif 

and 

if ( expression ) then command endlf # Won't work 



% echo Si Si:r 
foo.bar faa 
% 
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shows how the ':r' modifier strips otT the trailinl '.bar'. Other modifiers will take otT the last 
component of a pathname leavinl the head ':h' or all but the last component of a pathname 
teavinl the tail ':t'. These modifiers are fully described in the csh manual pales in the prolram
mers manual. It is also possible to use the command substitlltiOll mechanism described in the 
next major section to perform modifications on strinas to then reenter the shells environment. 
Since each usale of this mechanism involves the creation of a new proces5y it is much more 
expensive to use than the ':' modification mechanism.# Finally, we note that the character '#' 
lexically introduces a shell comment in shell scripts (but not from the terminaO. All subse
quent characters on the input line after a '#' are discarded by the shell. This character can be 
quoted usinl ,-, or '" to place it in an argument word. 

3.7. Other control structures 
The shell also has control structures while and switch similar to those of C. These take the 

forms 

and 

while ( expression) 
commands 

end 

switch ( word ) 

case su1: 
commands 
breaksw 

case stm: 
commands 
breaksw 

default: 

endsw 

commands 
breaksw 

For details see the manual section for csh. C prolrammers should note that we use breaksw to 
exit from a sWitch while break exits a while or foreach loop. A common mistake to make in csil 
scripts is to use break rather than breaksw in switches. 

Finally. csh allows a gOlo statement, with labels lookinl like they do in C, i.e.: 

#h IS "Iso important to nOle that the currenl implementation of the shell limits the number of ':' modifiers 
on a ·S· 5ubslilullon to I. Thus 

% echo Si Si:h:t 
lalble la/b:t 
% 

does nOI do whal one would expect. 



loop: 
commands 
goto loop 

3.S. Supplying input to commands 
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Commands run from shell scripts receive by default the standard input of the shell which 
is running the script. This it is different from previous shells running under UNIX. It allowing 
shell scripts to fully participate in pipelines, but mandates extra notation for commands which 
are to take inline data. 

Thus we need a metanotation for supplying inline data to commands in shell scripts. As 
an example, consider this script which runs the editor to delete leading blanks from the lines in 
each argument file 

% cat deblank 
# deblank - - remove leading blanks 
foreach i (Sargv) 
ed - Si < < °EOF' 
I,Ss/Tl ]." 
w 
q 
°EOF' 
end 
% 

The notation '< < °EOF" means that the standard input for the ed command is to come from 
the text in the shell script file up to the next line consisting of exactly ,oEOF". The fact that 
the 'EOF' is enclosed in '0' characters, i.e. quoted, causes the shell to not perform variable sub
stitution on the intervening lines. In general, if any pan of the word following the' < <' which 
the shell uses to terminate the text to be given to the command is quoted then these substitu
tions will not be performed. In this case since we used the form 'l,S' in our editor script we 
needed to insure that this 's' was not variable substituted. We could also have insured this by 
preceding the'S' here with a '\'. i.e.: 

1,\Ssl1 [ ]·11 

but quoting the 'EOF' terminator is a more reliable way of achieving the same thing. 

3.9. Catching interrupts 

If our shell script creates temporary files, we may wish to catch interruptions of the shell 
script so that we can clean up these files. We can then do 

onintr label 

where label is a label in our program. If an interrupt is received the shell will do a 'goto label' 
and we can remove the temporary files and then do a exil command (which is built in to the 
shell) to exit from the shell script. If we wish to exit with a non-zero status we can do 

exit(1) 

e.g. to exit with status' 1 '. 

3.10. What else? 

There are other features of the shell useful to writers of shell procedures. The verbose 
and echo options and the related -v and -x command line options can be used to help trace 
the actions of the shell. The - n option causes the shell only to read commands and not to 
execute them and may sometimes be of use. 
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One other thing to note is that csll will not execute shell scripts which do not begin with 
the character • #', that is shell scripts that do not begin with a comment. Similarly, the 
'/bin/sh' on your system may well defer to 'csh' to interpret shell scripts which begin with '#'. 
This allows shell scripts for both shells to live in harmony. 

There is also another quotation mechanism using ,., which allows only some of the 
expansion mechanisms we have so far discussed to occur on the quoted string and serves to 
make this string into a single word as ," does. 
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4. Miscellaneous, less generally useful, shell mechanisms 

4.1. Loops at the terminal; variables as vectors 
It is occasionally useful to use the /oreach control structure at the terminal to aid in per

forming a number of similar commands. For instance, there were at one point three shells in 
use on the Cory UNIX system at Cory Hall, '/bin/sh', '/bin/nsh', and '/bin/csh'. To count the 
number of persons using each shell one could issue the commands 

% grep -c cshS letc/passwd 
27 
% grep -c nshS /etc/passwd 
128 
% grep -c -v shS letc/passwd 
430 
% 

Since these commands are very similar we can use /oreach to do this more easily. 

% foreach i ('shS' 'cshS' '-v shS') 
1 grep -c $i /etc/passwd 
1 end 
27 
128 
430 
% 

Note here that the shell prompts for input with '1 ' when reading the body of the loop. 

. Very useful with loops are variables which contain lists of filenames or other words. You 
. can, for example. do 

% set a- ('Is') 
% echo Sa 
esh.n esh.rm 
% Is 
esh.n 
esh.rm 
% echo $#a 
2 
% 

The set command here gave the variable Q a list of all the filenames in the current directory as 
value. We can then iterate over these names to perform any chosen function. 

The output of a command within ". characters is converted by the shell to a list of words. 
You can also place the ", quoted string within , .. , characters to take each (non-empty) line as a 
component of the variable~ preventing the lines from being split into words at blanks and tabs. 
A modifier ':x' exists which can be used later to expand each component of the variable into 
another variable splitting it into separate words at embedded blanks and tabs. 

4.2. Braces ( '00 I in argument e~pansion 

Another form of filename expansion, alluded to before involves the characters '!' and '}'. 
These characters specify that the contained strings, separated by ',' are to be consecutively sub
stituted into the containing characters and the results expanded left to right. Thus 

Alstrl,str2 •... stm}B 

expands to 
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AstrlB Astr2B ... AstrnB 

This expansion occurs before the other filename expansions, and may be applied recursively 
(i.e. nested). The results of each expanded string are soned separately, left to rilht order being 
preserved. The resulting filenames are not required to exist if no other expansion mechanisms 
are used. This means that this mechanism can be used to generate arguments which are not 
filenames, but which have common parts. 

A typical use of this would be 

mkdir -/{hdrs,retrofit,csh} 

to make subdirectories 'hdrs', 'retrofit' and 'csh' in your home directory. This mechanism is 
most useful when the common prefix is longer than in this example, i.e. 

chown bin lusr/{bin/{ex.edit}.lib/{exl.lstrinp,how _ex}} 

4.l. Command substitution 
A command enclosed in ,'t characters is replaced, just before filenames are expanded, by 

the output from that command. Thus it is possible to do 

set pwd-'pwd' 

to save the current directory in the variable pwd or to do 

ex 'grep ·1 TRACE • .c' 

to run the editor ex suppling as arguments those files whose names end in '.c' which have the 
string 'TRACE' in them.· 

4.4. Other details not covered here 
In particular circumstances it may be necessary to know the exact nature and order of 

different substitutions performed by the shell. The exact meaning of certain combinations of 
quotations is also occasionally imponanL These are detailed fully in its manual section. 

The shell has a number of command line option flap mostly of use in writing UNIX pro
grams. and debugging shell scripts. See the shells manual section for a list of these options. 

'Command expansion also occurs in input redirected with' < <' and within .0' quotations. Refer to the shell 
manual section for rull detailS. 
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Appendix - Special characters 
The following table lists the special characters of csh and the UNIX system, giving for each the 
section(s) in which it is discussed. A number of these characters also have special meaning in 
expressions. See the csh manual section for a complete list. . 

Syntactic metacharacters 

, 
I 
( ) 
& 

2.4 
1.5 
2.2,3.6 
2.5 

separates commands to be executed sequentially 
separates commands in a pipeline 
brackets expressions and variable values 
follows commands to be executed without waiting for completion 

Filename metacharacters 

/ 
? 

• 
[ ] 

I } 

1.6 
1.6 
1.6 
1.6 
1.6 
4.2 

separates components of a file's pathname 
expansion character matching any single character 
expansion character matching any sequence of characters 
expansion sequence matching any single character from a set 
used at the beginning of a filename to indicate home directories 
used to specify groups of arguments with common parts 

Quotation metacharacters 

\ 

" 

1.7 
1.7 
4.3 

prevents meta-meaning of following single character 
prevents meta-meaning of a group of characters 
like '. but allows variable and command expansion 

Input/output metacharacters 

< 
> 

1.3 
1.5 

indicates redirected input 
indicates redirected output 

Expansion/substitution metacharacters 

$ 

T . 

3.4 
2.3 
3.6 
2.3 
4.3 

Other metacharacters 

# 3.6 
1.2 

indicates variable substitution 
indicates history substitution 
precedes substitution modifiers 
used in special forms of history substitution 
indicates command substitution 

begins a shell comment 
prefixes option (flag) arguments to commands 
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Glossary 
This glossary lists the most important terms introduced in the introduction to the shell 

and gives references to sections of the shell document for further information about them. 
References of the form 'pr (1)' indicate that the command pr is in the UNIX programmers 
manual in section 1. You can get an online copy of its manual page by doing 

man 1 pr 

References of the form (2.S) indicate that more information can be found in section 2.S of this 
manual. 

alias 

argument 

argv 

background 

bin 

break 

builtin 

Your current directory has the name '.' as well as the name printed by the 
command pwd. The current directory '.' is usually the first component of the 
search path contained in the variable poth. thus commands which are in '.' are 
found first (2.2), The character '.' is also used in separating components of 
filenames 0.6). The character '.' at the beginning of a component of a path
name is treated specially and nol matched by the filename expansion metachar
acters '1', '.', and '[' ')' pairs 0.6). 
Each directory has a file ' . .' in it which is a reference to its porent directory. 
After changing into the directory with chdiT. i.e. 

chdir paper 

you can return to the parent directory by doing 

chdir .• 

The current directory is printed by pwd (2.6). 

An alias specifies a shorter or different name for a UNIX command. or a 
transformation on a command to be performed in the shell. The shell has a 
command alias which establishes aliases and can print their current values. 
The command unalias is used to remove aliases (2.6). 

Commands in UNIX receive a list of argument words. Thus the command 

echo abc 

consists of a command name 'echo' and three argument words 'a', 'b' and 'c' 
(1.n. 
The list of arguments to a command written in the shell language (a shell 
script or shell procedure) is stored in a variable called argY within the shell. 
This name is taken from the conventional name in the C programming 
language (3.4). 

Commands started without waiting for them to complete are called background 
commands (1.5). 

A directory containing binaries of programs and shell scripts to be executed is 
typically called a 'bin' directory. The standard system 'bin' directories are 
'/bin' containing the most heavily used commands and '/usr/bin' which con
tains most other user programs. Other binaries are contained in directories 
such as '/usr/new' where new programs are placed. You can place binaries in 
any directory. If you wish to execute them often, the name of the directories 
should be a component of the variable path. 

Break is a built-in command used to exit from loops within the control struc
ture of the shell (3.6). 

A command executed directly by the shell is called a builtin command. Most 
commands in UNIX are not built into the shell, but rather exist as files in 'bin' 
directories. These commands are accessible because the directories in which 
they reside are named in the path variable. 
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cd 

chdir 

chsh 

cmp 

command 
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A case command is used as a label in a swirch statement in the shells control 
structure, similar to that of the language C. Details are given in the shells 
documentation 'csh (NEW)' (3.7). 

The cat program catenates a list of specified files on the standard output. It is 
usually used to look at the contents of a single file on the terminal, to 'cat a 
file' 0.8, 2.3). 
The cd command is used to change the working directory. With no arguments, 
cd changes your working directory to be your home directory (2.3) (2.6). 
The chdir command is a synonym for cd. Cd is usually used because it is easier 
to type. 

The chsh command is used to change the shell which you use on UNIX. By 
default, you use an older 'standard' version of the shell which resides in 
'/bin/sh'. You can change your shell to '/bin/csh' by doing 

chsh your-login-name Ibin/csh 

Thus I would do 

chsh bill Ibin/ csh 

It is only necessary to do this once. The next time you log in to UNIX after 
doing this command, you will be using csh rather than the shell in '/bin/sh' 
(1.9) . 

Cmp is a program which compares files. It is usually used on binary files, or to 
see if two files are identical (3.6). For comparing text files the program diff, 
described in 'diff (I)' is used. 

A function performed by the system, either by the shell (a builtin command) 
or by a program residing in a· file in a directory within the UNIX system is called 
a command (I.1). . 

command substitution 

component 

continue 

core dump 

cp 

The replacement of a command enclosed in '" characters by the text output by 
that command is called command substitution (3.6, 4.3), 

A pan of a pathname between '/' characters is called a component of that path
name. A variable which has multiple strings as value is said to have several 
components, each string is a component of the variable. 

A builtin command which causes execution of the enclosing /oreach or while 
loop to cycle prematurely. Similar to the continue command in the program
ming language C (3.6). 

When a program terminates abnormally, the system places an image of its 
current state in a file named 'core'. This 'core dump' can be examined with 
the system de buggers 'db (1)' and 'cdb (1)' in order to determine what went 
wrong with the program U.8). If the shell produces a message of the form: 

commandname: lllegal instruction - - Core dumped 

(where 'Illegal instruction' is only one of several possible messages) you 
should report this to the author of the program and save ttie 'core' file. If this 
was a system program you should report this with the trouble command 'trou
ble (I)'. 

The cp (COpy) program is used to copy the contents of one file into another 
file. It is one of the most commonly used UNIX commands (2.6). 
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The file .cslrrc in your home directory is read by each shell as it begins execu
tion. IUs usually used to change the setting of the variable palll and to set 
alias parameters which are to take effect globally (2. I). 

The date command prints the current date and time (I.3). 

Debugging is the process of correcting mistakes in programs and shell scripts. 
The shell has several options and variables which may be used to aid in shell 
debugging (4.4). 

The label de/ault: is used within shell switch statements, as it is in the C 
language to label the code to be ex~uted if none of the case labels matches 
the value switched on (3.7). 

The DELETE or RUBOUT key on the terminal is used to generate an INTERRUPT 
signal in UNIX which stops the execution of most programs (2.6). 

A command run without waiting for it to complete is said to be detached (2.5). 

An error message produced by a program is often referred to as a diagnostic. 
Most error messages are not written to the standard output, since that is often 
directed away from the terminal (1.3, 1.5). Error messsages are instead writ
ten to the diagnostic output which may be directed away from the terminal, but 
usually is not. Thus diagnostics will usually appear on the terminal (2.5). 

A structure which contains files. At any time you are in one particular direc
tory whose names can be printed by the command ·pwd'. The clldir command 
will change you to another dir~tory, and make the files in that directory visi
ble. The directory in which you are when you first login is your home dir~tory 
(1.1. 1.6). 
The echo command prints its arguments (1.6, 2.6, 3.6, 3.10). 

The else command is part of the 'if-then-else-endir control command con
struct (3.6). 

An end-of-file is generated by the terminal by a control-d. and whenever a 
command reads to the end of a file which it has been given as input. Com
mands r~eiving input from a pipe receive an end-of-file when the command 
sending them input completes. Most commands terminate when they receive 
an end-of-file. The shell has an option to ignore end-of-file from a terminal 
input which may help you keep from logging out accidentally by typing too 
many control-d's (1.1, 1.8, 3.8). 

A character' used to prevent the special meaning of a metacharacter is said to 
escape the character from its sp~ial meaning. Thus 

echo ,. 

will echo the character •• ' while just 

echo • 

will echo the names of the file in the current directory. In this example, \ 
escapes ••• (1.7). There is also a non-printing character called escape, usually 
labelled ESC or AL TMODE on terminal keyboards. Some UNIX systems use this 
charncter to indicate that output is to be suspended. Other systems use 
control-s. 

This file contains information about the accounts currently on the system. If 
consists of a line for each account with fields separated by':' characters (2.3>' 
You can look at this file by saying 

cat /etc/passwd 

The command grep is often used to search for information in this file. See 
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'passwd (5)' and 'grep (1)' for more details. 

The exit command is used to force termination of a shell script, and is built 
into the shell (3.9). 

A command which discovers a problem may reflect this back to the command 
(such as a shell) which invoked (executed) it. It does this by returning a 
non-zero number as its exit status. a status of zero being considered 'normal 
termination'. The exit command can be used to force a shell command script 
to give a non-zero exit status (3.5). 

The replacement of strings in the shell input which contain metacharacters by 
other strings is referred to as the process of expansion. Thus the replacement 
of the word ,.' by a sorted list of files in the current directory is a 'filename 
expansion'. Similarly the replacement of the characters '!!' by the text of the 
last command is a 'history expansion'. Expansions are also referred to as sub
stitutions (1.6, 3.4, 4.2>-

Expressions are used in the shell to control the conditional structures used in 
the writing of shell scripts and in calculating values for these scripts. The 
operators available in shell expressions are those of the language C (3.5). 

Filenames often consist of a rOOI name and an extension separated by the char
acter '... By convention, groups of related files often share the same root 
name. Thus if 'prog.c' were a C program, then the object file for this program 
would be stored in 'prog.o'. Similarly a paper written with the '-me' nroft' 
macro package might be stored in 'paper.me' while a formatted version of this 
paper might be kept in 'paper. out' and a list of spelling errors in 'paper.errs' 
(1.6). 

Each file in UNIX has a name consisting of up to 14 characters and not includ
ing the character'/' which is used in pathname building. Most file names do 
not begin with the character '.', and contain only letters and digits with perhaps 
a ',' separating the root ponion of the filename from an extension (1.6). 

filename expansion 

flag 

foreach 

getty 

Filename expansion uses the metacharacters '.', '1' and '[' and ']' to provide a 
convenient mechanism for naming files. Using filename expansion it is easy to 
name all the files in the current ~irectory, or all files which have a common 
root name. Other filename expansion mechanisms use the metacharacter ,-, 
and allow files in other users directories to be named easily (1.6, 4.2). 

Many UNIX commands accept arguments which are not the names of files or 
other users but are used to modify the action of the commands. These are 
referred to as flag options, and by convention consists of one or more letters 
preceded by the character '-' (I .2). Thus the Is list file commands has an 
option • -5' to list the sizes of files. This is specified 

Is -s 

The /oreach command is used in shell scripts and at the terminal to specify rep
itition of a sequence of commands while the value of a certain shell variable 
ranges through a specified list (3.6, 4.1). 

The getty program is part of the system which determines the speed at which 
your terminal is to run when you first log in. It types the initial system banner 
and 'login:'. When no one is logged in on a terminal a ps command shows a 
command of the form '- 7' where '7' here is often some other single letter or 
digit. This '7' is an option to the get{v command. indicating the type of port 
which it is running on. If you see a getty command running on a terminal in 
the output of ps you know that no one is logged in on that terminal (2.3). 

---------- ------- - --
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The shell has a command g% used in shell scripts to transfer control to a 
given label (3.7). 
The gr.ep command searches through a list of argument files for a specified 
string. Thus 

grep bill /etc/passwd 

will print each line in the file '/etc/passwd' which contains the string 'bill'. 
Actually. grep scans for regular e."Cpressions in the sense of the editors oed (1)' 
and 'ex (1)' (2.3). Grep stands for 'globally find regular expression and print.' 

hangup When you hangup a phone line, a HANGUP signal is sent to all running 
processes on your terminal, causing them to terminate execution prematurely. 
If you wish to stan commands to run after you log oft" a dialup you must use 
the command nolrup (2.6). 

head The /read command prints the first few lines of one or more files. If you have 
a bunch of files containing text which you are wondering about it is sometimes 
is useful to run head with these files as arguments. This will usually show 
enough of what is in these files to let you decide which you are interested in 
(l.S, 2.3). 

history The history mechanism of the shell allows previous commands to be repeated, 
possibly after modification to correct typing mistakes or to change the meaning 
of the command. The shell has a history list where these commands are kept, 
and a history variable which controls how large this list is (1.7, 2.6). 

home directory Each user has a home directory. which is given in your entry in the password 
file. /eu:/passwd. This is the directory which you are placed in when you first 
log in. The cd or chdir command with no arguments takes you back to this 
directory, whose name is recorded in the shell variable home. You can also 
access the home directories of other users in forming filenames using a file 
expansion notation and the character ,., (1.6). 

if A conditional command within the shell. the if command is used in shell com
mand sc:ripts to make decisions about what course of action to take next (3.6). 

ignoreeof Normally, your shell will exit, printing 'logout' if you type a control-d at a 
prompt of '% '. This is the way you usually log oft" the system. You can set 
the ignoreeojvariable if you wish in your .Iogin file and then use the command 
logout to logout. This is useful if you sometimes accidentally type too many 
control-d characters. logging yourself oft". If the system is slow, this can waste 
much time, as it may take a long time to log in again (2.2, 2.6). 

input Many commands on UNIX take information from the terminal or from files· 
which they then act on. This information is called input. Commands normally 
read for input from their standard input which is. by default. the terminaL This 
standard input can be redirected from a file using a shell metanotation with the 
character '<'. Many commands will also read from a file specified as argu
ment. Commands placed in pipelines will read from the output of the previous 
command in the pipeline. The leftmost command in a pipeline reads from the 
terminal if you neither redirect its input nor give it a file name. to use as stan
dard input. Special mechanisms exist for suppling input to commands in shell 
scripts (1.2. 1.6, 3.8). 

interrupt An imerrupt is a signal to a program that is generated by hitting the RUBOUT or 
DELETE key. It causes most programs to stop execution. Certain programs 
such as the shell and the editors handle an interrupt in special ways. usually by 
stopping what they are doing and prompting for another command. While the 
shell is executing another command and waiting for it to finish. the shell does 
not listen to interrupts. The shell often wakes up when you hit interrupt 
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because many commands die when they receive an interrupt 0.8. 2.6, 3.9). 

A program which terminates processes run without waiting for them to com
plete. (2.6) 

The file .Iogin in your home directory is read by the shell each time you log in 
to UNIX and the commands there are executed. There are a number of com
mands which are usefully placed here especially tset commands and set com
mands to the shell itself (2.1). 

The logout command causes a login shell to exit. Normally. a login shell will 
exit when you hit control-d generating an end-of-file. but if you have set 
ignoreeojin you .Iogin file then this will not work and you must use logout to 
log off the UNIX system (2.2). 

When you log off of UNIX the shell will execute commands from ttie file .logout 
in your home directory after it prints 'logout'. 

The command Ipr is the line printer daemon. The standard input of Ipr is 
spooled and printed on the UNIX line printer. You can also give Ipr a list of 
filenames as arguments to be printed. It is most common to use Jpr as the last 
component of a pipeline (2.3). 

The Is list files command is one of the most commonly used UNIX commands. 
With no argument filenames it prints the names of the files in the current 
directory. It has a number of useful flag arguments, and can also be given the 
names of directories as arguments, in which case it lists the names of the files 
in these directories 0.2). 

The mail program is used to send and receive messages from other UNIX users 
0.1, 2.2). 

The make command is used to maintain one or more related files and to organ
ize functions to be performed on these files. In many ways make is easier to 
use, and more helpful than shell command scripts (3.2). 

The file containing command for make is called 'makefile' (3.2). 

The 'manual' often referred to is the 'UNIX programmers manual.' It contains 
a number of sections and a description of each UNIX program. An online ver
sion of the manual is accessible through the man command. Its documentation 
can be obtained online via 

man man 

metacharacter Many characters which are neither letters nor digits have special meaning 
either to the shell or to UNIX. These characters are called metacharacters. If it 
is necessary to place these characters in arguments to commands without them 
having their special meaning then they must be quoted. An example of a 
metacharacter is the character '>' which is used to indicate placement of out
put into a file. For the purposes of the history mechanism, most unquoted 
metacharacters form separate words (1.4). The appendix to this user's manual 
lists the metacharacters in groups by their function. 

mkdir The mkdir command is used to create a new directory (2.6}. 

modifier Substitutions with the history mechanism, keyed by the character '!' or of vari
ables using the metacharacter 'S' are often subjected to modifications. indicated 
by placing the character ':' after the substitution and following this with the 
modifier itself. The command substitution mechanism can also be used to per
form modification in a similar way, but this notation is less clear (3.6). 
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The shell has a variable noclobber which may be set in the file .login to prevent 
accidental destruction of files by the • >' output redirection metasyntax of the 
shell (2.2, 2.5). 

A shell command used to allow background commands to run to completion 
even if you log oft' a dialup before they complete. (2.5) 

The standard text formatter on UNIX is the program nrof/. Using nrojfand one 
of the available macro packages for it. it is possible to have documents 
automatically formatted and to prepare them for phototypesetting using the 
typesetter program trojf(3.2). 

The onintr command is built into the shell and is used to control the action of 
a shell command script when an interrupt signal is received (3.9). 
Many commands in UNIX result in some lines of text which are called their out
put. This output is usually placed on what is known as the standard output 
which is normally connected to the users terminal. The shell has a syntax 
using the metacharacter '>' for redirecting the standard output of a command 
to a file (1.3). Using the pipe mechanism and the metacharacter 't it is also 
possible for the standard output of one command to become the standard input 
of another command (1.5). Certain commands such as the line printer dae
mon lpr do not place their results on the standard output but rather in more 
useful places such as on the line printer (2.3). Similarly the write command 
places its output on another users terminal rather than its standard output 
(2.3). Commands also have a diagnostic output where they write their error 
messages. Normally these go to the terminal even if the standard output has 
been sent to a file or another command, but it is possible to direct error diag
nostics along with standard output using a special metanotation (2.S). 

The shell has a variable path which gives the names of the directories in which 
it searches for the commands which it is given. It always checks first to see if 
the command it is given is built into the shell. If it is, then it need not search 
for the command as it can do it internally. If the command is not builtin, then 
the shell searches for a file with the name given in each of the directories in 
the path variable, left to right. Since the normal definition of the path variable 
is 

path (. Ibin lusr/bin) 

the shell normally looks in the current directory, and then in the standard sys
tem directories 'Ibin' and '/usr/bin' for the named command (2.2). If the 
command cannot be found the shell will print an error diagnostic. Scripts of 
shell commands will be executed using another shell to interpret them if they 
have 'execute' bits set. This is normally true because a command of the form 

chmod 755 script 

was executed to tum these execute bits on (3.3). 

A list of names, separated by'/' characters forms a path name. Each com
ponent. between successive '/' characters, names a directory in which the next 
component file resides. Pathnames which begin with the character ./' are 
interpreted relative to the root directory in the filesystem. Other path names 
are interpreted relative to the current directory as reported by p .... d. The last 
component of a path name may name a directory, but usually names a file. 

A group of commands which are connected together, the standard output of 
each connected to the standard input of the next is called a pipeline. The pIpe 
mechanism used to connect these commands is indicated by the shell meta
character 'I' (1.5, 2.3), 
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The pr command is used to prepare listings of the contents of files with 
headers giving the name of the file and the date and time at which the file was 
last modified (2.3). 

The printenv command is used on version 7 UNIX systems to print the current 
setting of variables in the environment. As of this writing, only the v AX/UNIX 
system on the fifth floor of Evans Hall is running a version 7 UNIX system. 
The other systems are running version 6, which does not have or need prinlenv 
(2.6). 

A instance of a running program is called a process (2.6). The numbers used 
by kill and printed by waif are unique numbers generated for these processes by 
UNIX. They are useful in kill commands which can be used to stop background 
processes. (2.6) 

Usually synonymous with command; a binary file or shell command script 
which performs a useful function is often called a program. 

programmers manual 

prompt 

ps 

pwd 

quit 

quotation 

redirection 

repeat 

RUBOUT 

script 

set 

Also referred to as the manual. See the glossary entry for 'manual'. 

Many programs will print a prompt on the terminal when they expect input. 
Thus the editor 'ex (NEW)' will print a ':' when it expects input. The shell 
prompts for input with '% ' and occasionally with '1 ' when reading commands 
from the terminal U.l). The shell has a variable promprwhich may be set to a 
different value to change the shells main prompt. This is mostly used when 
debugging the shell (2.6)~ 

The ps command is used to show the processes you are currently running. 
Each process is shown with its unique process number, an indication of the 
terminal name it is attached to, and the amount of CPU time it has used so far. 
The command is identified by printing some of the words used when it was 
invoked ,(2.3, 2.6)'. Login shells, such as the ah you get when you login are 
shown as '- '. 

The pwd command prints the full pathname of the current (working) directory. 

The quit signal, generated by a control-\ is used to terminate programs which 
are behaving unreasonably. It normally produces a core image file (1.8). 

The process by which metacharacters are prevented their special meaning, usu
ally by using the character " in pairs, or by using the character '\' is referred to 
as quotation (1.4). 

The routing of input or output from or to a file is known as redirection of input 
or output 0.3). 
The repeat command iterates another command a specified number of times 
(2.6). 

The RUBOUT or DELETE key generates an interrupt signal which is used to stop 
programs or to cause them to return and prompt for more input (2.6). 

Sequences of shell commands placed in a file are called shell command scripts. 
It is often possible to perform simple tasks using these scripts without writing a 
program in a language such as C, by using the shell to selectively run other 
programs (3.2, 3.3, 3.10). 

The builtin set command is used to assign new values to shell variables and to 
show the values of the current variables. Many shell variables have special 
meaning to the shell itself. Thus by using the set command the behavior of 
the shell can be affected (2.1). 
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On version 7 systems variables in the environment 'environ (5)' can be 
changed by using the setenll builtin command (2.6). The prilllenv command 
can be used to print the value of the variables in the environment. Currently, 
only the VAx/UNIX system on the fifth floor of Evans Hall is running version 7 
UNIX. The other systems are running version 6, where sete"v is not necessary 
and does not exist. 
A shell is a command language interpreter. It is possible to write and run your 
own shell. as shells are no different than any other programs as far as the sys
tem is concerned. This manual deals with the details of one particular shell~ 
called csh. 

See scrip' (3.2, 3.3, 3.10). 

The son program sorts a sequence of lines in ways that can be controlled by 
argument flags (1.5). 

The source command causes the shell to read commands from a specified file. 
It is most useful for reading files such as .cshrc after changing them (2.6). 

See metacharacters and the appendix to this manual. 

We refer often to the standard input and standard output of commands. See 
input and output (1.3, 3.8). 

A command normally returns a status when it finishes. By convention a status 
of zero indicates that the command succeeded. Commands may return non
zero status to indicate that some abnormal event has occurred. The shell vari
able status is set to the status returned by the last command. It is most useful 
in shell commmand scripts (3.5, 3.6). 

The shell implements a number -of substitutions where sequences indicated by 
metacharacters are replaced by other sequences. Notable examples of this are 
history substitution keyed by the metacharacter '1' and variable substitution 
indicated by'S'. We also refer to substitutions as e.xpansions (3.4). 

The switch command of the shell allows the shell to select one of a number of 
sequences of commands based on an argument string. It is similar to the 
switch statement in the language C (3.7). . 

When a command which is being executed finished we say it undergoes term;
nation or terminates. Commands normally terminate when they read an end
of-file from their standard input. It is also possible to terminate commands by 
sending them an interrupt or quit signal (1.8). The kill program terminates 
specified command whose numbers are given (2.6). 

The tlren command is pan of the shells 'if-then-else-endif control construct 
used in command scripts (3.6). 

The time command can be used to measure the amount of CPU and real time 
consumed by a specified command (2.1, 2.6). 

The troffprogram is used to typeset documents. See also nroff<J.2). 
The tset program is used to set standard erase and kill characters and to tell the 
system what kind of terminal you are using. It is often invoked in a .Iogin file 
(2.1). 

The una/ias command removes aliases (2.6). 

UNIX is an operating system on which cslr runs. UNIX provides facilities which 
allow cslr to invoke other programs such as editors and text formatters which 
you may wish to use. 
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unset The unset command removes the definitions of shell variables (2.2, 2.6). 

variable expansion 

variables 

verbose 

wait 

where 

while 

word 

See variables and expansion (2.2, 3.4). 

Variables in csh hold one or more strings as value. The most common use of 
variables is in controlling the behavior of the shell. See path. noc/obber. and 
ignoreeoj for examples. Variables such as argv are also used in writing shell 
programs (shell command scripts) (2.2). 

The verbose shell variable can be set to cause commands to be echoed after 
they are history expanded. This is often useful in debugging shell scripts. The 
verbose variable is set by the shells -v command line option (3.10). 

The builtin command wail causes the shell to pause. and not prompt, until all 
commands run in the background have terminated (2.6). 

The where command shows where the users named as arguments are logged 
into the system (2.3). 

The while builtin control construct is used in shell command scripts (3.7). 

A sequence of characters which forms an argument to a command is called a 
word. Many characters which are neither letters, digits, '-', '.' or 'I' form 
words all by themselves even if they are not surrounded by blanks. Any 
sequence of character may be made into a word by surrounding it with ,-, char
acters except for the characters ,-, and '!' which require special treatment 0.1, 
1.6). This process of placing special characters in words without their special 
meaning is called quoting. 

working directory 

write 

At an given time you are in one particular directory. called your working direc
tory. This directories name is printed by the pwd command and the files listed 
by Is are the ones in this directory. You can change working directories using 
chdir. 

The write command is used to communicate with other users who are logged in 
to UNIX (2.3). 
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Introduction 
A shell is a command language interpreter. Csh is the name of one particu

lar command interpreter on UNIX. The primary purpose of csh is to translate 
command lines typed at a terminal into system actions, such as invocation of 
other programs. Csh is a user program just like any you might write. Hopefully, 
csh will be a very useful program for you in interacting with the UNIX system. 

In addition to this document, you will want to refer to a copy of the "UNIX 
Programmers Manual;" The csh documentation in the manual provides a full 
description of all features of the shell and is a final reference for questions about 
the shell. 

Many words in this document are shown in italics. These are important 
'Words; names of commands, and words which have. special meaning in discussing 
the shell and UNIX. Many of the 'Words are defined in a glossary at the end of this 
document. If you don't know what is meant by a word, you should look for it in 
the glossary. 
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tory commands could be done well over the word structure of input text, and 
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Eric Allman has also provided a large number of useful comments on the shell. 
helping to unify those concepts which are present and to identify and eliminate 
useless and marginally useful features. Mike O'Brien suggested the pathname 
hashing mechanism which speeds command executioIl. 
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1. Terminal usage of the shell 

1.1. The basic notion of commands 
A shell in u~IX acts mostly as a medium through which other commam.ds are 

invoked. While it has a set of builtin commands which it performs directly, most 
useful commands are, in fact, external to the shell. The shell is thus dis
tinguished from the command interpreters of other systems both by the fact 
that it is just a user program, and by the fact that it is used almost exclusively 
as a mechanism for invoking other programs. 

Commands in the :"'NIX system expect a list of strings or words as argu
ments. Thus the command 

mail bill 

consists of two words. The first word mail names the command to be executed, 
in this case the mail program which sends messages to other users. The shell 
uses the name of the command in attempting to run it for you. It will look in a 
number of directories for a file with the name mail which is expected to contain 
the mail program. 

The rest of the words of the command are given to the command itself to 
execute. In this case we specified also the word bill which is interpreted by the 
mail program to be the name of a user to whom mail is to be sent. In normal 
terminal usage we might use the mail command as follows. 

% mail bill 
I have a question about the csh documentation. 
My document seems to be missing page 5. 
Does a page five exist? 

EOT 
% 

Bill 

Here we typed a message to send to bill and ended this message with a 
control-d which sent an end-of-file to the mail program. The mail program then 
echoed the characters 'EOT' and transmitted our message. The characters '% ' 
were printed before and after the mail command by the shell to indicate that 
input was needed. 

After typing the '% ' prompt the shell was reading command input from our 
terminal. We typed a complete command 'mail bill'. The shell then executed 
the mail program with argument bill and went dormant waiting for it to com
pLete. The mail program then read input from our terminal until we signalled an 
end-of-file after which the shell noticed that mail had completed and signaled us 
that it was ready to read from the terminal again by printing another '% ' 
prompt. 

This is the essential pattern of all interaction with UNIX through the shell. A 
complete command is typed at the terminal, the shell executes the command 
and when this execution completes prompts for a new command. If you run the 
editor for an hour, the shell will patiently wait for you to finish editing and 
obediently prompt you again whenever you finish editing. 

An example of a useful command you can execute now is the tset command, 
which sets the default erase and kiLL characters on your terminal - the erase 
character erases the last character you typed and the kill character erases the 
entire line you have entered so far. By default, the erase character is . #' and 
the kill character is '@'. Most people who use CRT displays prefer to use the 



-3-

backspace (control-h) character as their erase character since it is then easier 
to see what you have typed so far. You can make this be true by typing 

tset -e 

which tells the program tset to set the erase character, and its default selting 
for this character is a backspace. 

1.2. Flag arguments 
A useful notion in UNIX is that of a fta.g argument. While many arguments to 

commands specify file names or user names some arguments rat.her specify an 
optional capability of the command which you wish to invoke. By convention, 
such argument.s begin with the character '-'. Thus t.he command 

Is 

will produce a list of the files in the current directory. The option -s is the size 
option, and 

Is -s 

causes l.s to also give, for each file the size of the file in blocks of 512 characters. 
The manual page for each command in the UNIX programmers manual gives the 
available options for each command. The Ls command has a large number of 
useful and interesting options. Most. other commands have either no options or 
only one or two options. It is hard to remember options of commands which are 
not used very frequently, so most UNIX utilities perform only one or two functions 
rather than having a large number of hard to remember options. 

1.3. Output to files 
Many commands may read input or' write output to tiles rather than simply 

taking input and output from the terminal. Each such command could take spe
cial words as arguments indicating where the output is to go. It is simpler, and 
usually sufiicient, to connect these commands to files to which they wish to 
write, within the shell itself, and just before they are executed. 

Thus suppose we wish to save the current date in a file called 'now'. The 
command 

date 

will print the current date on our terminal. This is because our terminal is the 
default sta.71.da.rd output for the date command and the date command prints 
the date on its standard output. The shell lets us redirect the sta.71.d.a.rd. output 
of a command through a notation using the meta.cha.ra.cter '>' and the, name of 
the file where output is to be placed. Thus the command 

date> now 

runs the d.a.te command in an environment where its standard output is the file 
'now' rather than our terminal. Thus this command places the current date and 
time in the tile 'now'. It. is important to know that the d.a.ts command was 
unaware that its output was going to a file rather than to our terminal. The shell 
performed this red.irecti071. before the command began executing. 

One other thing to note here is that the file 'now' need not have existed 
before the d.a.te command was executed: the shell would have created the file if 
it did not exist. And if the file did exist? If it had existed previously these previ
ous content.s would have been discardedl A shell option 71.oclobber exists to 
prevent this from happening accident.ally; it is discussed in section 2.2. 
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The system normally keeps files which you create with '>' and all other files. 
Thus the default is for files to be permanent. If you wish to create a file which 
will be removed automatically, you can begin its name with a '#' character, this 
'scratch' character denotes the fact that the file will be a scratch file.* The sys
tem will remove such files after a couple of days, or sooner if file space becomes 
very tight. Thus, in running the da.te command above, we don't really want to 
save the output forever, so we would more likely do 

date> #now 

1.4. Metacharacters in the shell 
The shell has a large number of special characters (like '>') which indicate 

special functions. "f( e say that these notations have syntactic and semantic 
meaning to the shell. In general, most characters which are neither letters nor 
digits have special meaning to the shell. We shall shortly learn a means of quo
ta.tion which allows us to create words which contain meta.cha.ra.cters and to thus 
work without constantly worrying about whether certain characters are meta
characters. 

Note that the shell is only reading input when it has prompted with '''; '. 
rhus metacharacters will normally have effect only then. We need not worry 
about placing shell metacharacters in a letter we are sending via mail. 

1.5. Input from filesi pipelines 

We learned above how to route the standard output of a command to a file. 
It is also possible to route the standard input of a command from a file. This is 
not often necessary since most commands will read from a file name given as 
argument. We can give the command 

sort < data 

to run the sort command with standard input, where the command normally 
reads, from the file 'data'. We would more likely say 

sort data 

letting the sort command open the file 'data' for input itself since this is less to 
type. 

We should note that if we just typed 

sort 

then the sort program would sort lines from its standard. input. Since we did 
not red.irect the standard input, it would sort lines as we typed them on the ter
minal until we typed a control-d to g':!nerate an end-of-file. 

A most useful capability is the ability to combine the standard output of one 
command with the standard input of the next, i.e. to run the commands in a 
sequence known as a pipeline. For instance the command 

Is -s 

normally produces a list of the files in our directory with the size of each in 
-------
eN ote that'it your erase character Is a 'If. you will have to precede the 'If with a '\'. The tact 
that the '/1' character is the old (pre-CRT) standard erue character means that it seldom ap
pears in a file name, and allows this convention to be Wled tor scratch files. rr you are Wlint a 
CRT, your erase character should be a control-h. as we demonstrated in lIeclian 1.1 hoW' this 
could be set up. 
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blocks of 512 characters. If we are interested in learning which of our files is 
largest we may wish to have this sorted by size rather than by name, which is 
the default way in which ls sorts. We could look at the many options of Zs to see 
if there was an option to do this but would eventually discover that there is not. 
Instead we can use a couple of simple options of the sort command, combining it 
with ls to get what we want. . 

The -17. option of sort specifies a numeric sort rather than an alphabetic 
sort. Thus 

Is -s , sort -n 

specifies that the output of the ls command run with the option -s is to be piped. 
to the command sort run with the numeric sort option. This would give us a 
sorted list of our files by size, but with the smallest first. We could then use the 
-1' reverse sort option and the head. command in combination with the previous 
command doing 

Is -s , sort -n -r , head -5 

Here we have taken a list of our files sorted alphabetically, each with the size in 
blocks. We have run this to the standard input of the sort command asking it to 
sort numerically in reverse order (largest first). This output has then been run 
into the command head. which gives us the first few lines out. In this case we 
have asked head for the first 5 lines. Thus this command gives us the names and 
sizes of our 5 largest files. 

The metanotation introduced above is called the pipe mechanism. Com
mands separated by'" characters are connected together by the shell and the. 
output of each is run into the input of the next. The leftmost command in a 
pipeline will normally take its standard input from the terminal and the right
most will place its standard output on the terminal. Other examples of pipelines 
will be given later when we discuss the history mechanism: one important use of 
pipes whiCh is illustrated there is in the routing of information to the line 
printer. 

1.6. F"Llenames 
Many commands to be executed will need the names of files as arguments. 

UNIX pathnames consist of a number of components separated by 'j'. Each com
ponent except the last names a directory in which the next component resides. 
Thus the pathname 

jetc/motd 

specifies a file in the directory 'etc' which is a subdirectory of the Toot directory 
'I'. Within this directory the file named is 'motd' which stands for 'message of 
the day'. Filenames which do not begin with 'j' are interpreted starting at the 
current 'Working directory. This directory is, by default, your home directory 
and can be changed dynamically by the chdiT change directory command. 

Most filenames consist of a number of alphanumeric characters and '. 's. In 
fact, all printing characters except '/' may appear in filenames. It is incon
venient to have most non-alphabetic characters in filenames because many of 
these have special meaning to the shell. The character. '.' is not a shell
metacharacter and is often used as the prefix with an extension of a base name. 
Thus 

prog.c prog.o prog.errs prog.output 

are four related files. They share a root portion of a name (a root portion being 
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that part of the name that is left when a trailing '.' and following characters 
which are not ',' are stripped off). The file 'prog. c' might be the source for a C 
program, the file 'prog.o' the corresponding object file, the file 'prog.errs' the 
errors resulting from a compilation of the program and the file 'prog.output' the 
output of a run of ilie program. 

If we wished to refer to all four of these files in a command, we could use 
the metanotation 

prog.-

This word is expanded by the shell, before the command to which it is an argu
ment is executed, into a list of names which begin with ·prog.'. The character '.' 
here matches any sequence (including the empty sequence) of characters in a 
file name. The names which match are sorted into the argument list to the com
mand alphabetically. Thus the command 

echo prog.

will echo the names 

prog.c prog.errs prog.o prog.output 

~ote that the names are in lexicographic order here, and a different order than 
we listed them above. The echo command receives four words as arguments, 
even though we only typed one word as as argument directly. The four words 
were generated by filename expansion of the metasyntax in the one input word. 

Other metanotations for filena.me expa.nsion are also available. The charac
ter "?' matches any single character in a filename. Thus 

echo? ?? ?'?? 

will echo a line of filenames: first those with one character names, then those 
with two character names, and finally those with three character names. The 
names of each length will be independently lexicographically sorted. 

Another mechanism consists of a sequence of characters between ,[, and ']'. 
This metasequence matches any single character from the enclosed set. Thus 

prog.[co] 

will match 

prog.c prog.o 

in the example above. We can also place two characters astride a '-' in this 
notation to denote a range. Thus 

chap.[1-5] 

might match files 

chap.l chap.2 chap.3 chap.4 chap.5 

if they existed. This is shorthand for 

chap.[12345] 

and otherwise equivalent. 

An important point to note is that if a list of argument words to a command 
(an a.rgum.ent list) contains filename expansion syntax. and if this filename 
expansion syntax fails to match any existing file names, then the shell considers 
this to be an error and prints a diagnostic 
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No match. 

Another very important point is that the character'.' at the beginning of a 
filename is treated specially. Neither '.' or .? or the ,[, ,], mechanism will 
match it. This prevents accidental matching of the filenames': and '.: in the 
current directory which have special meaning to the system, as well as other 
files such as . cshrc which are not normally visible. We will discuss the special 
role of the file. cshrc later. 

Another filename expansion mechanism gives access to the pathname of the 
hom.e directory of other users. This notation consists of the character '-' fol
lowed by another users login name. For instance the word' .... bill' would map to 
the path name '/usr/bill' if the home directory for 'bill' was in the directory 
·/usr/bill·. Since. on large systems. users may have login directories scattered 
over many difierent disk volumes with difi'erent prefix directory names. this 
notation provides a reliable way of accessing the files of other users. 

A special case of this notation consists of a '-' alone. e.g. '-/mbox'. This 
notation is expanded by the shell into the file 'mbox' in your hom.e directory, Le. 
into • /usr /bill/mbox' for me on Ernie Co-vax. the UCB Computer Science 
Department Vax machine, where this document was prepared. This can be very 
useful if you have used chair to change to another users directory and have 
found a tile you wish to copy using cpo You can do 

cp thatfile .... 

which will be expanded by the shell to 

cp thatfile /usr /bill 

e.g., which the copy command will interpret as a request to make a copy of 
·thatfile· in the directory '/usr/bill'. The ...... notation doesn't, by itself. force 
named files to exist. This is useful, for example, when using the cp command. 
e.g. 

cp thatfile ... /saveit 

There also exists a mechanism using the characters 'f' and 'J' for abbreviat
ing a set of word which have common parts but cannot be abbreviated by the 
above mechanisms because they are not files, are the names of files which do 
not yet exist, are not thus conveniently described. This mechanism will be 
described much later. in section 4.1. as it is used less frequently. 

1.7. Quotation 
We have already seen a number of metacharacters used by the shell. These 

metacharacters pose a problem in that we cannot use them directly as parts of 
words. Thus the command 

echo • 

will not echo the character '.'. It will either echo an sorted list of filenames in 
the current directory. or print the message 'No match' if ther.e are no files in 
the current directory. 

The recommended mechanism for placing characters which are neither 
numbers, digits. '/' •. : or . -' in an argument word to a command is to enclose it 
with single quotation characters "', i.e. 

echo #.' 

There is one special character '!' which is used by the history mechanism of the 
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shell and which cannot be escaped. by placing it within' characters. It and the 
character , .. itself can be preceded by a single '\' to prevent their special mean
ing. Thus 

echo \,\! 

prints 

'! 

These two mechanisms suffice to place any printing character into a word which 
is an argument to a shell command. They can be combined, as in 

echo \".' 

which prints '. 
1.8. Terminating commands 

When you are runIling a command from the shell and the shell is dormant 
waiting for it to complete there are a couple of ways in which you can force such 
a command to stop. For instance if you type the command 

cat /etc/passwd 

the system will print a copy of a List of all users of the system on your tem1inai. 
This is likely to continue for several minutes unless you stop it. You can send an 
~TERRt1P'L' signal to the cat command by hitting the DEL or RUBOtJ'l' key on your ter
minal. Actually, hitting this key sends this INTERRUPT signal to all programs run
ning on your terminal, including your shell. The shell normally ignores such sig
nals however, so that the only program affected by the INTERRUPT will be cat. 
Since cat does not take any precautions to catch this signal the rN'l'ERRUP'r will 
cause it to terminate. The shell notices that cat has died and prompts you again 
with '70 '. If you hit lNTERRUP'r again, the shell will just repeat its prompt since it 
catches IN'!'ERRUFT signals and chooses to continue t.o execute commands rather 
than going away like cat did, which would have the effect. of logging you out. 

Anot.her way in which many programs terminate is when they get an end-of
file from their standard input. Thus the ma.il program in t.he first example above 
was terminated when we hit a control-d which generates and end-of-file from t.he 
standard input. The sheLL also terminates when it gets an end-of-file printing 
'logout'; t".NIX then logs you oft' the system. Since this means that. typing too 
many control-d's can accidentally log us off, the shell has a mechanism for 
preventing this. This ignoreeof option will be discussed in section 2.2. 

If a command has its standard input redirected from a file, t.hen it will. nor
mally terminate when it reaches the end of this file. Thus if we execute 

mail bill < prepared. text 

the mail command will terminate without. our typing a control-d. This is because 
it read to the end-of-file of our file 'prepared. text' in which we placed a message 
for 'bill' with an editor. We could also have done 

cat prepared. text I mail bill 

since the cat command would then have written the text through the pipe to the 
standard input of the mail command. When the cat command completed it 
would have terminated, closing down the pipeline and the mail command would 
have received an end-of-file from it and terminated. Using a pipe here is more 
complicated than redirecting input so we would more likely use the first form. 
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These commands could also have been stopped by sending an INTERRt:PT. 

If you write or run programs which are not fully debugged then it may be 
necessary to stop them somewhat ungracefully. This can be done by sending 
them a QUIT signal, generated by a control-\. This will usually provoke the shell 
to produce a message like: 

a.out: Quit -- Core dumped 

indicating that a file 'core' has been created containing information about the 
program 'a.out's state when it ran amuck. You can examine this tile yourself, or 
forward information to the maintainer of the program telling him/her where the 
COTe file is. 

If you run background commands (as explained in section 2.6) then these 
commands will ignore INTERRUPT and QUIT signals at the terminal. To stop them 
you must use the kill program. See section 2.6 for an example. 

If you want to examine the output of a command without having it shoot off 
the screen as the output of the 

cat /etc/passwd 

command will, you can use the command 

more /etc/passwd 

The mOTe program pauses after each complete screenful and types '--More--' 
at which point you can hit a space to get another screenful, a return to get 
another line, or a 'q' to end the more program. You can also use more as a 
filter, i.e. 

cat /etc/passwd I more 

works just like the more simple more command above. 
For stopping output of commands not involving more you can use the 

control-s key to stop the typeout, The typeout will resume when you hit 
control-q or any other key, but control-q is normally used because it only res
tarts the output and does not become input to the program which is running. 
This works well on low-speed terminals, but at 9600 baud it is hard to type 
control-s and control-q fast enough to paginate the output nicely. and a program 
like mOTe is usually used. 

1.9. 'What now? 
We have so far seen a number of mechanisms of the shell and learned a lot 

about the way in which it operates. The remaining sections will go yet further 
into the internals of the shell, but you will surely want to try using the shell 
before you go any further. To try it you can log in t.o UNIX and t.ype the following 
command to the system: 

chsh myname /bin/csh 

Here 'myname' should be replaced by the name you typed to t.he system prompt 
of 'login:' to get onto t.he system. Thus I would use 'chsh bill /bin/csh'. You 
only have to do this once; it takes effect. at. nen login. You are now ready to try 
using csh. 

Before you do the 'chsh' command, the shell you are using when you log 
into the system is '/bin/sh'. In fact, much of the above discussion is applicable 
to '/bin/sh'. The next section will introduce many features particular to csh so 
you should change your shell to csh before you begin reading it. 
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2. Details on the shell for terminal users 

2.1. Shell startup and termination 
When you login. the shell is placed by the system in your home directory 

and begins by reading commands from a file. cshrc in this directory. All shells 
which you may create during your terminal session will read from this tile. We 
will later see what kinds of commands are usefully placed there. For noW' we 
ne<:!d not have this file and the shell does not complain about its absence. 

A login shell, executed after you login to the system. will, after it reads 
commands from . csitrc, read commands from a file . Login also in your home 
directory. This file contains commands which you wish to do each time you login 
to the ~N!X system. My . login tile looks something like: 

set ignoreeof mail=(jusr/spool/mail/bill) 
switch( 'tty') 

ends'1¥' 

case /dev/ttyd*: 
setenv TERM 3a 
breaksW' 

tset -e-Q 
echo "$~prompt!users" ; users 
set time=15 
msgs -f 
if (-e Smail) then 

endit 

echo "S~prompt!mail" 
mail 

This tile contains ,several commands to be executed by UNIX each time I 
login. The first is a set command which is interpreted directly by the shell. It 
sets the shell variable ignore eo/ which causes the shell to not log me off if I hit 
control-d. Rather, I use the logou.t command to log off of the system. By setting 
the ma.il variable, I ask: the shell to watch for incoming mail to me. Every 5 
minutes the shell looks for this file and tells me if more mail has arrived there. 

The next series of commands causes the shell to examine the output of the 
'tty' command, and if this command returns a teletype path name of the torm 
, / dev / ttyd *', then I have logged in on a dialup and the shell sets the terminal 
type in the environment to a.d:m.3a.. since this is the type of terminall normally 
dial in on. If I am not on a dialup, then the system attempts to set the terminal 
type from a table of types it has for hardwired ports. 

The tset command next sets up any special initialization I require on the 
terminal I am using. The '-e' option forces tset to always use a control-h as my 
erase character (even on a hardcopy terminal), and the '-Q' option causes it to 
be quiet. not printing any messages (since I am familiar with what it is doing, I 
don't need to be reminded.) 

Next I set the shell variable 'time' to '15' causing the shell to automatica.lly 
pri.nt out statistics lines for commands which execute for at least 15 seconds of 
machine time. I then run the 'msgs' program, which provides me with any sys
tem messages which I haven't seen before; the '-r option here prevents it from 
telling me if there are no new messages. Finally, if my mailbox tile exists, then I 
run the 'mail' program to process my mail. 

When the 'mail' and 'msgs' programs finish, the shell will complete execu
tion of the .login script and begin reading commands from the terminal. 
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prompting for each with' % '. When it receives an end-of-file from the terminal. 
the shell will print 'logout' and execute commands from tbe file '.logout' in your 
home directory. After that the shell will die and UNIX will log you off the system. 
If the system is not going' down, you will receive a new login message. In any 
case, after the 'logout' message the shell is doomed and will take no furtber 
input from the terminal. 

2.2. Shell variables 

The shell maintains a set of variables. We saw above the variables history 
and time which had values '20' and '15'. In fact, each shell variable has as value 
an array of zero or more strings. Shell variables may be assigned values by the 
set command. It has several forms, the most useful of which was given above 
and is 

set name=value 

Shell variables may be used to store values which are to be reintroduced 
into commands later through a substitution mechanism. The shell variables 
most commonly referenced are. bowever, those which the shell itself refers to. 
By changing the values of these variables one can directly afiect the behavior of 
the shell. 

One of the most important variables is the variable path. This variable con
tains a sequence of directory names where the shell searches for commands. 
The set command sbows the value of all variables currently defined (we usually 
say set) in the shell. The default value for path will be shown by set to be 

% set 
argv 
home' 
path 
prompt 
shell 
status 
% 

() 
/usr/bill 
(. /usr/ucb /bin /usr/bin) 
% 
/bin/csh 
o 

This notation indicates that the variable path' points to the current directory'.' 
and then • /bin' and '/usr/bin'. Commands which you may write might be in ',' 
(usually one of your directories). Other commands. developed at Berkeley, live 
in '/usr/ucb' while commands developed at Bell Laboratories live in '/bin' and 
'/usr/bin'. 

A number of locally developed programs on the system live in the directory 
'/usr /local'. If we wisb. as well we might. all shells which we invoke to have 
access to these new programs we can place the command 

set path=(. /usr /ucb /bin /usr /bin /usr /10cal) 

in our file. cshrc in our home directory. Try doing this and then logging out and 
back in and do 

set 

again to see tba~ the value assigned to path has changed.· 

-The current version of csh. does not correctly aport the path contained in 'path' to the en
vironment as the standard version 7 variable PATH. thus you should concoct a string consist
ing ot the words of 'path' and 'setenv' it into the variable PATIi. i.e.: 

setenv PATH. :/usr /ucb:/bin:/usr /bin:/usr /local 
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One thing you should be aware of is that the shell examines each directory 
which you insert into your path and determines which commands are contained 
there. Except for the current directory'.', which the shell treats specially, this 
means that if commands are added to a directory in your search pat.h after you 
have started the shell, they will not necessarily ,be found by the shell. If you wish 
to use a command which has been added in this way, you should give the com
mand 

rehash 

to the shell, which will cause it to recompute its internal table of command loca
tions, so that it will find the newly added command. 

Other useful built in vaI"iables are the variable home which shows your home 
directory, the vadable ignoreeof which can be set in your. Login file to tell the 
shell not to exit when it receives an end-of-file from a terminal (as described 
above). The variable 'ignareeor is one of several variables which the shell does 
not care about the value of, only whether they are set or unset. Thus to set this 
variable you simply do 

set ignoreeof 

and to unset it do 

unset ignoreeaf 

These give the variable 'ignoreeor no value, but none is desired or required. 

Finally, some other built-in shell variables of use are the variables noclobber 
and ma.il. The metasyntax 

> filename 

which redirects the output of a command will overwrite and destroy the previous 
contents of the named file. In this way you may accidentally overwrite a file 
which is valuable. If you would prefer that the shell not overwrite files in this 
way you can 

set noclobber 

in your, login file. Then trying to do 

date> now 

would cause a diagnostic if 'now' existed already. You could type 

date >! now 

if you really wanted to overwrite the contents of 'now'. The '>!' is a special 
metasyntax indicating that clobbering the file is ok. The space between the '!' 
aod the word 'oow' is critical here, as '!now' would be a invocation af the his
tory mechanism, and have a totally ditterent etIect. 

2.3. The shell's history list 

The shell can maintain a history list into which it places the words of previ
ous commands. It is possible to use a metanotation to reintroduce commands 
o,r words from commands in forming new commands. This mechanism can be 
used to repeat previous commands or to correct minor typing mistakes in com
mands. 

in the exan-.pie above. 



- 13 -

The following figure gives a sample session involving typical usage of the his-
tory mechanism of the shell. 

% cat bug.c 
mainO 
f 

printf("hello); 
j 
% cc!$ 
cc bug.c 
"bug.c", line 3: newline in string or char constant 
"bug.c", line 4: syntax error 
% ex!$ 
ex bug.c 
"bug.c" 4 lines, 28 characters 
:3s/);/"& 

printf("hello"); 
:wq 
"bug.c" 4 lines, 29 characters 
%!c 
cc bug.c 
% a.out 
hello%!e 
ex bug.c 
"bug.c" 4 lines, 29 characters 
:3s/10/10\ \n 

printf("hello \n"); 
:wq 
"bug.c" 4 lines, 31 characters 
% !c -0 bug . 
cc bug.c -0 bug 
% size a. out bug 
a.out: 2784+364+1028 = 4176b = Ox1050b 
bug: 2784+364+ 1028 = 4176b = Oxl050b 
% Is -1 !* 
Is -1 a.out bug 
-I"'WXI'-xr-x 1 bill 
-rwxr-xr-x 1 bill 
% bug 
hello 
% pr bug.c 1 sps 

3932 Dec 19 09:41 a.out 
3932 Dec 19 09:42 bug 

sps: Command not found. 
% -sps-ssp 
pr bug. c I ssp 
Dec 19 09:41 1979 bug.c Page 1 

mainO 
f 

printf("hello \n'~): 
j 

% !! Ilpr 
pr bug. c I ssp Ilpr 
% 
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In this example we have a very simple C program which has a bug (or two) in it 
in the file 'bug.c', which we 'cat' out on our terminal. We then try to run the C 
compiler on it, referring to the file again as '!S', meaning the last argument to 
the previous command. Here the '!' is the history mechanism invocation charac
ter, and the '$' stands for the last argument, by analogy to'S' in the editor 
which stands for the end of the line. The shell echoed the command, as it would 
have been typed without use of the history mechanism, and then executed it. 
The compilation yielded error diagnostics so we now run the editor on the file we 
were trying to compile, fix the bug, and run the C compiler again, this time 
referring to this command simply as '!c', which repeats the last command which 
started with the letter 'c'. If there were other commands starting with 'c' done 
recently we could have said 'Icc' or even '!cc:p' which would have printed the 
last command starting with 'cc' without executing it. 

After this recompilation, we ran the resulting 'a.out' file. and then noting 
that there still was a bug, ran the editor again. After fixing the program we ran 
the C compiler again, but tacked onto the command an extra '-0 bug' telling the 
compiler to place the resultant binary in the file 'bug' rather than 'a.out'. In 
general, the history mechanisms may be used anywhere in the formation of new 
commands and other characters may be placed before and after the substituted 
commands. 

We then ran the 'size' command to see how large the binary program 
images we have created were, and then an 'Is -I' command with the same argu
ment list, denoting the argument list '.'. Finally we ran the program 'bug' to see 
that its output is indeed correct. 

To make a listing of the program we ran the 'pr' command on the file 
'bug.c'. In order to compress out blank lines in the output of 'pr' we ran the 
output through the filter 'ssp', but misspelled it as sps. To correct this we used 
a shell substitute, placing the old text and new text between '-' characters. This 
is similar to the substitute command in the editor. Finally, we repeated the 
same command with '!l', but sent its output to the line print.er. 

There are other mechanisms available for repeating commands. A history 
command will prints out a number. of previous commands with numbers by 
which they can be referenced. There is a way to refer to a previous command by 
searching for a string which appeared in in, and there are other, less useful, 
ways to select arguments to include in a new command. A complete description 
of all these mechanisms is given in the C shell manual pages in the UNIX Program
mers Manual. 

2.4. Aliases 
The shell has an a.lia.s mechanism which can be used to make tI'ansforma

tions on input commands. This mechanism can be used to simplify the com
mands you type, to supply default arguments to commands, or to perform 
transformations on commands and their arguments. The alias facility is similar 
to II macro facility. Some of the features obtained by aliasing can be obtained 
also using shell command files, but these take place in another instance of the 
shell and cannot directly affect the current shells environment or involve com
mands such as chdir which must be done in the current shell. 

As an example, suppose that there is a new version of the mail program on 
the system called 'newmail' you wish to use, rather than the standard mail pro
gram which is called 'mail'. If you place the shell command 

alias mail newmail 

i.n your. cshrc file, the shell will transform an input line of the form 
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mail bill 

into a call on 'newmail'. More generally, suppose we wish the command 'Is' to 
always show sizes of files, that is to always do '-s'. We can do 

alias Is Is - s 

or even 

alias dir Is - s 

creating a new command syntax 'dir' which does an 'Is -s'. If we say 

dir -bill 

then the shell will translate this to 

Is -s /mnt/btU 

Thus the alia.s mechanism can be used to provide short names for com
mands, to provide default arguments, and to define new short commands in 
terms of other commands. It is also possible to define aliases which contain 
multiple commands or pipelines, showing where the arguments to the original 
command 8.re to be substituted using the facilities of the history mechanism. 
Thus the definition 

alias cd 'cd \!* ; Is ' 

would do an l.s command after each change directory cd command. We enclosed 
the entire alias definition in '" characters to prevent most substitutions from 
occurring and the character ';' from being recognized as a parser metacharac
ter. The '!' here is escaped with a '\' to prevent it from being interpreted when 
the· alias command is typed in. The '\!.' here substitutes the entire argument 
list to the pre-aliasing cd command, without giving an error if there were no 
arguments. The ';' separating commands is used here to indicate that one com
mand is to be done and then the next. Similarly the definition 

alias whois 'grep \'1' /etc/passwd' 

defines a command which looks u'p its first argument in the password file. 
Warning: The shell currently parses the. cshrc file each time it starts up. If 

you place a large number of commands there, shells will tend to start slowly. A 
mechanism for saving the shell environment after reading the .cshrc file and 
quickly restoring it is under development, but for now you should try to limit the 
number of aliases you have to a reasonable number ... 10 or 15 is reasonable, 50 
or 60 will cause a noticeable delay in starting up shells, and make the system 
seem sluggish when you execute commands from within the editor and other 
programs. 

2.5. Detached commands; » and >& redirection 
There are a few more metanotations useful to the terminal user which have 

not been introduced yet. The metacharacter '&' may be placed after a com
mand, or after a sequence of commands separated by';' or 'I'. This causes the 
shell to not wail for the commands to terminate before prompting again. We say 
that they are detached or background processes. Thus 

% pr .... bill/esh/sh.c I lpr & 
5120 
5121 
% 
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Here the shell printed two numbers and came bacle very quickly rather than 
waiting for the pr and ~pr commands to finish. These numbers are th.e process 
numbers assigned by the system to the pr and lpr commands. 

Since havoc would result if a command run in the background were to read 
from your terminal at the same time as the shell does. the default standard 
input for a command run in the background is not your terminal, but an empty 
file called '/dev/null'. Commands run in the background are also made immune 
to iNTERRUPT and QU;::' signals which you may subsequently generate at your termi
nal, and are not killed if you hang up a phone connection. 

In addition to the standard output. commands also have a diagnostic output 
which is normally directed to the terminal even when the standard output is 
directed to a file or a pipe. It is occasionally desirable to direct the diagnostic 
output along with the standard output. For instance if you want to redirect the 
output of a long running command into a file and wish to have a record of any 
error diagnostic it produces you can do 

command >&: file 

The '>&:' here tells the shell to route both the diagnostic output and the stan
dard output into 'file'. Similarly you can give the command 

command I &: Ipr 

to route both standard and diagnostic output through the pipe to the line 
printer daemon lpr. # 

Finally, it is possible to use the form 

command > > file 

to place output at the end of an existing file. t 

2.6. Useful built-in commands 
We now give a few of the useful built-in commands of the shell describing 

how they are used. 

The a.lias command described above is used to assign new aliases and to 
show the existing aliases. With no arguments it prints the current aliases. It 
may also be given an argument such as 

alias Is 

to show the current alias for, e.g., 'Is'. 
The cd. and chdir commands are equivalent. and change the working direc

tory of the shell. It is useful to make a directory for each project you wish to 
work on and to place all files related to that project in that directory. Thus after 
you login you can do 

#A command form 

command >&:1 file 

ensts. and is used when ncclobb4r is set and file alreadyensts. 
t~ naclabber is set. then an error will result if file does not emt. otherwise the !lhell will 
create file if it doesn't emt. A form 

corr.rnand »1 file 

makes it not be an error !or file to not enst when noclabber is set. 



~ pwd 
/usr/bill 
~ mkdir newpaper 
~ chdir newpaper 
~ pwd 
/ usr /bm/ newp aper 
~ 
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after which you will be in the directory newpaper. You caD place a group of 
related files tbere. You can return to your 'home' login directory by doing just 

chdir 

wit.b no arguments. We used tbe pwd print working direct.ory command to show 
the name of the current directory here. The current direct.ory will usually be a 
subdirectory of your bome directory, and have it (here '/usr/bill') at the start 
of it. 

The echo command prints its arguments. It is often used in sbell script.s or 
as an interactive command t.o see what filename expansions will yield. 

The history command will show tbe contents of the bistory list. The 
numbers given wit.h tbe history events can be used to reference previous events 
wbicb are difficult to reference using tbe contextual mecbanisms introduced 
above. There is also a shell variable called prompt. By placing a'!' cbaracter in 
its value tbe shell will there substitute the index of the current command in tbe 
bistory list. You can use tbis number to refer t.o this command in a history sub
stitution. Thus you could 

set prompt='\! ~ , 

Note tbat t.be '!' cbaracter had to be escaped here even witbin .... cbaracters. 

The logout command can be used to terminat.e a login sbell which has, 
ignoreeof set. 

The rehash command causes t.he shell to recompute a table of where com
mands are located. This is necessary if you add a command to a directory in the 
current shells searcb pat.h and wish the sbell to find it, since otberwise the hash
ing algorithm may tell the shell tbat t.be command wasn't in that directory when 
the bash table was computed. 

The repeat command can be used to repeat. a command several times. Thus 
to make 5 copies of the file one in the file five you could do 

repeat 5 cat one > > five 

The setenv command can be used, on version 7 'UNIX systems, to set vari
ables in the environment. Tbus 

set.env TERM adm3a 

will set the value of the environment variable TERl4 to 'adm3a'. A user program 
printenv exists which will print out tbe environment. It migbt then show: 

~ printenv 
HOME=/ 
SHELL= /bin/csh 
PATH=:/usr /ucb:/bin:/usr /bin:/usr /local 
TERM=3a 
~ 
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The SOUTce command can be used to force the current shell to read com
mands from a file. Thus 

source .cshrc 

can be used after editing in a change to the. CShTC file which you wish to take 
effect before the next time you login. 

The time command can be used to cause a command to be timed no matter 
how much CPU time it takes. Thus 

% time cp five five.save 
O.Ou 0.3s 0:01 26% 
% time wc five.save 

1200 6300 37650 five. save 
1.2u 0.5s 0:03 55% 
% 

indicates that the cp command used less that 1/10th of a second of user time 
and only 3/10th of a second of system time in copying the file 'five' to 'five. save'. 
The command word count 'wc' on the other hand used 1.2 seconds of user time 
and 0.5 seconds of system time in 3 seconds of elapsed time in counting the 
number of words, character and lines in 'five. save'. The peI"centage '55%' indi
cates that over this period of 3 seconds, OUI" command 'wc' used an aveI"age of 
55 percent of the available CPU cycles of the machine. This is a very high percen
tage and indicates that the system is lightly loaded. 

The unalias and unset commands can be used to I"emove aliases and vad
able definitions from the shell. 

The wait command can be used after staI"ting processes with '&' to quickly 
see if they have finished. If the shell responds immediately with anotheI" 
prompt. they have. Otherwise you can wait for the shell to prompt at which 
point they will have finished, or interrupt the shell by sending a RUB or ;)EL:.""'TE 
characteI". If the shell is interrupted. it will print the names and numbers of the 
processes it knows to be unfinished. Thus: 

% nroff paper I lpr Be 
2450 
2451 
% wait 

2451 lpr 
2450 nroff 

wait: Interrupted. 
% 

If you run a background process and decide you want to stop it for whatever 
reason you must use the kill program. You must use the number of the 
processes you wish to kill. Thus to stop the nToff in the above pipeline you would 
do 

% kill 2450 
% wait 
2450: nroff: Terminated. 
~ 

Here the shell printed a diagnostic that we terminated 'nroff' only after we did a 
wa.it. If we want the shell to discover the termination of all proce sses it has 
created we must. in general. use wait. 
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If you don't remember the number of a command you have executed, you 
call also issue a ps command, which will print out the numbers and names of the 
processes (other than shells) which you are running, showing with each the 
amount of processor time it has used so far. 

2.7. 'What else? 

This concludes the basic discussion of the shell for terminal users. There 
are more features of the shell to be discussed here, and all features of the shell 
are discussed in its manual pages. One useful feature which is discussed later is 
the foreach built-in command which can be used to run the same command 
sequence with a number of different arguments. 

If you intend to use UNIX a lot you you should look through the rest of this 
document and the shell manual pages to become familiar with the other facili
ties which are available to you. 
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3. Shell control structures and command scripts 

3.1. Introduction 
It is possible to place commands in files and to cause shells to be invoked to 

read and execute commands from these files, which are called shelL scripts. We 
here detail those features of the shell useful to the writers of such scripts. 

3.2. Make 
It is important to first note what shell scripts are not useful for. There is a 

program called make which is very useful for maintaining a group of related files 
or performing sets of operations on related files. For instance a large program 
consisting of one or more files can have its dependencies described in a makefile 
which contains definitions of the commands used to create these different files 
when changes occur. Definitions of the means for printing listings, cleaning up 
the directory in which the files reside, and installing the resultant programs are 
easily, and most appropriately placed in this makefile. This format is superior 
and preferable to maintaining a group of shell procedures to maintain these 
files. 

Similarly when working on a document a ma.kefile may be created which 
defines how diiierent versions of the document are to be created and which 
options of nroff or trof! are appropriate. 

3.3. Invocation and the argv variable 

A csh. command script may be interpreted by saying 

7. csh script ... 

where script is the name of the file containing a group of csh commands and· .. .' 
is replaced by a sequence of arguments. The shell places these arguments in 
the variable argv and then begins to read commands from the script. These 
parameters are then available through the same mechanisms which are used to 
reference any other shell variables. 

If you make the file 'script' executable by doing 

chmod 755 script 

and place a shell comment at the beginning of the shell script (i.e. begin the file 
with a '#' character) then a '/bin/csh' will automatically be invoked to execute 
'script' when you type 

script 

If the file does not begin with a '#' then the standard shell '/bin/sh' will be used 
to execute it. This allows you to convert your older shell scripts to use csh. at 
your convenience. 

3.4. Variable substitution 

After each input line is broken into words and history substitutions are 
done on it, the input line is parsed into distinct commands. Before each com
mand is executed a mechanism know as variable su.bstitu.tion is done on these 
words. Keyed by the character' $' this substitution replaces the names of vari
ables by their values. Thus 

echo $argv 

when placed in a command script would cause the current value of the variable 
argv to be echoed to the output of the shell script. It is an error for argv to be 
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unset at this point. 

A number of notations are provided for accessing components and attri
butes of variables. The notation 

$?name 

expands to '1' if name is set or to '0' if name is not set. It is the fundamental 
mechanism used for checking whether particular variables have been assigned 
values. All other forms of reference to undefined variables cause errors. 

The notation 

$#name 

expands to the number of elements in the variable name. Thus 

7a set argv=(a b c) 
7a echo $?argv 
1 
7a echo S#argv 
3 
7a unset argv 
7a echo $?argv 
o 
~ echo $argv 
Undefined variable: argv. 
7a 

It is also possible to access the components of a variable which has several 
values. Thus -

Sargv[l] 

gives the first component of argv or in the example above' a'. Similarly 

Sargv[$#argv] 

would give 'c', and 

$argv[1-Z1 

Other notations useful in shell scripts are 

$n 

where n is an integer as a shorthand for 

Sargv[n] 

the nth parameter and 

$-

which is a shorthand for 

$argv 

The form 

$$ 

expands to the process number of the current shell. Since this process number 
is unique in the system it can be used in generation of unique temporary file 
names. 

One minor difference between 'Sn' and 'Sargv[n]' should be noted her~. 
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The form '$argv[ n]' will yield an error if n is not in the range '1-$#argv' while 
'!n' will never yield an out of range subscript error. This is for compatibility 
with the way older shells handled parameters. 

Another important point is that it is never an error to give a subrange of 
the form 'n-'; if there are less than n components of the given variable then no 
words are substituted. A range of the form 'm-n' likewise returns an empty vec
tor without giving an error when m exceeds the number of elements of the given 
variable, provided the subscript n is in range. 

3.5. Expressions 

In order for interesting shell scripts to be constructed it must be possible 
to evaluate expressions in t.he shell based on the values of variables. In fact, all 
the arithmetic operations of the language C are available in the shell with the 
same precedence that they have in C. In particular, the operations '==' and '!=' 
cOl'!!pare strings and the operators '&:&:' and 'i I' implement the boolean and/or 
o perallons. 

The shell also allows file enquiries of the form 

-? filename 

where "?' is replace by a number of single characters. For instance the expres
sion primitive 

-e filename 

tell whether the file 'filename' exists. Other primitives test for read, write and 
execute- access to the file, whether it is a directory, or has non-zero length. 

It is possible to test whether a command terminates normally, by a prim.i
tive of the form '~ command I' which returns true, i.e. '1' if the command 
succeeds exiting normally with exit status 0, or '0' if the command terminates 
abnormally or with exit status non-zero. If more detailed information about the 
execution status of a command is required, it can be executed and the variable 
'$status' examined in the next command. Since '$status' is set by every com
mand, it is very transient. It can be saved if it is inconvenient to use it only in 
the single immediately following command. 

For a full list of expression components available see the manual section for 
the shell. 

3.S. Sample shell script 

A sample shell script which makes use of the expression mechanism of the 
shell and some of its control structure follows: 
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7. cat copyc 
# 
# Copyc copies those C programs in the specified list 
# to the directory ..... /backup if they differ from the files 
# already in .... /backup 
# 
set noglob 
foreach i (Sargv) 

end 

if ($i:r.c != $i) continue# not a .c file so do nothing 

if (! -r ..... /backup/Si:t) then 
echo Si:t not in backup ... not cp\,ed 
continue 
endif 

cmp -s $i .... /backup/$i:t# to set $status 

if (Sstatus != 0) then 
echo new backup of $i 
cp $i ..... /backup/$i:t 
endif 

This script makes use of the forea.ch command, which causes the shell to 
execute the commands between the forea.ch and the matching md for each of 
the values given between '(' and ')' with the named variable, in this case 'i' set to 
successive values in the list. Within this loop we may use the command break to 
stop executing the loop and continue to prematurely terminate one iteration. 
and begin the next. After the /orea.ch loop the iteration variable (i in this case) 
has the value at the last iteration. 

We set the variable noglob here to prevent filename expansion of the 
members of a.rgv. This is a good idea, in general. if the arguments to a shell 
script are filenames which have already been expanded or if the arguments may 
contain filename expansion metacharacters. It is also possible to quote each 
use of a 'S' variable expansion. but this is harder and less reliable. 

The other control construct used here is a statement of the form 

if ( expression) then 
command 

endif 

The placement of the keywords here is not fiexible due to the current implemen
tation of the shell.t 

fl'he (on owing two formats are not currently accepta.ble to the shell: 

and 

If ( expression ) 
then 

command 

endif 

Ii W' aD. 't work! 

If ( expression) then command enciff (I Won't work 
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The shell does have another form of the if statement of the form 

if ( expression) command 

which can be written 

if ( expression) \ 
command 

Here we have escaped the newline for the sake of appearance. The command 
must not involve "', '&:' or ';' and must not be another control command. The 
second form requires the final'\' to immediately precede the end-of-line. 

The more general if statements above also admit a sequence of else-if 
pairs followed by a single else and an endi/, e.g.: 

if ( expression) then 
commands 

else if (expression) then 
commands 

else 
commands 

endit 

Another important mechanism used in shell scripts is ':' modifiers. We can 
use the modifier ':r' here to extract a root of a filename. Thus if the variable i 
has the value 'foo.bar' then 

~ echo $i $i:r 
foo,bar foo 
~ 

shoW's how the' :r' modifier strips off the trailing I. bar'. Other modifiers will take 
off the last component of a pathname leaving the head ':h' or all but the last 
component of a pathname leaving the tail ':t'. These modifiers are fully 
described in the csh manual pages in the programmers manual. It is also possi
ble to use the command substitution mechanism described in the next major 
section to perform rnodifications on strings to then reenter the shells environ
ment. Since each l1sage of this mechanism invol\"es the creation of a new pro
cess, it is much more expensive to use than the ':' modification mechanism.# 
Finally, we note that the character '#' lexically introduces a shell comment in 
shell scripts (but not from the t.erminal). All subsequent characters on the 
input Line after a '#' are discarded by the shell. This character can be quoted 
using ,., or '\' to place it in an argument word . 

.fIt is also 1lr..portant. to note that the current. implementation at the shell Umits the number 
at ':' modifiers on a. '$' substit.ution to 1. ':'hus 

~ echo $1 $1:h:t 
/a/b/c /a/b:t. 
~ 

does not do what. one would expect.. 
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3.7. Other control structures 
The shell also has control structures while and switch similar to tb ose of C. 

These take the forms 

and 

while ( expression) 
commands 

eDd 

IWitch ( word) 

cue strl: 

case strn: 

default: 

eDcisw 

commands 
breaksw 

commands 
breaksw 

commands 
breaksw 

For details see the manual section for csh. C programmers should note that we 
use breaksw to exit from a switch while break exits a while or foreach loop. A 
common mistake to make in cs~ scripts is t.o use break rather than breaksw in 
switches. 

Le.: 
Finally. csh allows a goto statement., with labels looking like they do in C, 

loop: 
commands 
,oto loop 

3.8. Supplying input to commands 
Commands run from shell scripts receive by default the standard. input of 

the shell which is running the script. This it is different from previous shells 
running under UNIX. It allowing shell scripts to fully participate in pipelines. but 
mandates extra notation for commands which are to take inline data. 

Thus we need a metanotation for supplying inline data to commands in shell 
scripts. As an example. consider this script. which runs the editor to delete lead
ing blanks from the lines in each argument file 
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% cat deblank 
# deblank -- remove leading blanks 
foreach i ($argv) 
ed - $i « 'EOF' 
1,$s/~[ ]*/ / 
w 
q 
'EOF' 
end 
% 

The notation '« 'EOF" means that the standard input for the ed. command is, to 
come from the text in the shell script file up to the next line consisting of 
exactly "EOF". The fact that the 'EOF' is enclosed in , .. characters, Le. quoted, 
causes the shell to not perform variable substitution on the intervening lines. In 
general. if any part of the word following the '«' which the shell uses to ter
minate the text to be given to the command is quoted then these SUbstitutions 
will not be performed. In this case since we used the form' 1,$' in our editor 
script we needed to insure that this '$' was not variable substituted. We could 
also have insured this by preceding the '$' here with a '\', Le.: 

1,\Ss/t[ ]*/ / 
but quoting the 'EOF' terminator is a more reliable way of achieving the same 
thing. 

3.9. Catching interrupts 

If our shell script creates temporary files, we may wish to catch interrup
tions of the shell script so that we can clean up these files. We can then do 

onintr label 

where la.bel is a label in our program. It an interrupt is received the shell will do 
a 'goto label' and we can remove the temporary files and then do a erit com
mand (which is built in to the shell) to exit from the shell script. If we wish to 
exit with a non-zero status we can do 

exit(l) 

e.g. to exit with status '1'. 

3.10. What else? 

There are other features of the shell useful to writers of shell procedures. 
The 'UeTbose and echo options and the related -1) and -z command line options 
can be used to help trace the actions of the shell. The -n option causes the 
shell only to read commands and not to execute them and may sometimes be of 
use. 

One other thing to note is that csh will not execute shell scripts which do 
not begin with the character '#', that is shell scripts that do not begin with a 
comment. Similarly, the '/bin/sh' on your system may well defer to 'csh' to 
interpret shell scripts which begin with '#'. This allows shell scripts. for both 
shells to live in harmony. 

There is also another quotation mechanism using "" which allows only some 
of the expansion mechanisms we have so far discussed to occur on the quoted 
string and serves to make this string into a single word as ,II does. 
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4. Other. less commonly used. shell features 

4.1. Loops at the terminal; variables as vectors 

It is occasionally useful to use the fOTeach control structure at the terminal 
to aid in performing a number of similar commands. For instance, there were at 
one point three shells in use on the Cory lIND{ system at Cory Hall, '/bin/sh', 
'/bin/nsh', and '/bin/csh'. To count the number of persons using each shell one 
could have issued the commands 

% grep -c cshS /etc/passwd 
27 
% grep -c nsh$ /etc/passwd 
128 
% grep -c -v sh! /etc/passwd 
430 
% 

Since these commands are very similar we can use foreach to do this more 
easily. 

% foreach i ('sh$' 'csh$' '-v sh$') 
? grep -c $i /etc/passwd 
? end 
27 
128 
430 
% 

Note here that the shell prompts for input with '? ' when reading the body of the 
loop. 

Very useful with loops are variables which contain lists of filenames or other 
words. You can, for example, do 

% set a=('ls') 
% echo $a 
csh.n csh.rm 
~ Is 
csh.n 
csh.rm 
% echo S#a 
2 
% 

The set command here gave the variable a a list of all the filenames in the 
current directory as value. We can then iterate over these names to perform 
any chosen function. 

The output of a command within n, characters is converted by the shell to a 
list of words. You can also place the , .. quoted string within " .. characters to 
take each (non-empty) line as a component of the variable: preventing the lines 
from being split into words at blanks and tabs. A modifier ':x' exists which can 
be used later to expand each component of the variable into another variable 
splitting it into separate words at embedded blanks and tabs. . 
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4.2. Braces! ... I in argument expansion 
Another form of filename expansion. alluded to before involves the charac

ters T and 'I'. These characters specify that the contained strings. separated 
by ',' are to be consecutively substituted into the containing characters and the 
results expanded Left to right. Thus 

A~ str 1.str2 .... strnlB 

expands to 

Astr lB Astr2B ... AstrnB 

This expansion occurs before the other filename expansions. and may be applied 
recursively (i.e. nested). The results of each expanded string are sorted 
separately. left to right order being preserved. The resulting filenames are not 
required to exist if no other expansion mechanisms are used. This means that 
this mechanism can be used to generate arguments which are not filenames. but 
which have common parts. 

A typical use of this would be 

mkdir -/!hdrs.retrofit.cshl 

to make subdirectories 'hdrs·. 'retrofit· and 'csh' in your home directory. This 
mechanism is most useful when the common prefix is longer than in this exam
ple. i.e. 

chown bin /usr/!bin/!ex.edit!.lib/!ex1.1strings.hoW'~xB 

4.3. Command substitution 
A command enclosed in n. characters is replaced. just before filenames are 

expanded. by the output from that command. Thus it is possible to do 

set pwd='pwd' 

to save the current directory in the variable pwd. or to do 

ex 'grep -1 TRACE *.c' 

to run the editor e:z: suppling as a!'guments those files whose names end in ·.c' 
which have the string 'TRACE' in them. * 

4.4. Other details not covered here 
In particular circumstances it may be necessary to know the exact nature 

and order of different .:;ubstitutions performed by the shell. The exact meaning 
of certain combinations of quotations is also occasionally important. These are 
detailed fully in its manual section. 

The shell has a number of command line option fiags mostly of use in writ
ing t:NtX pr9grams, and debugging shell scripts. See the shells manual section 
for a list of these options. 

·Command expansion also occurs in Input redirected with '«~' and within .... quotations. 
Refer to the shell rr..anual section tor full details. 
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Appenda - Special characters 
The following table lists the special characters of csh and the tmIX system. giving 
for each the section(s) in which it is discussed. A number of these characters 
also have special meaning in expressions. See the csh manual section for a com
plete list. 
Syntactic metacharacters 

2.4 separates commands to be executed sequentially 
I 1.5 separates commands in a pipeline 
( ) 2.2.3.6brackets expressions and variable values 
&: 2.5 follows commands to be executed wit.hout. waiting for completion 

Filename metacharacters 

/ 
? 
• 
[ ] ... 

1.6 
1.6 
1.6 
1.6 
1.6 
4.2 

separates components of a file's pathname 
expansion character matching any single character 
expansion character matching any sequence of characters 
expansion sequence matching any single character from a set 
used at the beginning of a filename to indicate home directories 
used to specify groups of arguments with common parts 

Quotation metacharacters 

\ 
" 

1.7 
1.7 
4.3 

prevents meta-meaning of following single character 
prevents meta-meaning of a group of characters 
like '. but allows variable and command expansion 

Input/ output metacharacters 

< 1.3 indicates redirected input 
> 1.5 indicates redirected output 

Expansion/substitution metacharacters 

s 

t 

3.4 
2.3 
3.6 
2.3 
4.3 

indicates variable substitution 
indicates history substitution 
precedes substitution modifiers 
used in special forms of history substitution 
indicates command substitution 

Other metacharacters 

# 1.3.3.6begins scratch file names; indicates shell comments 
1.2 prefixes option (fiag) arguments to commands 
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Glossary 
This glossary lists the most important terms introduced in the introduction 

to the shell and gives references to sections of the shell document for further 
information about them. References of the form' pr (1)' indicate that the com
mand pr is in the 'JNL'< programmers manual in section 1. You can get an online 
copy of its manual page by doing 

man 1 pr 

References of the form (2.5) indicate that more information can be found in sec
tion 2.5 of this manual. 

a.out 

alias 

argument 

Your current directory has the name '.' as well as the name 
printed by the command pwd. The current directory '.' is usually 
the first component of the search path contained in the variable 
path, thus commands which are in '.' are found first. (2.2). The 
character'.' is also used in separating components of filenames 
(1.8). The character '.' at the beginning of a component of a path
name is treated specially and not matched by the filename expan
sion metacharacters '?', '.', and ,[, ,], pairs (1.6). 

Each directory has a file ' . .' in it which is a reference to its parent 
directory. After changing into the directory with chdiT, Le. 

chdir paper 

you can return to the parent directory by doing 

chdir .. 

The current directory is printed by pwd (2.6). 

Compilers which create executable images create them, by 
default, in the tile 'a.out', for historical reasons (2.3). 

An a.lias specifies a shorter or different name for a UNIX command. 
or a transformation on a command to be performed in the shell. 
The shell has a command a.lias which establishes aliases and can 
print their current values. The command unaLias is used to 
remove aliases (2.6). 

Commands in 'UNIX receive a list of argument words. Thus the com
mand 

echo abc 

consists of a command name 'echo' and three argument words 'a', 
'b' and 'c' (1.1). 

argv The list of arguments to a command written in the shell language 
(a shell script or shell procedure) is stored in a variable called 
a.r'}u within the shell. This name is taken from the conventional 
name in the C programming language (3.4). 

background Commands started without waiting for them to complete are 
called backg-round commands (1.5). 

bin A directory containing binaries of programs and shell scripts to be 
executed is typically called a 'bin' directory. The standard system 
'bin' directories are '/bin' containing the most heavily used com
mands and '/usr/bin' which contains most other user programs. 
Programs developed at UC Berkeley live in '/usr/ucb', while 
locally written programs live in . /usr/local'. Games are kept in 
the directory '/usr/games·. You can place binaries in any 
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directory. If you wish to execute them often, the name of the 
directories should be a component of the variable path. 

Break is a built-in command used to exit from loops within the 
control structure of the shell (3.6). 
A command executed directly by the shell is called a builtin com
mand. Most commands in UNIX are not built into the shell, but 
rather exist as files in 'bin' directories. These commands are 
accessible because the directories in which they reside are named 
in the path variable. 
A case command is used as a label in a switch statement in the 
shells control structure, similar to that of the language C. Details 
are given in the shells documentation 'csh(l)' {3.7}. 
The cat program catenates a list of specified tiles on the standard 
output. It is usually used to look at the contents of a single tile on 
the terminal, to 'cat a tile' (1.B, 2.3). 
The cd. command is used to change the working directory. With no 
arguments, cd. changes your working directory to be your home 
directory (2.3) (2.6). 
The chd.ir command is a synonym for cd.. Cd. is usually used 
because it is easier to type. 
The chsh command is used to change the shell which you use on 
UNlX. By default, you use an different version of the shell which 
resides in '/bin/sh'. You can change your shell to '/bin/csh' by 
doing 

chsh your-login-name /bin/csh 

Thus I would do 

chsh bill /bin/ csh 

It is only necessary to do this once. The next time you log in to 
UNDC after doing this command, you will. be using csh rather than 
the shell in '/bin/sh' (1.9). 
Cmp is a program which compares files. It is usually used on 
binary tiles, or to see if two tiles are identical (3.6). For comparing 
text files the program d.ig, described in 'diff (1)' is used. 
A function performed by the system, either by the shell (a builtin 
command) or by a program residing in a file in a directory within 
the UNIX system is called a command. (1.1). 

command substitution 
The replacement of a command enclosed in '" characters by the 
text output by that command is called command. substitution (3.6. 
4.3). 

component A part of a pathnam.e between' /' characters is called a component 
of that pathname. A variable which has multiple strings as value 
is said to have several components, each string is a component of 
the variable. 

continue A builtin command which causes execution of the enclosing 
Joreach or while loop to cycle prematurely. Similar to the con
tinue command in the programming language C (3.6). 
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core dump When a program terminates abnormally, the system places an 
image of its current state in a file named 'core'. This 'core dump' 
can be examined with the system debuggers 'adb(l)' or 'sdb( 1)' in 
order to determine what went wrong with the program (1.8). If the 
shell produces a message of the form: 

commandname: Illegal instruction -- Core dumped 

(where 'Illegal instruction' is only one of several possible mes
sages) you should report this to the author of the program or a 
system administrator, saving the 'core' file. 

cp The cp (copy) program is used to copy the contents of one file into 
another file. It is one of the most commonly used UNIX commands 
(2.6) . 

. cshrc The file . cshrc in your home directory is read by each shell as it 
begins execution. It is usually used to change the setting of the 
variable pa.th and to set a.Lia.s parameters which are to take effect 
globally (2.1). 

date The da.te command prints the current date and time (1.3). 
debugging Debugging is the process of correcting mistakes in programs and 

shell scripts. The shell has several options and variables which 
may be llsed to aid in shell debugging (4.4). 

default The label defa.uJ.t: is used within shell switch statements, as it is in 
the C language to label the code to be executed if none of the ca.se 
labels matches the value switched on (3.7). 

:::JE!.E':'E The :JELETE or RUBOUT key on the terminal is used to generate an 
~~UPT signal in UNIX which stops the execution of most pro- . 
grams (2.6). 

detached A command run without waiting for it to complete is said to be 
detached (2.5). 

diagnostic An error message produced by a program is often referred to as a 
dia.gnostic. Most error messages are not written to the standard 
output, since that is often directed away from the terminal (1.3, 
1.5). Error messsages are instead written to the dia.gnostic output 
which may be directed away from the terminal, but usually is not. 
Thus diagnostics will usually appear on the terminal (2.5). 

directory A structure which contains files. At any time you are in one par
ticular directory whose names can be printed by the command 
'pwd'. The chair command will change you to another directory, 
and make the files in that directory visible. The directory in which 
you are when you first login is your home directory (1.1, 1.6). 

echo The echo command prints its arguments (1.6, 2.6, 3.6, 3.10). 
else The else command is part of the 'if-then-else-endif' control com

mand construct (3.6). 
:::OF An end- of- file is generated by the terminal by a control-d. and 

whenever a command reads to the end of a file which it has been 
given as input. Commands receiving input from a pipe receive an 
end-of-file when the command sending them input completes. 
Most commands terminate when they receive an end-of-file. The 
shell has an option to ignore end-of-file from a terminal input 
which may help you keep from logging out accidentally by typing 
too many control-d's (1.1, 1.8,3.8). 



escape 

- 33-

A character \ used to prevent the special meaning of a metachar
acter is said to es~ape the character from its special meaning. 
Thus 

echo \* 
will echo the character '.' while just 

echo * 
will echo the names of the file in the current. directory. 1n this 
example, \ escapes '.' (1. 7). There is also a non-printing charac
ter called escape, usually labelled ESC or AL'l'YODE on terminal key
boards. Some older UNIX systems use this character to indicate 
that output is to be suspended. Most systems use control-s to stop 
the output and control-q to start it. 

/etc/passwd This file contains information about the accounts currently on the 
system. If consists of a line for each account with fields separated 
by':' characters (2.3). You can look at this file by saying 

cat /etc/passwd 

The commands jingeT and gTep are often used to search for infor
mation in this file. See 'finger(l)', 'passwd(5)' and 'grep(l)' for 
more details. 

exit The e:ri.t command is used to force termination of a shell script, 
and is built into the shell (3.9). 

exit status A command which discovers a problem may reflect this back to 
the command (such as a shell) which invoked (executed) it. It 
does this by returning a non-zero number as its e:cit status, a 
status of zero being considered 'normal termination'. The erit 
command can be used to force a shell command script to give a 
non-zero exit status (3.5). 

expansion The replacement of strings in the shell input which contain meta
characters by other strings is referred to as the process of e:r:pan
sion. Thus the replacement of the word'·' by a sorted list of files 
in the current directory is a 'filename expansion'. Similarly the 
replacement of the characters '!I' by the text of the last command 
is a 'history expansion'. Expansions are also referred to as S?J.bsti
tutions (1.6, 3.4. 4.2). 

expressions Expressions are used in the shell to control the conditional struc",: 
tures used in the writing of shell scripts and in calculating values 
for these scripts. The operators available in shell expressions are 
those of the language C (3.5). 

extension Filenames often consist of a root name and an e:ctension separated 
by the character '.'. By convention, groups of related files often 
share the same root name. Thus if 'prog.c' were a C program. 
then the object file for this program would be stored in 'prog.o'. 
Similarly a paper written with the '-me' nrofi' macro package 
might be stored in 'paper.me' while a formatted version of this 
paper might be kept in 'paper.out' and a list of spelling errors in 
'paper.errs' {1.6}. 
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Each file in UNIX has a name consisting of up to 14 characters and 
not including the character '/' which is used in pathname build
ing. Most file names do not begin with the character'.', and con
tain only letters and digits with perhaps a '.' separating the root 
portion of the filename from an extension (1.6). 

filename expansion 

flag 

foreach 

goto 

grep 

head 

history 

Filename expansion uses the metacharacters'·', '?' and ,[, and']' 
to provide a convenient mechanism for naming files. Using 
filename expansion it is easy to name all the files in the current 
directory. or all files w'hich have a common root name. Other 
filename expansion mechanisms use the metacharacter ..... and 
allow files in other users directories to be named easily (1. 6. 4.2). 
Yany UN1X commands accept arguments which are not the names 
of files or other users but are used to modify the action of the 
commands. These are referred to as flag options. and by conven
tion consists of one or more letters preceded by the character '-' 
(1.2). Thus the £s list file commands has an option '_so to list the 
sizes of files. This is specified 

Is -s 

The Jrrreach command is used in shell scripts and at the terminal 
to specify repitition of a sequence of commands while the value of 
a certain shell variable ranges through a specified list (3.6. 4.1). 

The shell has a command got a used in shell scripts to transfer con
trol to a given label (3.7). 
The grep command searches through a list of argument files for a 
specified string. Thus' 

grep bill /etc/passwd 

will print each line in the tile '/etc/passwd' which contains the 
string 'bill'. Actually, grep scans for regular expressions in the 
sense of the editors 'ed(1)' and 'ex(1)' (2.3). Grep stands for 'glo-
bally find regular expression and print.' 
The head. command prints the first few Lines of one or more files. 
If you have a bunch of files containing text which you are wonder-
ing about it is sometimes is useful to run head. with these files as 
arguments. This wi.ll usually show enough of what is in these files 
to let you decide which you are interested in (1.5). 
The history mechanism of the shell allows previous commands to 
be repeated. possibly after modification to correct typing mis-
takes or to change the meaning of the command. The shell has a 
history list where these commands are kept. and a history vari
able which controls how large this list is (1. 7, 2.6). 

home directoryEach user has a home directory, which is given in your ent.ry in 
the password file. /etc/passwd.. This is the directory which you 
are placed in when you first log in. The cd. or chd.ir command with 
no arguments takes you back to this directory, whose name is 
recorded in the shell variable home. You can also access the home 
directories of other users in forming filenames using a tile expan
sion notation and the character '-' (1.6). 
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A conditional command within the shell, the if command is used in 
shell command scripts to make decisions about what course of 
action to take next (3.6). 
Normally, your shell will exit, printing 'logout' if you type a 
control-d at a prompt of '% '. This is the way you usually log off 
the system. You can set the ignoreeo! variable if you wish in your 
. login file and then use the command logout to logout. This is use
ful if you sometimes accidentally type too many control-d charac
ters, logging yourself of! (2.2, 2.6). 

Many commands on UNIX take information from the terminal or 
from files which they then act on. This information is called input. 
Commands normally read for input from their sta.nda.rd. input 
which is, by default. the terminal. This standard input. can be 
redirected from a file using a shell metanotation with the charac
ter '<'. Many commands lnll also read from a file specified as 
argument. Commands placed in pipelines will read from the out
put of the previous command in the pipeline. The leftmost com
mand in a pipeline reads from the terminal if you neither redirect 
its input nor give it a file name to use as standard input. Special 
mechanisms exist for suppling input to commands in shell scripts 
(1.2. 1.6. 3.B). 

An interrupt is a signal to a program that is generated by hitting' 
the RUBOUT or DELETE key. It causes most programs to stop execu
tion. Certain programs such as the shell and the editors handle an 
interrupt in special ways. usually by stopping what they are doing 
and prompting for another command. While the shell is executing 
another command and waiting for it to finish. the shell does not 
listen to interrupts. The shell often wakes up when you hit inter
rupt because many comma.nds die when they receive an interrupt 
(LB. 2.6. 3.9). 

A program which terminates processes run without waiting for 
them to complete. (2.6) 

The file .login in your home directory is read by the shell each 
time you log in to UNIX and the commands there are executed. 
There are a number of commands which are usefully placed here 
especially tset commands and set commands to the shell itself 
(2.1). 

The logout command causes a login shell to exit. Normally, a login 
shell will exit when you hit control-d generating an end-of-file. but 
if you have set ignoreeo! in you . login file then this will not work 
and you must use logout to log off the UNIX system (2.2). 
When you log oft' of UNIX the shell will execute commands from the 
file .logou.t in your home directory after it prints 'logout'. 
The command lpr is the line printer daemon. The standard input 
of lpr is spooled and printed on the UNIX line printer. You can also 
give lpr a list of filenames as arguments to be printed. It is most 
common to use lpr as the last component of a pipeline (2.3). 

The ls list files command is one of the most commonly used :mIX 
commands. With no argument filenames it prints the names of the 
files in the current directory. It has a number of useful fta.g argu
ments. and can also be given the names of directories as argu
ments, in which case it lists the names of the files in these 



mail 

make 

makeBle 
manual 

directories (1.2). 
The mail program is used to send and receive messages from 
other :INIX users (1.1, 2.2). 
The make command is used to maintain one or more related files 
and to organize functions to 'be performed on these Bles. In many 
ways make is easier to use, and more helpful than shell command 
scripts (3.2). 
The file containing commands for make is called 'makeBle' (3.2). 
The 'manual' often referred to is the 'UNIX programmers manual.' 
Jt contains a number of sections and a description of each UNIX 
program. An online version of the manual is accessible through 
the man command. Its documentation can be obtained online via 

man man 

metacharacterMany cbaracters which are neither letters nor digits have special 
meaning either to tbe sbell or to UNIX. These characters are called 
metacharacters. If it is necessary to place these characters in 
arguments to commands without them having their special mean
ing tben they must be quotecL An example of a metacharacter is 
the character '>' whicb is used to indicate placement. of output 
into a file. For the purposes of the history mechanism, most 
unquot.ed metacharact.ers form separate words (1.4). The appen
dix to this user's manual lists the metacharacters in groups by 
their function. 

mkdir The mkdir command is used to creat.e a new direct.ory (2.6). 
modifier 

noclobber 

nroff 

onint.r 

output 

Substit.utions with the bistory mecbanism, keyed by the character 
'!' or of variables using the metacharacter 'S' are often subjected 
to modifications. indicated by placing the character ':' after the 
substitution and following tbis witb the modifier itself. The com
mand substitution mecbanism can also be used to perform 
modification in a similar way, but this notation is less clear (3.6). 
The shell has a variable noclobber which may be set in the file 
.login to prevent accidental destruction of files by the '>' output 
redirection metasyntax of the shell (2.2. 2.5). 
The standard text formatter on UNIX is the program nrof!. Using 
nro:/! and one of the available macro packages for it, it is possible 
to have documents automatically format.t.ed and to prepare them 
for pbot.otypesetting using tbe typesetter program trof! (3.2). 
The onintr command ~s built into the sbell and is used to control 
the action of a shell command script wben an interrupt signal is 
received (3.9). 
Many commands in :rmx result in some ILTles of text which are 
called their output. This output is usually placed on what is known 
as the standard output which is normally connected to the users 
terminal. The shell has a syntax using the metacharacter '>' for 
redirecting the standard output. of a command to a file (1.3). 
Using the pipe mechanism and the metacharacter 'I' it is also pos
sible for the standard output of one command to become the stan
dard input of another command (1.5). Certain commands such as 
the line printer daemon lpr do not place their results on the stan
dard output but ratber in more useful places sucb as on tbe line 
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printer (2.3). Similarly the write command plac:es its output on 
another users terminal rather than its standard output (2.3). 
Commands also have a diagnostic output where they write their 
error messages. Normally these go to the terminal even if the 
standard output has been sent to a file or another command, but 
it is possible to direct error diagnostics along with st.andard out
put using a special metanotation (2.5). 

The shell has a variable path which gives the names of the direc
tories in which it searches for the commands which it is given. It 
always checks first to see if the command it is given is built into 
the shell. If it is, then it need not search for the command as it 
can do it internally. If the command is not builtin, then the sheU 
searches for a file with the name given in each of the directories in 
the path variable, left to right. Since the normal definition of the 
path variable is 

path (. /usr /ucb /bin /usr /bin) 

the shell normally looks in the current directory, and then in the 
standard system directories '/usr/ucb', '/bin' and '/usr/bin' for 
the named command (2.2). If the command cannot be found the 
shell will print an error diagnostic. Scripts of shell commands will 
be executed using another shell to interpret them if they ha ..... e 
'execute' hits set. This is normally true because a command of 
the form 

chmod 755 script 

was executed to turn these execute bits on (3.3). If you add new 
commands to a directory in the path, you should issue the com
mand'rehash' (2.2). 

A list of names, separated by '/t characters forms a pathname. 
Each component, between successive '/' characters, names a 
directory in which the next component file resides. Pathnames 
which begin with the character' /' are interpreted relative to the 
root directory in the filesystem. Other pathnames are interpreted 
relative to the current directory as reported by pwd.. The last 
component of a pathname may name a directory, but usually 
names a file. 

A group of commands which are connected together, the standard 
output of each connected to the standard input of the next is 
called a pipeline. The pipe mechanism used to connect these 
commands is indicated by the shell metacharacter '!' (1.5, 2.3). 

The pr command is used to prepare listings of the contents of files 
with headers giving the name of the file and the date and time at 
which the file was last modified (2.3). 

The printenv command is used on version 7 UN!X systems to print 
the current setting of variables in the environment (2.6). 

A instance of a running program is called a process (2.6). The 
numbers used by kill and printed by wait are unique numbers 
generated for these processes by UNIX. They are useful in kill com
mands which can be used to stop background processes. (2.6) 
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Usually synonymous with command; a binary file or shell com
mand script which performs a useful function is often called a pro
gram. 

programmers manual 

prompt 

ps 

pwd 

quit 

quotation 

redirection 

repeat 

scratch 

gcript 

set 

Also referred to as the manual. See the glossary entry for 
'manual'. 
Many programs will print a prompt on the terminal when they 
expect input. Thus the editor 'ex(l)' will prini. a ':' when it expects 
input. The shell prompts for input with '~ , and occasionally with 
'? ' when reading commands from the terminal (1.1). The shell has 
a variable prompt which may be set to a different value to change 
the shells main prompt. This is mostly used when debugging the 
shell (2.6). 
The ps command is used to show the processes you are currently 
running. Each process is shown with its unique process number, 
an indication of the terminal name it is attached to, and the 
amount of CPU time it has used so far. The command is identified 
by printing some of the words used when it was invoked (2.8). 
Shells, such as the csh you use to run the 'ps' command are not 
normally shown in the output. 
The pwd command prints the full pathname of the current (work
ing) directory. 
The quit signal, generated by a control-\ is used to terminate pro
grams which are behaving unreasonably. It normally produces a 
core image file (1.8). 
The process by which metacharacters are prevented their special 
meaning. usually by using the character ,# in pairs, or by using the 
character '\' is referred to as quotation (1.4). 
The routing of input or output from or to a file is known as redirec
tion of input or output (1.3). 
The repeat command iterates another command a specified 
number of times (2.6). 
The R':..'BOUT or DELETE key generates an interrupt signal which is 
used to stop programs or to cause them to return and prompt for 
more input (2.6). 

Files whose names begin with a '#' are referred to as scratch files, 
since they are automatically removed by the system after a cou
ple of days of non-use, or more frequently if rUsk space becomes 
tight (1.3). 

Sequences of shell commands placed in a file are called shell com
mand scripts. It is often possible to perform simple tasks using 
these scripts without writing a program in a language such as C, 
by using the shell to selectively run other programs (3.2, 3.3, 
3.10). 

The builtin set command is used to assign new values to shell vari
ables and to show the values of the current variabLes. Many shell 
variables have special meaning to the shell itself. Thus by using 
the set command the behavior of the shell can be affected (2.1). 
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setenv On version 7 systems variables in the environment 'environ(5)' can 
be changed by using the setenv builtin command (2.6). The prin
tenv command can be used to print the value of the variables in 
the environment. 

shell A shell is a command language interpreter. It is possible to write 
and run your own shell, as shells are no different than any other 
programs as far as the system is concerned. This manual deals 
with the details of one particular shell. called csh. 

shell script See script (3.2. 3.3. 3.10). 
sort The SOTt program sorts a sequence of lines in ways that can be 

controlled by argument Bags (1.5). 
source The source command causes the shell to read commands from a 

specified file. It is most useful for reading files such as . cshrc after 
changing them (2.6). 

special character 
See metacharacters and the appendix to this manual. 

standard We refer often to the standard input and standard output of com
mands. See input and output (1.3. 3.8). 

status A command normally returns a status when it finishes. By conven
tioo. a status of zero indicates that the command succeeded. 
Commands may return non-zero status to indicate that some 
abnormal event has occurred. The shell variable status is set to 
the status returned by the last command. It is most useful in 
shell commmand scripts (3.5, 3.6). 

substitution The shell implements a number of substitutions where sequences 
indicated by metacharacters are replaced by other sequences. 
Notable examples of this are history substitution keyed by the 
metacharacter '!' and variable substitution indicated by '$'. We 
also refer to substitutions as ezpansions (3.4). 

switch The switch command of the shell allows the shell to select one of a 
number of sequences of commands based on an argument string. 
It is similar to the switch statement in the language C (3.7). 

termination When a command which is being executed finished we say it under
goes termination or terminates. Commands normally terminate 
when they read an end-of-file from their standard input. It is also 
possible to terminate commands by sending them an interrupt or 
quit signal (1.8). The kill program terminates specified command 
whose numbers are given (2.6). 

then The then command is part of the shells 'if-then-else-endi!, control 
construct used in command scripts (3.6). 

time The time command can be used to measure the amount of CPU and 
real time consumed by a specified command (2.1. 2.6). 

trofi The troD program is used to typeset documents. See also nrojj 
(3.2). 

tset The tset program is used to set standard erase and kill characters 
and to tell the system what kind of terminal you are using. It is 
often invoked in a . lOgin file (2.1). 
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The u.na.lieu command removes aliases (2.6). 
U!mC is an operating system on which csh runs. UNDC provides facili
ties which allow csh to invoke other programs such as editors and 
text formaHers which you may wish to use. 
The u.nset command removes the definitions of shell variables (2.2. 
2.6). 

variable expansion 

variables 

\rerbose 

wait 

whUe 

word 

See va.ria.bles and expa.nsion (2.2. 3.4). 
Variables in csh hold one or more strings as value. The most com
mon use of variables is in controlling t.he behavior of the shell. 
See pa.th. noclobber. and ignore eo/ for examples. Variables such 
as a.rgv are also used in writing shell programs (shell command 
scripts) (2.2). 
The verbose shell variable can be set to cause commands to be 
echoed after they are history expanded. This is often useful in 
debugging shell scripts. The verbose variable is set by the shells 
-v command line option (3.10). 
The builtin command wa.it causes the shell to pause. and not 
prompt, untU all commands run in the background have ter-
minated (2.6). 
The while builtin control construct is used in shell command 
scripts (3.7). 
A sequence of characters which forms an argument to a command 
is called a word.. Many characters which are neither letters. 
digits. '-', '.' or '/' form words all by themselves even if they are 
not surrounded by blanks. Any sequence of character may be 
made into a word by surrounding it with "' characters except for 
the characters ,n and '!' which require special treatment (1.1, 
1.6). This process of placing special characters in words without 
their special meaning is called quoting. 

working directory 

write 

At an given time you are in one particular directory, called your 
working directory. This directories name is printed by the pwd. 
command and the files listed by ls are the ones in this directory. 
You can change working directories using chair. 
The turite command is used to communicate 'Vith other users who 
are logged in to umx (2.3). 

• 
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UNIX Programming - Second Edition 

1. INTRODUCfION 

Brian W. Kernighan 

Dennis M. Ritchie 

Bell Laboratories 
Murray Hill, New Jersey 07974 

This paper describes how to write programs that interface with the UNIX operating system 
in a non-trivial way. This includes programs that use files by name, that use pipes, that invoke 
other commands as they run, or that attempt to catch interrupts and other signals during execu
tion. 

The document collects material which is scattered throughout several sections of The UNIX 
Program~r's Manual [1} for Version 7 UNIX. There is no attempt to be complete~ only gen
erally useful material is dealt with. It is assumed that you will be programming in C, so you 
must be able to read the language roughly up to the level of The C Programming Language (2). 
Some of the material in sections 2 through 4 is based on topics covered more carefully there. 
You should also be familiar with UNIX itself at least to the level of UNIX jar Beginners [3). 

2. BASICS 

2 . 1. Program Arguments 

When a C program is run as a command. the arguments on the command line are made 
available to the function main as an argument count arqc and an array arqv of pointers to 
character strings that contain the arguments. By convention. arqv (0] is the command name 
itself. so arqc is always greater than O. 

The following program illustrates the mechanism: it simply echoes its arguments back to 
the terminal. (This is essentially the echo command.) 

main (arqc, arqvl 
int arqc; 

/- echo arquments -/ 

char *arqv(]i 
I 

int ii 

for (i - 1; i < arqci i~) 
~rintf(""s~", arqv(il, (i<arqc-1) ? ' , : '\n') i 

arqv is a pointer to an array whose individual elements are pointers to arrays of characters~ 
each is terminated by \0, so they can be treated as strings. The program starts by printing 
arqv(1] and loops until it has printed them all. 

The argument count and the arguments are parameters to main. If you want to keep them 
around so other routines can get at them. you must copy them to external variables. 

2.2. The "Standard Input" and "Standard Ou'tput" 

The simplest input mechanism is to read the "standard input," which is generally the 
user's terminal. The function qetchar returns the next input character each time it is called. 
A file may be substituted for the terminal by using the < convention: if proq uses getchar, 
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then the command line 

proq <file 

causes prog to read file instead of the terminal. prog itself need know nothing about 
where its input is coming from. This is' also true if the input comes from another program via 
the pipe mechanism: 

otherproq I proq 

provides the standard input for prog from the standard output of otherprog. 

getchar returns the value EOF when it encounters the end of file (or an error) on what
ever you are reading. The value of EOF is normally defined to be -1. but it is unwise to take 
any advantage of that knowledge. As will become clear shortly. this value is automatically 
defined for you when you compile a program. and need not be of any concern. 

Similarly. putchar (c) puts the character c on the "standard output." which is also by 
default the terminal. The output can be captured on a file by using >: if proq uses putchar. 

prog >outfile 

writes the standard output on outfile instead of the terminal. outfile is created if it 
doesn't exist: if it already exists, its previous contents are overwritten. And a pipe can be used: 

prog I otherprog 

puts the standard output of prog into the standard input of otherproq • 

The function printf. which formats output in various ways. uses the same mechanism as 
putchar does. so calls to printf and putchar may be intermixed in any order; the output 
will appear in the order of the calls. 

Similarly. the function scanf provides for formatted input conversion; it will read the 
standard input and break it up into strings. numbers. etc .• as desired. scanf uses the same 
mechanism as get char . so calls to them may also be intermixed. 

Many programs read only one input and write one output; for such programs 110 with 
getchar. putchar. scanf. and printf may be entirely adequate. and it is almost always 
enough to get started. This is particularly true if the UNIX pipe facility is used to connect the 
output of one program to the input of the next. For example. the following program strips out 
all ascii control characters from its input (except for newline and tab). 

The line 

#include <stdio.h> 

main() 
t 

1* ccstrip: strip non-graphic characters *1 

int c; 
while «c - qetchar(» !- EOF) 

if « c >- ' , && c < 0177) I I c -- '\ t' I I c -- '\n') 
putchar(c); 

exit(O); 

.include <stdio.h> 

should appear at the beginning of each source file. It causes the C compiler to read a file 
(/usrlincludelstdio.h> of standard routines and symbols that includes the definition of EOF. 

If it is necessary to treat mUltiple files. you can use cat to collect the files for you: 

cat file1 file2 ... I ccstrip >output 

and thus avoid learning how to access files from a program. By the way. the call to exi't at the 
end is not necessary to make the program work properly. but it assures that any caller of the 
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program will see a normal termination status (conventionally 0) from the program when it com
pletes. Section 6 discusses status returns in more detail. 

3. THE STANDARD I/O LIBRARY 
The "Standard I/O Library" is a collection of routines intended to provide efficient and 

ponable 1/0 services for most C programs. The standard 110 library is available on each sys
tem that suppons C. so programs that confine their system interactions to its facilities can be 
transported from one system to another essentially without change. 

In this section. we will discuss the basics of the standard 1/0 library. The appendix con
tains a more complete description of its capabilities. 

3 . 1. File Access 
The programs written so far have all read the standard input and written the standard out

put. which we have assumed are magically pre-defined. The next step is to write a program that 
accesses a file that is not already connected to the program. One simple example is we, which 
counts the lines, words and characters in a set of files. For instance, the command 

we x.c: y.e 

prints the number of lines. words and characters in x. e and y. e and the totals. 

The question is how to arrange for the named files to be read - that is, how to connect the 
file system names to the 1/0 statements which actually read the data. 

The rules are simple. Before it can be read or written a file has to be opened by the stan
dard library function f open. f open takes an external name ((ike x. e or y. e), does some 
housekeeping and negotiation with the operating system, and returns an internal name which 
must be used in subsequent reads or writes of the file. 

This internal name is actually a pointer. called a file pointer, to a str.ucture which contains 
information about the file, such as the location of a buffer. the current character position in the 
buffer, whether the file is being read or written. and the like. Users don't need to know the 
details, because part of the standard 110 definitions obtained by including stdio. h is a struc
ture definition called FILE. The only declaration needed for a file pointer is exemplified by 

FILE *fp, *fopen()i 

This says that fp is a pointer to a FILE. and fopen returns a pointer to a FILE. (FILE is a 
type name. like into not a structure tag. 

The actual can to fopen in a program is 

fp • fopen(name, mode); 

The first argument of fopen is the name of the file. as a character string. The second argu-. 
ment is the mode. also as a character string, which indicates how you intend to use the ale. 
The only allowable modes are read (" r"), write ("w"). or append (" a") . 

If a file that you open for writing or appending does not exist. it is created (if possible). 
Opening an existing file for writing causes the old contents (0 be discarded Trying to read a 
file that does not eXIst is an error. and there may be other causes of error as well (Hke trying to 
read a file when you don't have permission). If there is any error. fopen will return the null 
pointer value NULL (which is defined as zero in stdio. h). 

The next thing needed is a way to read or write the file once it is open. There are several 
possibilities. of which getc and putc are the simplest. getc returns the next character from 
a file: it needs the file pointer to tell it what file. Thus 

c ,. getc(:pl 

places in c the next character from the file referred to by f:p: it returns ECF when it reaches 
end of file. putc is the inverse of getc: 
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putc(c, fp) 

puts the character c on the file fp and returns c. qetc and putc return EOF on error. 

When a program is started. three files are opened automatically. and file pointers are pro
vided for them. These files are the standard input. the standard output. and the standard error 
output; the corresponding file pointers are called stdin. stdout. and stderr. Normally 
these are all connected to the terminal. but may be redirected to files or pipes as described in 
Section 2.2. stdin. stdout and stderr are pre-defined in the I/O library as the standard 
input. output and error files; they may be used anywhere an object of type FILE * can be. 
They are constants. however. no(variables. so don't try to assign to them. 

With some of the preliminaries out of the way. we can now write we. The basic design is 
one that has been found convenient for many programs: if there are command-line arguments. 
they are processed in order. If there are no arguments. the standard input is processed. This 
way the program can be used stand-alone or as part of a larger process. 

tinclude <stdio.h> 

main (argc, argv) 
int argc; 

1* wc: count lines, words, chars *1 

char *argv[]; 
( 

int c, i, inword; 
FILE *fp, *fopen(); 
long linect, wordct, charct; 
long tlinect - 0, twordct - 0, tcharct - 0; 

i - 1; 
fp - stdin; 
do I 

if (argc > 1 && (fp-fopen(arqv[il, "r"» -- NULL) ( 
fprintf(stderr, "wc: can't open 1Ios\n", argv[i]); 
continue; 

linect - wordct - charct - inword - 0; 
while «c - qetc(fp» !- EOF) I 

charct+ ... ; 
if (c -- '\n') 

linect++; 
if (c--" II c-- '\t' II c-- '\n') 

inword - 0; 
else if (inword -- 0) I 

inword - '; 
wordct ...... ; 

printf("1Io7ld .. 7ld .. 7ld", linect, wordct, charct); 
printf(argc > , ? .. 1Ios\n" : "\n", arqv[i]); 
fclose (fp) ; 
tlinect +- linect; 
twordct +- wordct; 
tcharct ... - charct; 

while ( ...... i < argc); 
if (argc > 2) 

printf(" .. 7ld .. 7ld 1Io7ld total\n", tlinect, twordct, tcharct); 
exit(O); 

The function fprintf is identical to printf. save that the first argument is a file pointer that 
specifies the file to be written. 
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The function fclose is the inverse of fopen: it breaks the connection between the file 
pointer and the external name that was established by fopen. freeing the file pointer for 
another file. Since there is a limit on the number of files that a program may have open simUl
taneously, it's a good idea to free things when they are no longer needed. There is also another 
reason to call fclose on an output file - it flushes the buffer in which putc is collecting out
put. (fclose is called automatically for each open file when a program terminates normally') 

3.2. Error Handling - Slderr and Exit 

stderr is assigned to a program in the same way that stdin and stdout are. Output 
written on stderr appears on the user's terminal even if the standard output is redirected. we 
writes its diagnostics on stderr instead of stdout so that if one of the files can't be accessed 
for some reason. the message finds its way to the user's terminal instead of disappearing down 
a pipeline or into an output file. 

The program actually signals errors in another way. using the function exi t to terminate 
program execution. The argument of exit is available to whatever process called it (see Sec
tion 6). so the success or failure of the program can be tested by another program that uses this 
one as a sub-process. By convention. a return value of 0 signals that all is well; non-zero 
values signal abnormal situations. 

exi t itself calls fclose for each open output file. to flush out any buffered output. then 
calls a routine named _exit. The function _exit causes immediate termination without any 
buffer flushing; it may be called directly if desired. 

3 . 3. Miscellaneous I/O Functions 

The standard 110 library provides several other 110 functions besides those we have illus
trated above. 

Normally output with putc. etc .• is buffered (except to stderr): to force it out immedi
ately. use f flush ( fp) . 

fscanf is identical to scanf. except that its first argument is a file pointer (as with 
fprintf) that specifies the file from which the input comes: it returns EOF at end of file. 

The functions sscanf and sprintf are identical to fscanf and fprintf, except that 
the first argument names a character string instead of a file pointer. The conversion is done 
from the string for sscanf and into it for sprintf. 

fqets (cuf, size, fp) copies the next line from fp. up to and including a newline. 
into cuf: at most size-1 characters are copied: it returns NULL at end of file. 
fputs (cuf, fp) writes the string in cuf onto file fp. 

The function unqetc (c, fp) "pushes back" the character c onto the input stream fp: a 
subsequent call to qetc. fscanf. etc .• will encounter c. Only one character of push back per 
file is permi tted. 

4. LOW-LEVEL 110 

This section describes the bottom level of 110 on the UNIX system. The lowest level of 
I/O in UNIX provides no buffering or any other services: it is in fact a direct entry into the 
operating system. You are entirely on your own. but on the other hand. you have the most 
control over what happens. And since the calls and usage are quite simple. this isn't as bad as 
it sounds. 

4 . 1. File Descriptors 

In the UNIX operating system. aU input and output is done by reading or writing files. 
because all peripheral devices. even the user's terminal. are files in the file system. This means 
that a single. homogeneous interface handles all communication between a program and peri
pheral devices. 
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In the most general case. before reading or writing a file. it is necessary to inform the sys
tem of your intent to do so. a process called "opening" the file. If you are going to write on a 
file. it may also be necessary to create it. The system checks your right to do so (Does the file 
exist? Do you have permission to access it?). and if all is well. returns a small positive integer 
called a file descrIptor. Whenever 1/0 is to be done on the file. the file descriptor is used instead 
of the name to identify the file. (This is roughly analogous to the use of READ(S, .. .) and 
WRITEI6 .... ) in Fortran,} All information about an open file is maintained by the system; the 
user program refers to the file only by the file descriptor. 

The file pointers discussed in section 3 are similar in spirit to file descriptors, but file 
descriptors are more fundamental. A file pointer is a pointer to a structure that contains, 
among other things, the file descriptor for the file in question. 

Since input and output involving the user's terminal are so common, special arrangements 
exist to make this convenient. When the command interpreter (the "shell") runs a program, it 
opens three files, with file descriptors O. 1, and 2. called the standard input. the standard out
put. and the standard error output. All of these are normally connected to the terminal, so if a 
program reads file descriptor 0 and writes file descriptors 1 and 2. it can do terminal 110 
without worrying about opening the files. 

If I/O is redirected to and from files with < and >, as in 

proq <infile >outfile 

the shell changes the default assignments for file descriptors 0 and 1 from the terminal to the 
named files .. Similar observations hold if the input or output is associated with a pipe. Nor
mally file descriptor 2 remains attached to the terminal, 50 error messages can go there. In all 
cases, the file assignments are changed by the shell, not by the program. The program does not 
need to k'now where its input comes from nor where its output goes. so long as it uses file 0 for 
input and I and 2 for output. 

4 .2. Read and Write 
All input and output is done by two functions called read and wri teo For both, the first 

argument is a file descriptor. The second argument is a buffer in your program where the data 
is to come from or go to. The third argument is the number of bytes to be transferred. The 
calls are 

n_read. read(fd, buf, n)i 

n_written • writelfd, buf, n)i 

Each call returns a byte count which is the number of bytes actually transferred. On reading. 
the number of bytes returned may be less than the number asked for, because fewer than n 
bytes remained to be read. (When the file is a terminal, read normally reads only up to the 
next newline. which is generally less than what was requested.) A return value of zero bytes 
implies end of file, and -1 indicates an error of some sort. For writing, the returned value is 
the number of bytes actually written; it is generally an error if this isn't equal to the number 
supposed to be written. 

The number of bytes to be read or written is quite arbitrary. The two most common values 
are 1. which means one character at a time ("unbuffered"). and S12. which corresponds to a 
physical blocksize on many peripheral devices. This latter size will be most efficient, but even 
character at a time I/O is not inordinately expensive. 

Putting these facts together, we can write a simple program to copy its input to its output. 
This program will copy anything to anything, since the input and output can be redirected to 
any file or device. 
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tdefine SUFSIZE 512 /- bes~ size for PDP-11 UNIX -/ 

main ( ) 
( 

/* copy inpu~ to ou~pu~ */ 

char buf(SUFSIZE]; 
int n: 

while (n - read(O, buf, SUFSIZEII > 0) 
vri~e(1, buf, nl; 

exit(O): 

If the file size is not a multiple of BUFSIZE. some read will return a smaller number of bytes 
to be written by write; the next call to read after that will return zero. 

It is instructive to see how read and wri te can be used to construct higher level routines 
like qetchar. putchar. etc. For example. here is a version of qetchar which does 
unbuffered input. 

tdefine CMASJC 0377 /* for makinq char's> 0 */ 

qe~char() /- unbuffered sinqle charac~er input -/ 
( 

char c: 

r.~urn«read(O, .c, 1) > 0) ? c • CMASJC : EOF); 

c: must be declared char. because read acceptS a character pointer. The character being 
returned must be masked with 0377 to ensure that it is positive; otherwise sign extension may 
make it negative. (The constant 0377 is appropriate for the PDp·1I but not necessarily for 
other machines.> 

The second version of qetchar does input in big chunks. and hands out the characters 
one at a time. 

tdefine CMASJC 0377 /* for makinq char's> 0 */ 
.define BUFSIZE 512 

qe~char() /* buffered version */ 
( 

s~a~i.c char 
sU~i.c char 
s~a~i.c int 

buf[SUFSIZE]; 
*bufp • buf; 
n • 0; 

if (n -- 0) /* buffer is empey */ 
n • read(O, buf, BUFSIZEI; 
bufp • buf; 

re~urn«--n >- 0) ? *bufp++ • CMASX EOF); 

4.3. Open, Creat, Close, Unlink 

Other than the default standard input. output and error files. you must explicitly open files 
in order to read or write them. There are two system entry points for this. open and creat 
[sic]. 

open is rather like the fopen discussed in the previous section. except that instead of 
returning a file pointer. it returns a file descriptor. which is just an into 
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int fd: 

fd • open (name, rwmode)j 

As with fopen. the name argument is a character string corresponding to the external file 
name. The access mode argument is different. however: rwmode is 0 for read. 1 for write, and 
2 for read and write access. open returns -1 if any error occurs: otherwise it returns a valid 
file descriptor. 

It is an error to try to open a file that does not exist. The entry point creat is provided 
to create new files. or to re-write old ones. 

fd • creat(name, pmode): 

returns a file descriptor if it was able to create the file called name, and -1 if not. If the file 
already exists. crea t will truncate it' to zero length: it is not an error to crea t a file that 
already exists. 

If the file is brand new, creat creates it with the protection mode specified by the pmode 
argument. In the UNIX file system, there are nine bits of protection information associated 
with a file, controlling read, write and execute permission for the owner of the file, for the 
owner's group. and for all others. Thus a three-digit octal number is most convenient for 
specifying the permissions. For example, 0755 specifies read, write and execute permission for 
the owner, and read and execute permission for the group and everyone else. ' 

To illustrate, here is a simplified version of the UNIX utility cp, a program which copies one 
file to another. (The main simplification is that our version copies only one file, and does not 
permit the second argument to be a directory.) 

_define NULL' 0 
_define BUFSIZE 512 
_define PMODE 0644 /* RW for owner, R for qroup, others */ 

main(arqc, arqv) 
int arqc; 

/* cp: copy f1 to f2 */ 

char *arqv[]: 
t 

int f1, f2, n: 
char buf[BUFSIZE]j 

if (arqc !. 3) 
error (IIUsaqe: cp from to", NULL); 

if «f1 • open(arqv(1], 0» •• -1) 
error (IICp: can't open "s", arqv(1]): 

if «f2 • creat(arqv(2], PMODE» •• -1) 
error (IICp: can't create "s", arqv[2]): 

while «n • read(f1, buf, BUFSIZE» > 0) 
if (write (f2, buf, n) 1- n) 

error (IICp: write error", NULL)j 
exit(O): 

error (51 , s2) /* print error messaqe and die */ 
char *51, *52: 
t 

printf(s1, 52): 
printf("\n"): 
exit (1) : 



As we said earlier. there is a limit (typically 15-25) on the number of files which a program 
may have open simultaneously. Accordingly. any program which intends to process many files 
must be prepared to re-use file descriptors. The routine close breaks the connection between 
a file descriptor and an open file. and frees the file descriptor for use with some other file. Ter
mination of a program via exit or return from the main program closes all open files. 

The function unlink (filename) removes the file filename from the file system. 

4 . 4 . Random Access - Seek: and Lseek: 
File I/O is normally sequential: each read or write takes place at a position in the file 

right after the previous one. When· necessary. however. a file can be read or written in any 
arbitrary order. The system call lseek provides a way to move around in a file without actu
ally reading or writing: 

lseek(fd, otfse~, origin); 

forces the current position in the file whose descriptor is fd to move to position offset. 
which is taken relative to the location specified by origin. Subsequent reading or writing will 
begin at that pOSition. offset is a long; fd and origin are int's. origin can be 0, I, 
or 2 to specify that offset is to be measured from the beginning, from the current position. 
or from the end of the file respectively. For example, to append to a file. seek to the end 
before writing: 

lseek(fd, OL, 2); 

To get back to the beginning ("rewind"), 

lseek(fd, OL, 0); 

Notice the OL argument; it could also be written as (long) O. 

With lseek. it is possible to treat files more or less like large arrays, at the price of slower 
access. For example, the following simple function reads any number of bytes from any arbi
trary place in a file. 

qe~(fd, pos, but, n) 1* read n by~es from position pes *1 
in1: fd, n; 
long pos; 
char -but; 
{ 

lseek(fd, pos, 0); 1* get to pes *1 
return(read{fd, buf, n»; 

In pre· version 7 UNIX. the basic entry point to the I/O system is cailed seek. seek is 
identical to lseek. except that itS offset argument is an int rather than a long. Accord
ingly. since PDP·lI integers have only 16 bits. the offset specified for seek is limited to 
65.535; for this reason. origin values of 3. 4, 5 cause seek to multiply the given offset by 
512 (the number of bytes in one physical block) and then interpret origin as if it were O. 1. 
or 2 respectively. Thus to get to an arbitrary place in a large file requires two seeks. first one 
which selects the block. then one which has origin equal to I and moves to the desired byte 
within the block. 

4 . 5. Error Processing 

The routines discussed in this section. and in fact all the routines which are direct entries 
into the system can incur errors. Usually they indicate an error by returning a value of - 1. 
Sometimes it is nice to know what sort of error occurred; for this purpose aU these routines. 
when appropriate. leave an error number in the external cell errno. The meanings of the 
various error numbers are listed in the introduction to Section n of the UNIX Programmer's 
.'danuai. so your program can, for example. determine if an attempt to open a file failed 
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because it did not exist or because the user lacked permission to read it. Perhaps more com
monly. you may want to print out the reason for failure. The routine perror will print a mes
sage associated with the value of errno; more generally. sys_errno is an array of character 
strings which can be indexed by errno and printed by your program. 

5. PROCESSES 

It is often easier to use a program written by someone else than to invent one's own. This 
section describes how to execute a program from within another. 

5 . 1. The "System" Function 

The easiest way to execute a program from another is to use the standard library routine 
system. system takes one argument, a command string exactly as typed at the terminal 
(except for the newline at the end) and executes it. For instance, to time-stamp the output of 
a program, 

main() 
( 

system ("date" 1 ; 
1* rest of processinq *1 

If the command string has to be built from pieces, the in-memory formatting capabilities of 
sprintf may be useful. 

Remember than qetc and putc normally buffer their input; terminal 1/0 will not be prop
erly synchronized unless this buffering is defeated. For output, use fflush: for input, see 
setbuf in the appendix. 

5.2. Low-Level Process Creation - Execl and Execv 

If you're not using the standard library, or if you need finer control over what happens, you 
will have to construct calls to other programs using the more primitive routines that the stan
dard library's system routine is based on. 

The most basic operation is to execute another program without returning, by using the rou
tine execl. To print the date as the last action of a running program, use 

execl("/bin/date", "date", NULL); 

The first argument to execl is the file name of the command; you have to know where it is 
found in the file system. The second argument is conventionally the program name (that is, 
the last component of the file name), but this is seldom used except as a place-holder. If the 
command takes arguments, they are strung out after this; the end of the list is marked by a 
NULL argument. 

The execl call overlays the existing program with the new one, runs that, then exits. 
There is no return to the original program. 

More realistically, a program might fall into two or more phases that communicate only 
through temporary files. Here it is natural to make the second pass simply an execl call from 
the first. 

The one exception to the rule that the original program never gets control back occurs 
when there is an error, for example if the file can't be found or is not executable. If you don't 
know where date is located. say 

execl ( .. Ibin/date", "date", NULL); 
execl("/usr/bin/date", "date", NULL); 
fprintf(stderr, "Someone stole 'date'\n"l; 

A variant of execl called execv is useful when you don't know in advance how many 
arguments there are going to be. The call is 
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execvCfilename, ar~); 

where argop is an array of pointers to the arguments: the last pointer in the array must be 
NULL so execv can tell where the list ends. As with execl. filename is the file in which 
the program is found. and arg-p (a] is the name of the program. (This arrangement is identi· 
cal to the arg'V array for program arguments.) 

Neither of these routines provides the niceties of normal command execution. There is no 
automatic search of multiple directories - you have to know precisely where the command is 
located. Nor do you get the expansion of metacharacters like <. >. ... ?, and () in the argu· 
ment list. If you want these. use execl to invoke the shell sh. which then does aU the work. 
Construct a string commandl ine that contains the complete command as it would have been 
typed at the terminal. then say 

execlC"/bin/sh", "sh", "-c", commandline, NOLL); 

The shell is assumed to be at a fixed place. /bin/ she Its argument -c says to treat the next 
argument as a whole command line. so it does just what you want. The only problem is in con· 
structing the right information in commandline. 

5.3, Control of Processes - Fork and Wait 

So far what we've talked about isn't really all that useful by itself. Now we will show how 
to regain control after running a program with execl or execv. Since these routines simply 
overlay the new program on the old one. to save the old one requires that it first be split into 
two copies: one of these can be overlaid. while the other waits for the new. overlaying program 
to finish. The splitting is done by a routine called fork: 

proc_id. forkC); 

splits the program into two copies. both of which continue <to run. The only difference between 
the two is the value of proc_id. the "process id." In one of these processes (the "child"), 
proc_id is zero. In the other (the "parent"). proc_id is non-zero: it is the process number 
of the child. Thus the basic way to call. and return from. another program is 

if (fork() - 0) 

execl("/bin/sh"} "shit, "-c", c:md, NULL); 1* in child .,,1 

And in fact. except for handling errors. this is sufficient. The fork makes two copies of the 
program. [n the child. the value returned by fork is zero. so it caUs execl which does the 
command and then dies. In the parent. fork returns non-zero so it skips the exec!. (If 
there is any error. fork returns -1 ). 

More often. the parent wants to wait for the child to terminate before continuing itself. 
This can be done with the function wai t: 

in1: S1:a1:US; 

if (fork () - 0) 
execl C ... ) ; 

wai1:(&s1:atus); 

This still doesn't handle any abnormal conditions. such as a failure of the execl or fork. or 
the possibility that there might be more than one child running simultaneously. (The wait 
returns the process id of {he terminated child. if you want to check it against the value returned 
by fork.) FinaUy, this fragment doesn't deal with any funny behavior on the part of the child 
(which is reported in sta1:us). Still. these three lines are the heart of the standard library's 
system routine, which we'1I show in a moment. 

The status returned by wait encodes in its low-order eight bits the system's idea of the 
child's termination status: it is 0 for normal termination and non-zero to indicate vanous kinds 
of problems. The next higher eight bitS are taken from the argument of the call to exi t which 
caused a normal termination of the child process. [t is good coding practice for all programs to 
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return meaningful status. 

When a program is called by the shell, the three file descriptors 0, 1, and 2 are set up point
ing at the right files, and all other possible file descriptors are available for use. When this pro
gram calls another one, correct etiquette suggests making sure the same conditions hold. Nei
ther fork nor the exec calls affects open files in any way. If the parent is buffering output 
that must come out before output from the child, the parent must flush its buffers before the 
exec1. Conversely, if a caller buffers an input stream. the called program will lose any infor
mation that has been read by the caller. 

5.4. Pipes 

A pIpe is an 1/0 channel intended for use between two cooperating processes: one process 
writes into the pipe, while the other reads. The system looks after buffering the data and syn
chronizing the two processes. Most pipes are created by the shell, as in 

1s I pr 

which connects the standard output of 1s to the standard input of pro Sometimes, however, it 
is most convenient for a process to set up its own plumbing; in this section. we will illustrate 
how the pine connection is established and used. 

The system call pipe creates a pipe. Since a pipe is used for both reading and writing, two 
file descriptors are returned: the actual usage is like this: 

int fd[2]; 

stat - pipe(fd); 
if (stat -- -1) 

1* there was an error ... *1 

fd is an array of two file descriptors, where fd [0] is the read side of the pipe and fd [1] is 
for writing. These may be used in read, write and close calls just like any other file 
descriptors. 

If a process reads a pipe which is empty, it will wait until data arrives: if a process writes 
into a pipe which is too full, it will wait until the pipe empties somewhat. If the write side of 
the pipe is closed. a subsequent read will encounter end of file. 

To illustrate the use of pipes in a realistic setting, let us write a function called 
popen (cmd, mode), which creates a process cmd (just as system does>, and returns a file 
descriptor that will either read or write that process. according to mode. That is, the call 

fout • popen("pr", WRITE); 

creates a process that executes the pr command: subsequent write calls using the file descrip
tor fout will send their data to that process through the pipe. 

popen first creates the the pipe with a pipe system call: it then forks to create two 
copies of itself. The child decides whether it is supposed to read or write. closes the other side 
of the pipe. then calls the shell (via exec1) to run the desired process. The parent likewise 
closes the end of the pipe it does not use. These closes are necessary to make end-of-file tests 
work properly. For example, if a child that intends to read fails to close the write end of the 
pipe. it will never see the end of the pipe file. just because there is one writer potentially active. 



- 13 -

.include <stdio.h> 

.define READ 0 

.define ',o/RITE 

.define tst (a, b) (mode -- READ ? (b) (a» 
static int popen-pid; 

popen(emd, mode) 
char *cmd; 
int mode; 
( 

int p[2]; 

if (pipe (p) < 0) 

return. (NULL) ; 

if «(popen-pid - fork()} -- 0) ( 
closeCtst(p[WRITE], p(READ]»; 
close(tst(O, 1}); 
dup(tst(p(READ], p(WRITE]»; 
close(tst(p[REAO], p[WRITE])}i 
execlC"/bin/sh", "sh", "-c", c:md, O)i 
_exit(1); 1* disaster has occurred if we qet here *1 

if (popen-pid -- -1) 
return. (NULL) ; 

close(tst(p(REAO), p(WRITE)}; 
return(tst(p(WRlTE), pCREA01»i 

The sequence of closes in the child is a bit tricky. Suppose that the task is to create a child 
process that will read data from the parent. Then the first close closes the write side of the 
pipe. leaving the read side open. The lines 

close(tst(O, 1»; 
dup(tst(p(READ], p[WRlTE)); 

;ire the conventional way to associate the pipe descriptor with the standard input of the child. 
The close closes file descriptor O. that is. the standard input. dup is a system call that returns 
a duplicate of an already open file descriptor. File descriptors are assigned in increasing order 
and the first available one is returned. so the effect of the dup is to copy the file descriptor for 
the pipe (read side) to file descriptor 0: thus the read side of the pipe becomes the standard 
input. (Yes. this is a bit tricky. but it's a standard idiom.> Finally. the old read side of the pipe 
is dosed. 

A similar sequence of operations takes place when the child process is supposed to write 
from the parent instead of reading. You may find it a useful exercise to step through that case. 

The job is not quite done. for we still need a function pc lose to close the pipe created by 
popen. The main reason for using a separate function rather than close is that it is desirable 
to wait for the termination of the child process. First. the return value from pclose indicates 
whether the process succeeded. Equally important when a process creates several children is 
that only a bounded number of unwaited-for children can exist. even if some of them have ter
mmated: performing the wai t lays the child to rest. Thus: 
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.include <siqnal.h> 

pclose(fdl 
int fdi 

1* close pipe fd *1 

{ 

reqister r , (*hstatl (l, (*istatl (l, (*qstatl (l; 
int status; 
extern int popen-pidi 

close(fdli 
istat - siqnal(SIGINT , SIG_IGNli 
qstat - siqnal(SIGQUIT , SIG_IGNli 
hstat - siqnal(SIGHUP , SIG_IGNli 
while «r - wait(&statusll !- popen-pid && r !- -1l; 
if (r _. -1) 

status - -1; 
siqnal(SIGINT , istat)i 
siqnal(SIGQUIT , qstat)i 
siqnal(SIGHUP , hstat)i 
return(status) ; 

The calls to signal make sure that no interrupts, etc .• interfere with the waiting process; this 
is the topic of the next section. 

The routine as written has the limitation that only one pipe may be open at once, because 
of the single shared variable popen_pid: it really should be an array indexed by file descrip
tor. A popen function. with slightly different arguments and return value is available as part 
of the standard I/O library discussed below. As currently written. it shares the same limitation. 

6. SIGNALS - INTERRUPTS AND ALL THAT 
This section is concerned with how to deal gracefully with signals from the outside world 

(like interrupts). and with program faults. Since there's nothing very useful that can be done 
from within C about program faults. which arise mainly from illegal memory references or from 
execution of peculiar instructions. we'll discuss only the outside-world signals: interrupt. which 
is sent when the DEL character is typed: quit. generated by the FS character: hangup, caused by 
hanging up the phone: and terminate. generated by the kill command. When one of these 
events occurs. the signal is sent to all processes which were started from the corresponding ter
minal: unless other arrangements have been made. the signal terminates the process. In the 
qUI! case. a core image file is written for debugging purposes. 

The routine which alters the default action is called signal. It has two arguments: the 
first specifies the signal. and the second specifies how to treat it. The first argument is just a 
number code. but the second is the address is either a function. or a somewhat strange code 
that requests that the signal either be ignored. or that it be given the default action. The 
include file signal. h gives names for the various arguments. and should always be included 
when signals are used. Thus 

.include <siqnal.h> 

siqnal(SIGINT,SIG_IGN)i 

causes interrupts to be ignored. while 

siqnal(SIGINT, SIG_DFL)i 

restores the default action of process termination. In all cases. signal returns the previous 
value of the signal. The second argument to signal may instead be the name of a function 
(which has to be declared explicitly if the compiler hasn't seen it already). In this case. the 
named routine will be called when the signal occurs. Most commonly this facility is used to 
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allow the program to clean up unfinished business before terminating. for example to delete a 
temporary file: 

.include <siqnal.h> 

!ll&in () 
( 

int onintr(); 

if (s1qnal(SIGINT, SIG_IGN) I- SIG_IGNI 
siqnal(SIGINT,onintrl; 

/. Process ••• */ 

exit(O); 

onintr() 
{ 

unlink(tempf11eli 
exit('}; 

Why the test and the double call to s iqnal ? Recall that signals like interrupt are sent to 
a/I processes started from a particular terminal. Accordingly. when a program is to be run non
interactively (started by &), the shell turns off interrupts for it so it won't be stopped by inter
rupts intended for foreground processes. If this program began by announcing that all inter
rupts were to be sent to the onintr routine regardless, that would undo the shell's effort to 
protect it when run in the background. 

The solution, shown above. is to test the state of interrupt handling, and to continue to 
ignore interrupts if they are already being ignored. The code as written depends on the fact 
that signal returns the previous state of a particular signal. If signals were already being 
ignored. the process should continue to ignore them~ otherwise. they should be caught. 

A more sophisticated program may wish to intercept an interrupt and interpret it as a 
request to stop what it is doing and return to its own command-processing loop. Think of a 
text editor: interrupting a long printout should not cause it to terminate and lose the work 
already done. The outline of the code for this case is probably best written like this: 

~include <siqnal.h> 
,include <setjmp.h> 
jmp_buf sjbufi 

main ( I 
( 

int (*istatl (l, onintr()i 

istat - siqnal(SIGINT, SIG_IGNli /* save oriqinal status */ 
setjmp(sjbuf); /* save current stack position */ 
if (istat !- SIG_IGNl 

siqnal(SIGINT, onintrl; 

/* main processinq loop */ 
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printf("\nlnterrupt\n")i 
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longjmp(sjbufli 1* return to saved state *1 

The include file setjmp. h declares the type jmp_buf an object in which the state can be 
saved. s jbuf is such an object; it is an array of some sort. The setjmp routine then saves 
the state of things. When an interrupt occurs. a call is forced to the onintr routine. which 
can print a message. set flags. or whatever. longjmp takes as argument an object stored into 
by setjmp. and restores control to the location after the call to setjmp. so control (and the 
stack level) will pop back to the place in the main routine where the signal is set up and the 
main loop entered. Notice. by the way, that the signal gets set again after an interrupt occurs. 
This is necessary; most signals are automatically reset to their default action when they occur. 

Some programs that want to detect signals simply can't be stopped at an arbitrary point. for 
example in the middle of updating a linked list. If the routine called on occurrence of a signal 
sets a flag and then returns instead of calling exit or longjmp. execution will continue at the 
exact point it was interrupted. The interrupt flag can then be tested later. 

There is one difficulty associated with this approach. Suppose the program is reading the 
terminal when the interrupt is sent. The specified routine is duly called; it sets its flag and 
returns. If it were really true. as we said above. that "execution resumes at the exact point it 
was interrupted." the program would continue reading the terminal until the user typed another 
line. This behavior might well be confusing. since the user might not know that the program is 
reading; he presumably would prefer to have the signal take effect instantly. The method 
chosen to resolve this difficulty is to terminate the terminal read when execution resumes after 
the signal. returning an error code which indicates what hap~ened. 

Thus programs which catch and resume execution -after signals should be prepared for 
"errors" which are caused by interrupted system calls. (The ones to watch out for are reads 
from a terminal. wait. and pause,) A program whose onintr program just sets intflag. 
resets the interrupt signal. and returns. should usually include code like the following when it 
reads the standard input: 

if (getchar() _. EOF) 
if (intflag) 

1* EOF caused by interrupt *1 
else 

1* true end-of-file *1 

A final subtlety to keep in mind becomes important when signal-catching is combined with 
execution of other programs. Suppose a program catches interrupts. and also includes a method 
(like "!" in the editor> whereby other programs can be executed. Then the code should look 
something like this: 

if (fork() _. 0) 
execl ( ... ) i 

signal {SIGINT, SIG_IGNli 1* ignore interrupts *1 
wa1t(&statusli 1* until the child is done *1 
signal (SIGINT, onintr)i 1* restore interrupts *1 

Why is this? Again. it's not obvious but not really difficult. Suppose the program you call 
catches its own interrupts. If you interrupt the subprogram. it will get the signal and return to 
its main loop. and probably read your terminal. But the calling program will also pop out of its 
wait for the subprogram and read your terminal. Having two processes reading your terminal is 
very unfortunate. since the system figuratively flips a coin to decide who should get each line of 
input. A simple way out is to have the parent program ignore interrupts until the child is done. 
This reasoning is reflected in the standard I/O library function system: 
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_include <siqnal.h> 

system(s) 1* run command strinq s *1 
char *si 
( 

int status, pid, Wi 
reqister int (*istat) e), (*qstat) e)i 

if e(pid - forke}) -- 0) 
execle"/bin/sh", "sh", "-e", s, 0); 
_exit(127)i 

istat - siqnaleSIG:NT, SIG_IGHl; 
qstat - siqnal(SIGQUIT, SIG_IGN); 
while «v - vaite.status» !- pid .& v !. -1) 

if ev - -1) 
status. -1; 

siqnal(SIGINT, istat); 
siqnal(SIGQUIT, qstatl; 
return(status)i 

As an aside on declarations, the function siqnal obviously has a rather strange second 
argument. It is in fact a pointer to a function delivering an integer, and this is also the type of 
the signal routine itself. The two values SIG_IGN and SIG_OFL have the right type, but are 
chosen so they coincide with no possible actual functions. For the enthusiast, here is how they 
are defined for the PDP·ll ~ the definitions should be sufficiently ugly and nonportable to 
encourage use of the include file. 

_define SIG_OFL 
_define SIG_IGH 
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Appendix - The Standard I/O Library 

D. M. RitchIe 

Bell Laboratories 
Murray Hill. New Jersey 07974 

The standard 110 library was designed with the following goals in mind. 

I. It must be as efficient as possible. both in time and in space. so thaI there will be no hesita
tion in using it no matter how critical the application. 

2. It must be simple to use. and also free of the magic numbers and mysterious calls whose 
use mars the understandability and portability of many programs using older packages. 

3. The interface provided should be applicable on all machines. whether or not the programs 
which implement it are directly portable to other systems. or to machines other than the 
PDP-II running a version of UNIX. 

1. General Usage 

Each program using the library must have the line 

iinclude <stdio.h> 

which defines certain macros and variables. The routines are in the normal C library. so no 
special library argument is needed for loading. All names in the include file intended only for 
internal use begin with an underscore _ to reduce the possibility of collision with a user name. 
The names intended to be visible outside the package are 

stdin The .name of the standard input file 

stdout The name of the standard output file 

stderr The name of the standard error file 

EOF is actually -1, and is the value returned by the read routines on end-of-file or error. 

NULL is a notation for the null pointer, returned by pointer-valued functions to indicate an 
error 

FILE expands to struct _iob and is a useful shorthand when declaring pointers to 
streams. 

BUFSIZ is a number (viz. 512) of the size suitable for an 110 buffer supplied by the user. 
See setbuf, below. 

qetc, qetchar, putc, putchar, feof, ferror, fileno 
are defined as macros. Their actions are described below; they are mentioned here 
to point out that it is not possible to redeclare them and that they are not actually 
functions; thus, for example. they may not have breakpoints set on them. 

The routines in this package offer the convenience of automatic buffer allocation and out
put flushing where appropriate. The names stdin, stdout. and stderr are in effect con
stants and may not be assigned to. 

2. Calls 

FILE *fopen(filename, type) 'char *filename, *typei 
opens the file and. if needed. allocates a buffer for it. filename is a character string 
specifying the name. type is a character string (not a single character L It may be "r". 
"w". or "a" to indicate intent to read. write. or append. The value returned is a file 
pointer. If it is NULL the attempt to open failed. 

FILE *freopen(filename, type, ioptr) char *filename, *typei FILE *ioptri 
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The stream named by ioptr is closed. if necessary. and then reopened as if by fopen. (f 
the attempt to open fails. NOLL is returned. otherwise ioptr. which will now refer to the 
new file. Often the reopened stream is stdin or stdout. 

int qetc(ioptr) FILE *ioptr: 
returns the next character from the stream named by ioptr. which is a pointer to a file 
such as returned by fop en. or the name stdin. The integer EOF is returned on end-of
file or when an error occurs. The null character \ 0 is a legal character. 

int fqetc(ioptr) FILE *ioptr; 
acts like qetc but is a genuine function. not a macro. so it can be pointed to. passed as an 
argument. etc. 

putc(c, ioptr) FILE *ioptr; 
putc writes the character c on the output stream named by ioptr. which is a value 
returned from fopen or perhaps stdout or stderr. The character is returned as value. 
but EOF is returned on error. 

fputc(c, ioptr) FILE *ioptr; 
acts like put:c but is a genuine function. not a macro. 

fclose(ioptr) FILE *ioptr; 
The file corresponding to ioptr is closed after any buffers are emptied. A buffer allocated 
by the (/0 system is freed. fclose is automatic on normal termination of the program. 

fflush(ioptr) FILE *ioptr; 
Any buffered information on the (output) stream named by ioptr is written out. Output 
files are normally buffered if and only if they are not directed to the terminal; however. 
stderr always starts off unbuffered and remains so unless setDuf is used. or unless it is 
reopened. 

exit{errcode); 
terminates the process and returns its argument as status to the parent. This is a special 
version of the routine which calls fflush for each output file. To terminate without flush
ing. use _exit. 

feof(ioptr) FILE *ioptr; 
returns non-zero when end-of-file has occurred on the specified input stream. 

ferror(ioptr) FILE *ioptr: 
returns non-zero when an error has occurred while reading or writing the named stream. 
The error indication lasts until the file has been closed. 

qetchar(): 
is identical to qetc (stdin) .. 

putchar(c); 
is identical to putc (c, stdout). 

char *fqets(s, n, ioptr) char *s: FILE *ioptr; 
reads up to n-1 characters from the stream ioptr into the character pointer s. The read 
terminates with a newline character. The newline character is placed in the buffer followed 
by a null character. fqets returns the first argument. or NOLL if error or end-of-file 
occurred. 

fputs(s, ioptr) char *s: FILE *ioptr; 
writes the null-terminated string (character array) s on the stream ioptr. !'Io newline is 
appended. ~o value is returned. 

unqetc(c, ioptr) FILE *iopt:r: 
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The argument character c is pushed back on the input stream named by ioptr. Only one 
character may be pushed back. 

printf(format, a1, ... ) char *format; 
fprintf(ioptr, format, a1, ... ) FILE *ioptr; char *format; 
sprintf(s, format, a1, ... )char *s, *format; 

printf writes on the standard output. fprintf writes on the named output stream. 
sprintf puts characters in the character array (string) named by s. The specifications are 
as described in section printf(3) of the UNIX Programmer's Manual. 

scanf(format, a1, ... l char *format; 
fscanf(ioptr, format, a1, ... l FILE *ioptr; char *format; 
sscanf(s, format, a1, ... l char *s, *formati 

scanf reads from the standard input. fscanf reads from the named input stream. 
sscanf reads from the character string supplied as s. scanf reads characters, interprets 
them according to a format, and stores the results in its arguments. Each routine expects 
as arguments a control string format. and a set of arguments, each 0/ which must be a 
pomter, indicating where the converted input should be stored. 

scanf returns as its value the number of successfully matched and assigned input items. 
This can be used to decide how many input items were found. On end of file, EOF is 
returned: note that this is different from 0, which means that the next input character does 
not match what was called for in the control string. 

fread(ptr, sizeofC*~tr), nitems, ioptr) FILE *ioptri 
reads ni tems of data beginning at ptr from file ioptr. No advance notification that binary 
1/0 is being done is required; when. for portability reasons, it becomes required, it will be done 
by adding an additional character to the mode-string on the fopen call. 

fwriteCptr, sizeofC*ptr), nitems, ioptr) FILE *ioptr; 
Like fread. but in the other direction. 

rewind (ioptr) FILE *ioptri 
rewinds the stream named by ioptr. It is not very useful except on input, since a rewound 
output file is still open only for output. 

system (string) char *string; 
The string is executed by the shell as if typed at the terminal. 

getw(ioptrl FILE *ioptr; 
returns the next word from the input stream named by ioptr. EOF is returned on end-of-file 
or error. but since this a perfectly good integer feof and ferror should be used. A "word" 
is 16 bits on the PDP-II. 

putw(w, ioptr) FILE *ioptr; 
writes the integer w on the named output stream. 

setbuf(ioptr, buf) FILE *ioptr; char *buf; 
setbuf may be used after a stream has been opened but before 1/0 has started. If buf is 
NULL. the stream will be unbuffered. Otherwise the buffer supplied will be used. It must be a 
character array of sufficient size: 

char buf[BUFSIZ]i 

fileno(ioptr) FILE *ioptr; 
returns the integer file descriptor associated with the file. 

fseek(ioptr, offset, ptrnamel FILE *ioptr; long offset; 
The location of the next byte in the stream named by ioptr is adjusted. offset is a long 
integer. If ptrname is O. the offset is measured from the beginning of the file: if ptrname is 
1. the offset is measured from the current read or write pointer; if ptrname is 2. the offset is 
measured from the end of the file. The routine accounts properly for any buffering. (When 
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this routine is used on non-UNIX systems. the offset must be a value returned from ftell and 
the ptrname must be 0>-

lonq ftellCioptr) FILE *ioptri 
The byte offset, measured from the beginning of the file, associated with the named stream is 
returned. Any buffering is properly accounted for .. (On non-UNIX systems the value of this 
call is useful only for handing to fseek. so as to position the file to the same place it was when 
ftell was called.> 

qetpw(uid, buf) char *bufi 
The password file is searched for the given integer user ID. If an apJjropriate line is found. it is 
copied into the character array buf. and 0 is returned. If no line is found corresponding to the 
user 10 then 1 is returned. 

char *malloc(num)i 
allocates num bytes. The pointer returned is sufficiently well aligned to be usable for any pur
pose. NULL is returned if no space is available. 

char *calloc(num, size); 
allocates space for num items each of size size. The space is guaranteed to be set to 0 and the 
pointer is sufficiently well aligned to be usable for any purpose. NULL is returned if no space is 
available. 

cfree(ptr) char .ptri 
Space is returned to the pool used by calloc. Disorder can be expected if the pointer was not 
obtained from calloc. 

The following are macros whose definitions may be obtained by including <ctype . h>. 

isalpha (c) returns non-zero if the argument is alphabetic. 

i supper (c) returns non-zero if the argument is upper-case alphabetic. 

islower (c) returns non-zero if the argument is lower-case alphabetic. 

isdiqi t (c) returns non-zero if the argument is a digit. 

isspace (e) returns non-zero if the argument is a spacing character: tab, newline. carriage 
return. vertical tab, form feed. space. 

ispunct (c) returns non-zero if the argument is any punctuation character, i.e., not a space, 
letter, digit or control character. 

isalnum (c) returns non-zero if the argument is a letter or a digit. 

isprint (c) returns non-zero if the argument is printable - a letter, digit, or punctuation 
character. 

isentrl (c) returns non-zero if the argument is a control character. 

isaseii (c) returns non-zero if the argument is an ascii character. i.e., less than octal 0200. 

toupper ( c) returns the upper-case character corresponding to the lower-case letter c . 

tolower (c) returns the lower-case character corresponding to the upper-case letter c. 
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UNIX Programming - Second Edition 

1. INTRODUCTION 

Brian W. Kernighan 

Dennis M. Ritchie 

Bell Laboratories 
Murray Hill, New Jersey 07974 

This paper describes how to write programs that interface with the UNIX operating system 
in a non-trivial way. This includes programs that use files by name, that use pipes, that invoke 
other commands as they run, or that attempt to catch interrupts and other signals during execu
tion. 

The document collects material which is scattered throughout several sections of The UNIX 
Programmer's Manual [1] for Version 7 UNIX. There is no attempt to be complete~ only gen
erally useful material is dealt with. It is assumed that you will be programming in C, so you 
must be able to read the language roughly up to the level of The C Programming Language [2]. 
Some of the material in sections 2 through 4 is based on topics covered more carefully there. 
You should also be familiar with UNIX itself at least to the level of UNIX for Beginners [3]. 

2. BASICS 

2 . 1 • -Program Arguments 

When a C program is run as a command, the arguments on the command line are made 
a\lailable to the function main as an argument count arqc and an array arqv of pointers to 
character strings that contain the arguments. By con\lention, arqv [0] is the command name 
itself, so arqc is always greater than O. . 

The following program illustrates the mechanism: it simply echoes its arguments back to 
the terminal. (This is essentially the echo command.> 

main (arqc , arqv) 
in~ argc; 
char *arqv[]i 
{ 

int i; 

1* echo arguments *1 

for (i • 1; i < argc; i++) 
printf("U1IoC", arqv[iJ, (i<argc-1) ? ' , : '\n'); 

arqv is a pointer to an array whose individual elements are pointers to arrays of characters; 
each is terminated by \0, so they can be treated as strings. The program starts by printing 
arqv [1) and loops until it has printed them all. 

The argument count and -the arguments are parameters to main. If you want to keep them 
around so other routines can get at them, you must copy them to external \lariables. 

2.2. The "Standard Input" and "Standard Ou'tput" 

The simplest input mechanism is to read the "standard input," which is generally the 
user's terminal. The function qetchar returns the next input character each time it is called. 
A file may be substituted for the terminal by using the < con\lention: if proq uses qetchar, 



then the command line 

proq <file 

causes proq to read file instead of the terminal. proq itself need know nothing about 
where its input is coming from. This is also true if the input comes from another program via 
the pipe mechanism: 

otherproq I proc; 

provides the standard input for proq from the standard output of otherproq. 

qetchar returns the value EOF when it encounters the end of file (or an error) on what
ever you are reading. The value of EOF is normally defined to be :"1. but it is unwise to take 
any advantage of that knowledge. As will become clear shortly. this value is automatically 
defined for you when you compile a program, and need not be of any concern. 

Similarly. putchar (c) puts the character c on the "standard output," which is also by 
default the terminal. The output can be captured on a file by using >: if proq uses putchar. 

proq >outfil. 

writes the standard output on outfile instead of the terminal. outfile is created if it 
doesn't exist; if it already exists. its previous contents are overwritten. And a pipe can be used: 

proc; I otherJ)roc; 

puts the standard output of proq into the standard input of otherproq . 

The function printf. which formats output in various ways. uses the same mechanism as 
putchar does, so calls to printf and putchar may be intermixed in any order, the output 
will appear in the order of the calls. 

Similarly. the function scanf provides for formatted input conversion; it will read the 
standard input and break it up into strings. numbers. etc .• as desired. scanf uses the same 
mechanism as qetchar. so calls to them may also be intermixed. 

~any programs read only one input and write one output; for such programs 110 with 
getchar. putchar. scanf. and printf may be entirely adequate, and it is almost always 
enough to get started. This is particularly true if the UNIX pipe facility is used to connect the 
output of one program to the input of the next. For example. the following program strips out 
all ascii control characters from its input (except for newline and tab). 

~include <stdio.h> 

main() 
( 

/. ccstrip: strip non-qraphic characters */ 

The line 

int c; 
while «c - getchar()) !- EOFI 

if « c >- • • && c < 0' 77 I I' c -- • \ t • I I c -- . \ n • I 
putchar(c:l; 

exit (0) ; 

~include <stdio.h> 

should appear at the beginning of each source flle. It causes the C compiler to read a file 
(/usr/include/srdio.h) of standard routines and symbols that includes the definition of EOF. 

If il is necessary to treat multiple flies. you can ~ cat to collect the files for you: 

cat file1 file2 ... I c:c:strip >output 

.lnd thus avoid learning how to access files from a program. By the way. the call to exi t at the 
end IS not necessary to make the program work properly. but it assures that any caller of the 
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program will see a normal termination status (conventionally 0) from the program when it com
pletes. Section 6 discusses status returns in more detail. 

3. THE STANDARD 110 LIBRARY 
The "Standard I/O Library" is a collection of routines intended to provide efficient and 

ponable I/O services for most C programs. The standard 110 library is available on each sys
tem that suppons C. so programs that confine their system interactions to its facilities can be 
transported from one system to another essentially without change. 

In this section. we will discuss the basics of the standard I/O library. The appendix con
tains a more complete description of its capabilities. 

3 .,. File Access 

The programs written so far have all read the standard input and written the standard out
put, which we have assumed are magically pre-defined. The next step is to write a program that 
accesses a file that is not already connected to the program. One simple example is we. which 
counts the lines, words and characters in a set of files. For instance. the command 

we x.e y.c 

prints the number of lines. words and characters in x. e and y. e and the totals. 

The question is how to arrange for the named files to be read - that is. how to connect the 
file system names to the 110 statements which actually read the data. 

The rules are simple. Before it can be read or written a file has to be opened by the stan
dard library function fopen. fopen takes an external name (Jike x. e or y. e). does some 
housekeeping and negotiation with the operating system. and returns an internal name which 
must be used in subsequent reads or writes of the file. 

This internal name is actually a pointer, called a file pointer, to a structure which contains 
information about the file. such as the location of a buffer. the current character position in the 
buffer. whether the file is being read or written, and the like. Users don't need to know the 
details, because part of the standard I/O definitions obtained by including stdio. h is a struc
ture definition called FILE. The only declaration needed for a file pointer is exemplified by 

FILE *fp, *fopen(); 

This says that fp is a pointer to a FILE. and fopen returns a pointer to a FILE. (FILE is a 
type name, like into not a structure tag. 

The actual call to fopen in a program is 

fp • fopen(name, mode); 

The first argument of fopen is the name of the file. as a character string. The second argu
ment is the mode, also as a character string. which indicates how you intend to use the file. 
The only allowable modes are read ("r lt ). write ("wit), or append ("a"). 

If a file that you open for writing or appending does not exist. it is created (if possible). 
Opening an existing file for writing causes the old contents to be discarded. Trying to read a 
file that does not exist is an error. and there may be other causes of error as well (like trying to 
read a file when you don't have permission). If there is any error, fopen will return the null 
pointer value NOLL (which is defined as zero in stdio. h). 

The next thing needed is a way to read or write the file once it is open. There are several 
possibilities. of which qete and pute are the simplest. qete returns the next character from 
a file: it needs the file pointer to tell it what file. Thus 

e • qeteCfp) 

places in e the next character from the file referred to by fp~ it returns EOF when it reaches 
end of file. pute is the inverse of qete: 

------------- --- -----
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putc(c, fpl 

puts the character e on the file fp and returns e. gete and pute return Eor on error. 
When a program is started. three files are opened automatically. and file pointers are pro

vided for them. These files are the standard input. the standard output. and the standard error 
output: the corresponding file pointers are called stdin. stdou t. and stderr. Normally 
these are all connected to the terminal. but may be redirected to files or pipes as described in 
Section 2.2. stdin. stdout and stderr are pre-defined in the 1/0 library as the standard 
input. output and error files; they may be used anywhere an object of type FILE .. can be. 
They are constants. however. not variables. so don't try to assign to them. 

With some of the preliminaries out of the way. we can now write wc. The basic design is 
one that has been found convenient for many programs: if there are command-line arguments. 
they are processed in order. If there are no arguments. the standard input is processed. This 
way the program can be used stand-alone or as pan of a larger process. 

'include <stdio.h> 

main (arqc, argv) 
int arqci 

,* wc: count lines, wards, chars */ 

char *argv (] ; 
( 

int c, i, inward; 
FILE *fp, *fopen(); 
lonq linect, wordct, charct; 
lonq tlinect - 0, twordct - 0, tcharct - 0; 

i - "; 
fJ) - .tdin; 
do ( 

if (arqc > 1 && (fJ)-fopen(argvCil, "r") - NULL) ( 
fJ)rintf (stden, "wc: can' t oJ)en ,..\n", argvCill; 
continue; 

linect - wordct - charet - inward - 0; 
while «c - qetc(fp)) !- EOF) ( 

charct++; 
if (c - '\n') 

linect++; 
if (c-" II c-.'\t' II c-'\n') 

inward - 0; 
else if (inward - 0) 

inward - 1; 
wardet++; 

printf(",.'ld ,.7ld ,.7ld", linect, wordet, charet); 
prl.ntf(arqc > 1 ? II "s\n" : "\n", argv(i)j 
felose (fpl j 

tlinect +- linect; 
twordct +- wardet; 
tcharet +- charct; 

while (++i < arqcl; 
if (arqe > 2) 

printf(",71d ,7ld ,7ld total\n", I:linect, twardct, tcharet)i 
exit(O)i 

The function fprintf is identical to printf. save that the first argument is a file pointer -that 
specifies the file to be written. 
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The fUnction fclose is the inverse of fopen; it breaks the connection between the file 
pointer and the external name that was established by fopen. freeing the file pointer for 
another file. Since there is a limit on the number of files that a program may have open simul
taneously, it's a good idea to free things when they are no longer needed. There is also another 
reason to call fclose on an output file - it flushes the buffer in which putc is collecting out
put. (fclose is called automatically for each open file when a program terminates normally.) 

3 • 2. Error Handling - I Stderr and Exit 

stderr is assigned to a program in the same way that stdin and stdout are. Output 
written on stderr appears on the user's terminal even if the standard output is redirected. we 
writes its diagnostics on stderr instead of stdout so that if one of the files can't be accessed 
for some reason, the message finds its way to the user's terminal instead of disappearing down 
a pipeline or into an output file. 

The program actually signals errors in another way, using the function exi t to terminate 
program execution. The argument of exit is available to whatever process called it (see Sec
tion 6), so the success or failure of the program can be tested by another program that uses this 
one as a sub-process. By convention, a return value of 0 signals that all is well; non-zero 
values signal abnormal situations. 

exi t itself calls fclose for each open output file. to flush out any buffered output. then 
calls a routine named _exit. The function _exit causes immediate termination without any 
buffer flushing; it may be called directly if desired. 

3 • 3. Miscellaneous 110 Functions 

The standard 110 library provides several other 110 functions besides those we have illus
trated above. 

Normally output with putc. etc .• is buffered (except to stderr); to force it out immedi
ately. use fflush (fp). 

fscanf is identical to scanf. except that its first argument is a file pointer (as with 
fprintf) .that specifies the file from which the input comes; it returns EOF at end of file. 

The functions sscanf and sprintf are identical to fscanf and fprintf. except that 
the first argument names a character string instead of a file pointer. The conversion is done 
Jrom the string for sscanf and into it for sprintf. 

fqets (buf, size, fp) copies the next line from fp. up to and including a newline. 
into buf; at most size-1 characters are copied; it returns NULL at end of file. 
fputs (buf, fp) writes the string in buf onto file fp. 

The function unqetc (c, fp) "pushes back" the character c onto the input stream fp: a 
subsequent call to qetc, fscanf, etc .• will encounter c. Only one character of pushback per 
file is permitted. 

4. LOW-LEVEL 110 

This section describes the bottom level of 110 on the UNIX system. The lowest level of 
110 in UNIX provides no buffering or any other services; it is in fact a direct entry into the 
operating system. You are entirely on your own. but on the other hand. you have the most 
control over what happens. And since the calls and usage are quite simple. this isn't as bad as 
it sounds. 

4.1. File Descriptors 

In the UNIX operating system, all input and output is done by reading or writing files, 
because all peripheral devices. even the user's terminal. are files in the file system. This means 
that a single. homogeneous interface handles all communication between a program and peri
pheral devices. 
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In the most general case. before reading or writing a file. it is n~essary to inform the sys
tem of your intent to do so. a process called "opening" the file. If you are going to write on a 
file. it may also be necessary to create it. The system checks your right to do so (Does the file 
exist? Do you have permission to access it?). and if. all is well. returns a small positive integer 
called a file descflptor. Whenever I/O is to be done on the file. the file descriptor is used instead 
of the name to identify the file. (This is roughly analogous to the use of REAO(S .... ) and 
WRITE!6 •.. .> in Fortran.> All information about an open file is maintained by the system; the 
user program refers to the file only by the file descriptor. 

The file pointers discussed in ~tion 3 are similar in spirit to file descriptors. but file 
descriptors are more fundamental. A file pointer is a pointer to a structure that contains, 
among other things. the file descriptor for the file in question . 

. Since input and output involving the user's terminal are so common. special arrangements 
exist to make this convenient. When the command interpreter (the "shell") runs a program. it 
opens three files. with file descriptors O. 1. and 2. called the standard input, the standard out
put. and the standard error output. All of these are normally connected to the terminal. so if a 
program reads file descriptor 0 and writes file descriptors 1 and 2. it can do terminal 110 
without worrying about opening the files. 

If 1/0 is redirected to and from files with < and >. as in 

pro; <infile >outfile 

the shell changes the default assignments for file descriptors 0 and 1 from the terminal to the 
named files. Similar observations hold if the input or output is associated with a pipe. Nor
mally file descriptor 2 remains attached to the terminal. so error messages can go there. In all 
cases. the file assignments are changed by the shell. not by the program. The program does not 
need to know where its input comes from nor where its output goes. so long as it uses file 0 for 
input and 1 and 2 for output. 

4.2. Read and Write 

All input and output is done by two functions called read and write. For both. the first 
argument is a file descriptor. The second argument is a buffer in your program where the data 

. is to come from or go to. The third argument is the number of bytes to be transferred. The 
calls are 

n_read. read(fd, buf, nl; 

n_~ritten - write (fd, buf, nl; 

Each call returns a byte count which is the number of bytes actually transferred. On reading. 
the number of bytes returned may be less than the number asked for. because fewer than n 
bytes remained to be read. (When the file is a terminal. read normally reads only up to the 
next newline, which is generally less than what was requested.) A return value of zero bytes 
implies end of file. and -1 indicates an error of some sort. For writing, the returned value is 
the number of bytes actually written~ it is generally an error if this isn't equal to the number 
supposed to be written. 

The number of bytes to be read or written is quite arbitrary. The two most common values 
are I. which means one character at a time ("unbuffered"). and 512, which corresponds to a 
physical blocksize on many peripheral devices. This latter size will be most efficient. but even 
character Jt a time I/O is not inordinately expensive. 

Putting these facts together. we can write a simple program to copy its input to its output. 
This program will copy anything to anything, since the input and output can be redirected to 
Jny file or device. 
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.define BUFSIZE 512 1* best size for PDP-11 UNIX *1 

main() 
( 

1* copy input to output *1 

char buf(BUFSIZE)i 
int n; 

while ((n - read(O, buf, BOFSIZE)) > 0) 
write (1 , buf, n): 

exit(O)i 

If the file size is not a multiple of BUFSIZE, some read will return a smaller number of bytes 
to be written by wri te~ the next call to read after that will return zero. 

It is instructive to see how read and wri te can be used to construct higher level routines 
like qetchar, putchar, etc. For example. here is a version of qetchar which does 
unbuffered input. 

.define CMASK 0377 1* for makinq char's> 0 *1 

qetchar() 1* unbuffered sinqle character input *1 
( 

char c; 

return((read(O, 'c, 1) > 0) ? c , CMASK : EOF)i 

c must be declared char. because read accepts a character pointer. The character being 
returned must be masked with 0377 to ensure that it is positive~ otherwise sign extension may 
make it negative. (The constant 0377 is appropriate for the PDP-ll but not necessarily for 
other machines.> 

The second version of qetchar does input in big chunks, and hands out the characters 
one at a time. 

.define CMASK 

.define BOFSIZE 
0377 1* for makinq char's> 0 *1 
512 

qetchar() 1* buffered version *1 
( 

static char 
static char 
static int 

buf(BUFSIZE]i 
*bufp - bufi 
n • 0: 

if (n .- 0) 1* buffer is empty *1 
n • read(O, buf, BUFSIZE): 
bufp - buf: 

return((---n >- 0) ? *bufp++ 'CMASK EOF): 

4.3. Open, Creal, Close, Unlink " 

Other than the default standard input. output and error files. you must explicitly open files 
in order to read or write them. There are two system entry points for this. open and creat 
[sic]. 

open is rather like the fopen discussed in the previous section. except that instead of 
returning a file pointer. it returns a file descriptor. which is just an into 
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int fd; 

fd • open(name, rwmode); 

As with fop en. the name argument is a character string corresponding to the external file 
name. The access mode argument is different. however. rwmode is 0 for read. 1 for write. and 
2 for read and write access. open returns -1 if any error occurs; otherwise it returns a valid 
file descriptor. 

It is an error to try to open a file that does not exist. The entry point creat is provided 
to create new files. or to re-write old ones. 

fd - crea t (name, J)IIlOCie)'; 

returns a file descriptor if it was able to create the file called name. and -1 if not. If the file 
already exists. creat will truncate it to zero length; it is not an error to creat a file that 
already exists. 

If the file is brand new, creat creates it with the protection mo. specified by the pmode 
argument. In the UNIX file system. there are nine bits of protection information associated 
with a file. controlling read. write and execute permission for the owner of the file. for the 
owner's group. and for all others. Thus a three-digit octal number is most convenient for 
specifying the permissions. For example. 0755 specifies read. write and execute permission for 
the owner, and read and execute permission for the group and everyone else. 

To illustrate. here is a simplified version of the UNIX utility cp, a program which copies one 
file to another. (The main simplification is that our version copies only one file, and does not 
permit the second argument to be a directory'> 

,define NULL 0 
'define BUFSIZE 512 
tdefine PMODE 0644 /* RW for owner, R for qroup, others */ 

main (arqc, uqv) 
int arqc; 

/* cp: copy f1 to f2 */ 

char *arqv Cl ; 
{ 

int f1, f2, n; 
char buf(BUFSIZZ1; 

if (arqc !- 3) 
error ("Usaqe: <:p fr01ll to", NULL); 

if «f, • open(uqv(11, 0» •• -1) 
error ("cp: can't open "'a", arqv('l); 

if «f2 • creat(arqv(21. PMODZ) I •• -11 
error ("cp: can't creat.·",.", arqv[211; 

While «n - read(f1, buf, BUFSIZEII > 0) 
if (write(f2, buf, nl \- nl 

error ("cp: writ. error", NULL); 
exit(O); 

error(s', s21 /* print error messaqe and die */ 
char *a1, *a2; 
{ 

printf (s1. s2); 
printf("'n"l; 
exit('l; 
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As we said earlier. there is a limit (typically 15-25) on the number of files which a program 
may have open simultaneously. Accordingly. any program which intends to process many files 
must be prepared to re-use file descriptors. The routine close breaks the connection between 
a file descriptor and an open file. and frees the file descriptor for use with some other file. Ter
mination of a program via exit or return from the main program closes all open files. 

The function unlink (filename) removes the file filename from the file system. 

4 .4. Random Access - Seek aDd Lseek 
File 110 is normally sequential: each read or write takes place at a position in the file 

right after the previous one. When nece~sary. however. a file can be read or written in any 
arbitrary order. The system call lseek provides a way to move around in a file without actu
ally reading or writing: 

lseeklfd, offset, oriqinl; 

forces the current position in the file whose descriptor is fd to move to position offset. 
which is taken relative to the location specified by origin. Subsequent reading or writing will 
begin at that position. offset is a long; fd and origin are int's. origin can be O. 1. 
or 2 to specify that offset is to be measured from the beginning. from the current position. 
or from the end of the file respectively. For example. to append to a file. seek to the end 
before writing: 

laeek(fd, OL, 2); 

To get back to the beginning ("rewind"). 

laeek(fd, OL, 0); 

Notice the OL argument; it could also be written as (long) O. 

With lseek. it is possible to treat files more or less like large arrays, at the price of slower 
access. For example, the following simple function reads any number of bytes from any arbi
trary place in a file. 

qet(fd, pos, ~uf, n) /- read n bytes from position pos -/ 
int fd, n; 
lonq pos; 
char -wf; 
( 

laeeklfd, POB, 0); /- qet to pos -/ 
return(readCfd, ~f, n)l; 

In pre-version 7 UNIX, the basic entry point to the 110 system is called seek. seek is 
identical to lseek. except that its offset argument is an int rather than a long. Accord
ingly. since PDP-II integers have only 16 bits. the offset specified for seek is limited to 
65.535; for this reason. origin values of 3. 4. 5 cause seek to multiply the given offset by 
512 (the number of bytes in one physical block) and then interpret origin as if it were O. 1. 
or 2 respectively. Thus to get to an arbitrary place in a large file requires two seeks. first one 
which selects the block. then one which has origin equal to 1 and moves to the desired byte 
within the block. 

4 • 5. Error Processing 
The routines discussed in this section. and in fact all the routines which are direct entries 

into the system can incur errors. Usually they indicate an error by returning a value of -1. 
Sometimes it is nice to know what sort of error occurred; for this purpose all these routines. 
when appropriate. leave an error number in the external cell ermo. The meanings of the 
various error numbers are listed in the introduction to Section II of the UNIX Programmer's 
Manual. so your program can. for example. determine if an attempt to open a file failed 
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because it did not exist or because the user lacked permission to read it. Perhaps more com
monly, you may want to print out the reason for failure. The routine perror will print a mes
sage associated with the value of errno; more generally, sys_errno is an array of character 
strings which can be indexed by errno and printed by your program. 

5. PROCESSES 
It is often easier to use a program written by someone else than to invent one's own. This 

section describes how to execute a program from within another. 

5.1. The "System" Function 
The easiest way to execute a program from another is to use the standard library routine 

system. system takes one argument, a command string exactly as typed at the terminal 
(except for the newline at the end) and executes it. For instance, to time-stamp the output of 
a program. 

m&in () 
( 

system("date") ; 
/* rest of processinq *1 

If the command string has to be built from pieces, the in-memory formatting capabilities of 
sprintf may be useful. 

Remember than qetc and putc normally buffer their input; terminal 110 will not be prop
erly synchronized unless this buffering is defeated. For output, use fflush; for input, see 
set.buf in the appendix. 

5.2. Low-Level Process Creation - Execl and Execv 
If you're not using the standard library, or if you need finer control over what happens. you 

will have to construct calls to other programs using the more primitive routines that the stan
dard library's system routine is based on. 

The most basic operation is to execute another program without retur"ing, by using the rou
tine execl. To print the date as the last action of a running program, use 

execl("/bin/date", "date", NULL); 

The first argument to execl is the file name of the command; you have to know where it is 
found in the file system. The second argument is conventionally the program name (that is, 
the last component of the file name), but this is seldom used except as a place-holder. If the 
command takes arguments, they are strung out after this; the end of the list is marked by a 
NULL argument. 

The execl call overlays the existing program with the new one, runs that, then exits. 
There is no return to the original program. 

More realistically. a program might fall into two or more phases that communicate only 
through temporary files. Here it is natural to make the second pass simply an execl call from 
the first. 

The one exception to the rule that the original program never gets control back occurs 
when there is an error, for example if the file can't be found or is not executable. If you don't 
know where date is located. say 

execl("/bin/date", "date", NULL); 
execl (" lusr/bin/date", "date", NULL); 
fprl.ntf(stderr, "Someone stole 'date'\n"); 

A variant of execl called execv is useful when you don't know in advance how many 
arguments there are going to be. The call is 
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execv(f11ename, arqp)i 

where arqp is an array of pointers to the arguments: the last pointer in the array must be 
NULL so execv can tell where the list ends. As with execl. filename is the file in which 
the program is found. and argp [0] is the name of the program. (This arrangement is identi
cal to the argv array for program arguments.) 

Neither of these routines provides the niceties of normal command execution. There is no 
automatic search of multiple directories - you have to know precisely where the command is 
located. Nor do you get the expansion of metacharacters like <. >, *. ?, and [] in the argu
ment list. If you want these. use execl to invoke the shell sh, which then does all the work. 
Construct a string commandline that contains the complete command as it would have been 
typed at the terminal. then say . 

execl("/bin/sh", "sh" , "_C", commandline, NOLL); 

The shell is assumed to be at a fixed place. /bin/sh. Its argument -c says to treat the next 
argument as a whole command line. so it does just what you want. The only problem is in con
structing the right information in commandline. 

5 .3. Control of Processes - Fork and Wait 
So far what we've talked about isn't really all that useful by itself. Now we will show how 

to regain control after running a program with execl or execv. Since these routines simply 
overlay the new program on the old one. to save the old one requires that it first be split into 
two copies: one of these can be overlaid. while the other waits for the new. overlaying program 
to finish. The splitting is done by a routine caUed fork: 

~roc_1d - fork(); 

splits the program into two copies. both of which continue to run. The only difference between 
the two is the value of proc_id. the "process id." In one of these processes <the "child"), 
proc_id is zero. In the other (the "parent"). proc_id is non-zero: it is the process number 
of the child. Thus the basic way to call. and return from. another program is 

if (fork() - 0) 
execl("/bin/sh", "sh" , "_c", cmd, NULL); 1* in child *1 

And in fact. except for handling errors. this is sufficient. The fork makes two copies of the 
program. In the child. the value returned by fork is zero, so it calls execl which does the 
command and then dies. In the parent. fork returns non-zero so it skips the execl. (If 
there is any error. fork returns -1). 

More often. the parent wants to wait for the child to terminate before continuing itself. 
This can be done with the function wai t: 

int atatus; 

if (fork() - 0) 
execl ( ••• ); 

waitCr.status); 

This still doesn't handle any abnormal conditions. such as a failure of the execl or fork, or 
the possibility that there might be more than one child running sinlultaneously. (The wait 
returns the process id of the terminated child, if you want to check it against the value returned 
by fork.) Finally, this fragment doesn't deal with any funny behavior on the part of the child 
(which is reported in status). Still. these three lines are the heart of the standard library's 
system routine. which we'll show in a moment. 

The status returned by wait encodes in its low-order eight bits the system's idea of the 
child's termination status: it is 0 for normal termination and non-zero to indicate ~arious kinds 
of problems. The next higher eight bits are taken from the argument of the call to exi t which 
caused a normal termination of the child process. It is good coding practice for all programs to 
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return meaningful status. 

When a program is called by the shell. the three file descriptors O. 1. and 2 are set up point
ing at the right files, and all other possible file descriptors are available for use. When this pro
gram calls another one. correct etiquette suggests making sure the same conditions hold. Nei
ther fork nor the exec calls affects open files in any way. If the parent is buffering output 
that must. come out before output from the child. the parent must flush its buffers before the 
execl. Conversely, if a caller buffers an input stream. the called program will lose any infor
mation that has been read by the caller. 

5.4. Pipes 
A pipe is an I/O channel intended for use between two cooperating processes: one process 

writes into the pipe. while the other reads. The system looks after buffering the data and syn
chronizing the two processes. Most pipes are created by the shell. as in 

ls I .pr 

which connects the standard output of 1s to the standard input of pro Sometimes. however. it 
is most convenient for a process to set up its own plumbing; in this section. we will illustrate 
how the pipe connection is established and used. 

The system call pipe creates a pipe. Since a pipe is used for both reading and writing. two 
file descriptors are returned; the actual usage is like this: 

int fd[2]; 

stat. pipe(fd); 
if (stat .- -1) 

/- there was an error .•. -/ 

fd is an array of two file descriptors. where fd[O] is the read side of the pipe and fd(1] is 
for writing. These may be used in read. write and close calls just like any other file 
descriptors. 

If a process reads a pipe which is empty. it will wait until data arrives; if a process writes 
into a pipe which is too full. it will wait until the pipe empties somewhat. If the write side of 
the pipe is closed. a subsequent read will encounter end of file. 

To illustrate the use of pipes in a realistic setting. let us write a function called 
popen (cmd I mode). which creates a process cmd (just as system does). and returns a file 
descriptor that will either read or write that process. according to mode. That is. the call 

fout - popen ("pr", WRITE); 

creates a process that executes the pr command: subsequent wri te calls using the file descrip
tor fout will send their data to that process through the pipe. 

popen first creates the the pipe with a pipe system call: it then forks to create two 
copies of itself. The child decides whether it is supposed to read or write. closes the other side 
of the pipe. then calls the shell (via execl) to run the desired process. The parent likewise 
closes the end of the pipe it does not use. These closes are necessary to make end-of-file tests 
work properly. For example. if a child that intends to read fails to close the write end of the 
pipe. it WIll never see the end of the pipe file. just because there is one writer potentially active. 
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.include <stdio.h> 

.define READ 0 

.define WRITE 

.define tst(a, b) (mode.- READ ? (b) (a» 
static int popen_pidj 

popen (cmd, mode) 
char *cmdj 
int mode; 
I 

int 1'[2]j 

if (pipe(p) < 0) 
return(NULL)j 

if «popen_pid - fork ( » - 0) I 
close(tst(1'[WRITE], p[READ]»j 
close(tst(O, 1»j 
dup(tst(p[READ] , p[WRITE]»j 
close (tst(p[READ] , p[WRITE]»i 
execl("/bin/sh", "sh", "_C", cmd, O)j 
_exit(1); 1* disaster has occurred if we qet here *1 

if (popen_pid .. -1) 
return(NULL)i 

close(tst(p[READ), p[WRITE))j 
'return (tst (p [WRITE) , P[READ]»i 

The sequence of closes in the child is a bit tricky. Suppose that the task is to create a child 
process that will read data from the parent. Then the first close closes the write side of the 
pipe. leaving the read side open. The lines 

close(tst(O, 1»; 
dup(tst(p[READ] , p[WRlTE))i 

are the conventional way to associate the pipe descriptor with the standard input of the child. 
The close closes file descriptor O. that is. the standard input. dup is a system call that returns 
a duplicate of an already open file descriptor. File descriptors are assigned in increasing order 
and the first available one is returned. so the effect of the dup is to copy the file descriptor for 
the pipe (read side) to file descriptor 0; thus the read side of the pipe becomes the standard 
input. (Yes. this is a bit tricky. but it's a standard idiom.) Finally. the old read side of the pipe 
is closed. 

A similar sequence of operations takes place, when the child process is supposed to write 
from the parent instead of reading. You may find it a useful exercise to step through that case. 

The job is not quite done. for we still need a function pclose to close the pipe created by 
popen. The main reason for using a separate function rather than close is that it is desirable 
to wait for the termination of the child process. First. the return value from pclose indicates 
whether the process succeeded. Equally important when a process creates several children is 
that only a bounded number of unwaited-for children can exist. even if some of them have ter
minated; performing the wai t lays the child to rest. Thus: 
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.include <aiqnal.h> 

pclos.lfd) 
int fd: 

/* close pipe fd */ 

( 

reqister r, (*hstat) (), (*istat) (), (.qstat) (): 
int status: 
extern int popen.-pid: 

closelfd) : 
istat - siqnallSIGI~, SIG_IGN); 
~stat - siqnallSIGQUIT, SIG_IGN); 
hstat - siqnallSIGHUP, SIG_IGN): 
while (Ir - waitl&status» !- popen'-pid &_ r r- -1); 
if (r - -1) 

status - -1: 
siqnal(SIGINT, istat): 
siqnallSIGQUIT, ~stat): 
siqnal(SIGHUP, hstat): 
return(status) : 

The calls to signal make sure that no interrupts. etc., interfere with the waiting process; this 
is the topic of the next section. 

The routine as written has the limitation that only one pipe may be open at once. because 
of the single shared variable popen-J'ic:t it really should be an array indexed by. file descrip. 
tor. A popen function. with slightly different arguments and return value is available as part 
of the standard 110 library discussed below. As currently written. it shares the same limitation. 

6. SIGNALS - INTERRUPTS AND ALL THAT 
This section is concerned with how to deal gracefully with signals from the outside world 

(like interrupts), and with program faults. Since there's nothing very useful that can be done 
from within C about program faults. which arise mainly from illegal memory references or from 
-execution of peculiar instructions. we'll discuss only the outside-world signals: interrupt, which 
is sent when the DEL character is typed: qUit. generated by the FS character. hangup. caused by 
hanging up the phone: and terminate. generated by the kill command. When one of these 
events occurs. the signal is sent to ail processes which were started from the corresponding ter
minal: unless other arrangements have been made. the signal terminates the process. In the 
qUit case. a core image file is written for debugging purposes. 

The routine which alters the default action is called signal. It has two arguments: the 
first specifies the signal. and the second specifies. how to treat it. The first argument is just a 
number code. but the second is the address is either a function. or a somewhat strange code 
that requests that the signal either be ignored. or that it be given the default action. The· 
include file signal. h gives names for the various arguments. and should always be included 
when signals are used. Thus 

.include <aiqnal.h> 

signallSIGINT, SIG_IGN): 

causes interrupts to be ignored. while 

signal (SIGINT, SIG_OFLI; 

restores the default action of process termination. In all cases, signal returns the previous 
value of the signal. The second argument to signal may instead be the name of a func~ion 
(which has to be declared e:<plicitly if the compiler hasn't seen it already). In this case, the 
named routine will be called when the signal occurs. Most commonly this facility is used to 



- 15 -

allow the program to clean up unfinished business before terminating, for example to delete a 
temporary file: 

'include <siqnal.h> 

main () 
( 

int onintr(): 

if Isiqnal(SIGINT, SIG_IGN) 1- SIG_IGNl 
siqnal(SIGINT, onintr); 

1* Process .•• *1 

exit(O) ; 

onintr () 
( 

unlink(tempfile); 
exit(1); 

Why the test and the double call to signal? Recall that signals like interrupt are sent to 
all processes started from a particular terminal. Accordingly, when a program is to be run non
interactively (started by &), the shell turns off interrupts for it so it won't be stopped by inter
rupts intended for foreground processes. If this program began by announcing that all inter
rupts were to be sent to the onintr routine regardless, that would undo the shell's effort to 
protect it when run in the background. 

The solution, shown above, is to test the state of interrupt handling. and to continue to 
ignore interrupts if they are already being ignored. The code as written depends on the fact 
that signal returns the previous state of a particular signal. If signals were already being 
ignored. the process should continue to ignore them~ otherwise, they should be caught. 

A more sophisticated program may wish to intercept an interrupt and interpret it as a 
request to stop what it is doing and return to its own command-processing loop. Think of a 
text editor: interrupting a long printout should not cause it to terminate and lose the work 
already done. The outline of the code for this case is probably best written like this: 

'include <siqnal.h> 
'include <setjmp.h> 
jmp_buf sjbuf: 

main ( ) 
( 

int (*istatl (l, onintr(): 

istat • 8iqnallSIGINT, SIG_IGNl: 1* save oriqinal status *1 
setjmp(sjbuf); i* save current stack position *1 
if (istat !- SIG_IGN) 

siqnal(SIGINT, onintrl; 

1* main proeessinq loop *1 



onint:r () 
( 

printf(It\nInt:errupt:\nlt)i 
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longjmp(sjbuf)i 1* return to saved state *1 

The include file setjmp.h declares the type jmp_buf an object in which the state can be 
saved. sjbuf is such an object; it is an array of some sort .. The setjmp routine then saves 
the state of things. When an interrupt occurs. a caU is forced to the onintr routine. which 
can print a message. set flags. or whatever. lonqjmp takes as argument an object stored into 
by setjmp. and restores control to the location after the call to setjmp. so control (and the 
stack level) will pop back to the place in the main routine where the signal is set up and the 
main loop entered. Notice. by the way. that the signal gets set again after an interrupt occurs. 
This is necessary: most signals are automatically reset to their default action when they occur. 

Some programs that want to detect signals simply can't be stopped at an arbitrary point. for 
example in the middle of updating a linked list. If the routine called on occurrence of a signal 
sets a flag and then returns instead of calling exit or lonqjmp. execution will continue at the 
exact point it was interrupted. The interrupt flag can then be tested later. 

There is one difficulty associated with this approach. Suppose the program is reading the 
terminal when the interrupt is sent. The specified routine is duly called: it sets its flag and 
returns. If it were really true. as we said above. that "execution resumes at the exact point it 
was interrupted." the program would continue reading the terminal until the user typed another 
line. This behavior might well be confusing, since the user might not know that the program is 
reading: he presumably would prefer to have the signal take effect instantly. The method 
chosen to resolve this difficulty is to terminate the terminal read when execution resumes after 
the signal. returning an error code which indicates what happened. 

Thus programs which catch and resume execution after signals should be prepared for 
"errors" which are caused by interrupted system cails. (The ones to watch out for are reads 
from a terminal. wait. and pause.> A program whose onintr program just sets intflaq. 
resets the interrupt signal. and returns. should usually include code like the following when it 
reads the standard input: 

if (getchar() -- EOF) 
it (intflaq) 

1* EOF caused by interrupt *1 
else 

1* true end-of-file *1 

A final subtlety to keep in mind becomes important when signal-catching is combined with 
execution of other programs. Suppose a program catches interrupts. and also includes a method 
(like "!" in the editor) whereby other programs can be executed. Then the code should look 
something like this: . . 

if (fork() -. 0) 
execl ( ... ) ; 

signal (SIGINT, SIG_IGN)i 1* ignore interrupts *1 
wait (&stat:usl ; 1* until the child is done -I 
s1qnal(SIGINT, onintr)i 1* restore interrupts *1 

Why is this? Again. it's not obvious but not really difficult. Suppose the program you call 
catches its own interrupts. If you interrupt the subprogram. it will gel the signal and return to 
its maIO loop. and probably read your terminal. But the calling program will also pop out of its 
wait for the subprogram and read your terminal. Having two processes reading your terminal is 
very unfortunate. since the system figuratively flips a coin to decide who should get each line of 
input. A simple way out is to have the parent program ignore interrupts until the child is done. 
This reasoning is reflected in the standard 1/0 library function system: 
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'include <siqnal.h> 

system(s) 1* run command strinq s *1 
char *8; 
I 

int status, pid, w; 
reqister int (*istat) (), (~stat) (); 

if «pid - fork(» -- 0) 
execl("/bin/sh", "sh" , "-e", 8, 0); 
_exit(127); 

istat - siqnal(SIGINT, SIG_IGN1; 
qstat - signal(SIGQOIT, SIG_IGN); 
while «w - wait(&8tatus» 1- pid && w 1- -1) 

if (w - -1) 
status - -1; 

siqnal(SIGINT, istat); 
siqnal(SIGQUIT, qstat); 
return (status); 

As an aside on declarations. the function siqnal obviously has a rather strange second 
argument. It is in fact a pointer to a function delivering an integer. and this is also the type of 
the signal routine itself. The two values SIG_IGN and SIG_OFL have the right type. but are 
chosen so they coincide with no possible actuaJ functions. For the enthusiast. here is how they 
are defined for the PDP· I I ; the definitions should be sufficiently ugly and nonportable to 
encourage use of the include file. 

.define SIG_DFL 

.define SIG_IGN 
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Appendix - The Standard I/O Library 

D. M. Ritch,e 

Bell Labor~tories 
Murray Hill. New· Jersey 07974 

The standard 1/0 library was designed with the following goals in mind. 

l. It must be as efficient as possible. both in time and in space. so that there will be no hesita
tion in using it no matter how critical the application. 

2. It must be simple to use. and also free of the magic numbers and mysterious calls whose 
use mars the understandability and portability of many programs using older packages. 

3. The interface provided should be applicable on all machines. whether or not the programs 
which implement it are directly portable to other systems. or to machines other than the 
PDP-ll running a version of UNIX. 

1. General Usage 

Each program using the library must have the line 

.include <stdio.h> 

which defines certain macros and variables. The routines are in the normal C library. so no 
special library argument is needed for loading. All names in the include file intended only for 
internal use begin with an underscore _ to reduce the possibility of collision with a user name. 
The names intended to be visible outside the package are 

stdin The name of the standard input file 

stdout The name of the standard output file 

stderr The name of the standard error file 

EOF is actually -1. and is the value returned by the read routines on end-of-file or error. 

NULL is a notation for the null pointer. returned by pointer-valued functions to indicate an 
error 

FILE expands to struet _iob and is a useful shorthand when declaring pointers to 
streams. 

BUFSIZ is a number (viz. 512) of the size suitable for an 1/0 buffer supplied by the user. 
See setbuf. below. 

gete, getehar, pute, putehar, feof, ferror, fileno 
are defined as macros. Their actions are described below; they are mentioned here 
to point out that it is not possible to redeclare them and that they are not actually 
functions; thus. for example. they may not have breakpoints set on them. 

The routines in this package offer the convenience of automatic buffer allocation and out
put tlushing where appropriate. The names stdin. stdout. and stderr are in effect con
stants and may not be assigned to. 

2. Calls 

FILE *fopen(filename, type) char *filename, *type; 
opens the file and. if needed. allocates a buffer for it. filename is a character string 
specifying the name. type is a character string (not a single character>. It may be "r". 
"'~". or "a" to indicate intent to read. write. or append. The value returned is a file 
pointer. If it is WLL the altempt to open failed. 

FILE *freopen(filename, type, ioptr) ehar *filename, *type; FILE *ioptr; 
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The stream named by ioptr is closed. if necessary, and then reopened as if by f~pen. If 
the attempt to open fails. NULL is returned. otherwise ioptr. which will now refer to the 
new file. Often the reopened stream is stdin or stdout. 

int qetc(ioptr) FILE *ioptri 
returns the next character from the stream named by ioptr, which is a pointer to a file 
such as returned by fopen. or the name stdin. The integer EOF is returned on end-of
file or when an error occurs. The null character \0 is a legal character. 

int fqetc(ioptr) FILE *ioptri 
acts like qetc but is a genuine function. not a macro. so it can be pointed to, passed as an 
argument. etc. 

putc(c, ioptr) FILE *ioptr; 
putc writes the character c on the output stream named by ioptr. which is a value 
returned from fopen or perhaps stdout or stderr. The character is returned as value, 
but EOF is returned on error. 

fputc(c, ioptr) FILE *ioptr; 
acts like pu tc but is a genuine function. not a macro. 

fclose(ioptr) FILE *ioptr; 
The file corresponding to ioptr is closed after any buffers are emptied. A buffer allocated 
by the 1/0 system is freed. fclose is automatic on normal termination of the program. 

fflush(ioptr) FILE *ioptr; 
Any buffered information on the (output) stream named by ioptr is written out. Output 
files are normally buffered if and only if they are not directed to the terminal; however. 
stderr always starts off unbuffered .and remains so unless 8etbuf is used. or unless it is 
reopened. 

exit(errcode)i 
terminates the process and returns its argument as status to the parent. This is a special 
version of the routine which calls fflush for each output file. To terminate without flush
ing. use _ exi t. 

feof(ioptr) FILE *ioptri 
returns non-zero when end-of-file has occurred on the specified input stream. 

ferror(ioptr) FILE *ioptri 
returns non-zero when an error has occurred while reading or writing the named stream. 
The error indication lasts until the file has been closed. 

qetchar()i 
is identical to qetc (stdin) . 

putchar(c)i 
is identical to putc (c , stdout). 

char *fqets{s, n, ioptr) char *8i FILE *ioptr; 
reads up to n-1 characters from the stream ioptr into the character pointer s. The read 
terminates with a newline character. The newline character is placed in the buffer followed 
by a null character. fgets returns the first argument. or NULL if error or end-of-file 
occurred. 

fputs(s, ioptr) char *Si FILE *ioptri 
writes the null-terminated string (character array) 8 on the stream ioptr. No newline is 
appended. No value is returned. 

unqetc(c, ioptr) FILE *ioptr; 
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The argument character c is pushed back on the input stream named by iopu. Only one 
character may be pushed back. 

printfCformat, a', ••• ) char *format; 
fprintfCioptr, format, a', ••• ) FILE *ioptr; char *format; 
sprintfCs, format, a', ••. )char *s, *format; 

printf writes on the standard output. fprintf writes on the named output stream. 
sprintf puts characters in the character array (string) named by s. The specifications are 
as described in section printf(3) of the UNIX Program",.,'s ManUDL 

scanf(format, a1, ••• ) char *format; 
fscanfCioptr, format, a1, ••• ) FILE *ioptr; char *format; 
sscanfCs, format, a', ••. ) char *s, *format; 

scanf reads from the standard input. fscanf reads from the named input stream. 
sscanf reads from the character string supplied as s. scanf reads characters. interprets 
them according to a format. and stores the results in its arguments. Each routine expects 
as arguments a control string format. and a set of arguments. each 0/ which must be a 
potnter, indicating where the converted input should be stored. 

scanf returns as its value the number of successfully matched and assigned input items. 
This can be used to decide how many input items were found. On end of file. EOF is 
returned; note that this is different from O. which means that the next input character does 
not match what was called for in the control string. 

freadCptr, sizeof(*ptr), nitems, ioptr) FILE *iopu; 
reads ni tams of data beginning at pu from file ioptr. No advance notification that binary 
1/0 is being done is required; when. for portability reasons. it becomes required. it will be done 
by adding an additional character to the mode-string on the fopen call. 

fwriteCptr, sizeofC*ptr), nitems, ioptr) FILE *ioptr; 
Like fread. but in the other direction. 

re~indCioptr) FILE *ioptr; 
rewinds the stream named by ioptr. It is not very useful except on input. since a rewound 
output file is still open only for output. 

system C string) char *suing; 
The string is executed by the shell as if typed at the terminal. 

getw(ioptr) FILE *ioptr; 
retums the next word from the input stream named by ioptr. EOF is returned on end-of-file 
or error. but since this a perfectly good integer feof and ferror should be used. A "word" 
is 16 bits on the PDP·ll. 

putwCw, ioptr) FILE *ioptr; 
writes the integer w on the named output stream .. 

setbufCioptr, buf) FILE *ioptr; char *buf; 
setbuf may be used after a stream has been opened but before 110 has started. If buf is 
NULL. the stream will be unbuffered. Otherwise the buffer supplied will be used. It must be a 
character array of sufficient size: 

char buf[BUFSIZ]; 

filenoCioptr) FILE *ioptr; 
returns the integer file descriptor associated with the file. 

fseekCioptr, offset, ptrname) FILE *ioptr; long offset; 
The location of the next byte in the stream named by ioptr is adjusted. offset is a long 
integer. If ptrname is 0, the offset is measured from the beginning of the file; if ptrname is 
1. the offset is measured from the current read or write pointer. if ptrname is 2. the offset is 
measured from the end of the file. The routine accounts properly for any buffering. (When 
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this routine is used on non-UNIX systems, the offset must be a va.ue returned from ftell and 
the ptrname must be 0). 

long ftell(ioptrl FILE *ioptr; 
The byte offset, measured from the beginning of the file, associated with the named stream is 
returned. Any buffering is properly accounted for. (On non-UNIX systems the value of this 
call is useful only for handing to fseek. so as to position the file to the same place it was when 
ftell was called.) 

qetpw(uid, buf) char *bufi 
The password file is searched for the given integer user 10. If an appropriate line is found, it is 
copied into the character array buf, and 0 is returned. If no line is found corresponding to the 
user 10 then 1 is returned. 

char *malloc(num)i 
allocates num bytes. The pointer returned is sufficiently well aligned to be usable for any pur
pose. NULL is returned if no space is available. 

char *calloc(num, size)i 
allocates space for num items each of size size. The space is guaranteed to be set to 0 and the 
pointer is sufficiently well aligned to be usable for any purpose. NULL is returned if no space is 
available. 

cfree(ptr) char *ptri 
Space is returned to the pool used by calloc. Disorder can be expected if the pointer was not 
obtained from calloc. 

The following are macros whose definitions may be obtained by including <ctype . h>. 

isalpha (c) returns non-zero if the argument is alphabetic. 

isupper (c) returns non-zero if the argument is upper-case alphabetic. 

islower (c) returns non-zero if the argument is lower-case alphabetic. 

isdigi t (c) returns non-zero if the argument is a digit. 

isspace (c) returns non-zero if the argument is a spacing character: tab. newline, carriage 
return. vertical tab, form feed. space. 

ispunct (c) returns non-zero if the argument is any punctuation character, i.e., not a space. 
letter, digit or control character. 

isalnum(c) returns non-zero if the argument is a letter or a digit. 

isprint (c) returns non-zero if the argument is printable - a letter. digit, or punctuation 
character. 

i scn tr 1 (c) returns non-zero if the argument is a control character. 
isascii (c) returns non-zero if the argument is an ascii character, i.e., less than octai 0200. 

toupper (c) returns the upper-case character corresponding to the lower-case letter c • 

tolower (c) returns the lower-case character corresponding to the upper-case letter c. 









Yace: Yet Another Compiler-Compiler 

Stephen C. Johruon 

Bell Laboratories 
Murray Hill, New Jersey 07974 

A.JlSTlUCT 

Computer program input generally has some structure; in fact, every com
puter program that does input can be thouaht of as defining an "input 
language" which it accepts. An input language may be as complex as a pro
gramming language, or as simple as a sequence of numbers. Unfortunately, 
usual input facilities are limited, difficult to use, and often are lax about check
ing their inputs for validity. 

Yace provides a leneral tool for describinl the input to a computer pro
gram. The Yace user specifies the structures of his input, together with code to 
be invoked as each such structure is recoplized. Yacc turns such a specification 
into a subroutine that handles the input process; frequently, it is convenient 
and appropriate to have most of the Oow of control in the user's application 
handled by this subroutine. 

The input subroutine produced by Yacc calls a user-supplied routine to 
return the next basic input item. Thus, the user can specify his input in terms 
of individual input characters, or in terms of hiaher level constructs such IS 
names and numbers. The user-supplied routine may also handle idiomatic 
features such as comment and continuation conventions, which typically defy 
easy grammatical specification. 

Yace is written in portable C. The clus of specifications accepted is a 
very general one: LALRH) grammars with disambiguatinl rules. 

In addition to compilers for C, APL, Pascal, RATFOR, etc., Yacc has also 
been used for less conventional languages, includinl a phototypesetter 
languale, several desk calculator languages, a document retrieval system, and a 
Fortran debugging system. 

July 31, 1978 



Yace: Yet Another Compiler·Compiler 

Stepha C loluuo" 

Ben Laboratories 
Mumy Hill, New Jersey 07974 

0: Introduction 

Yacc provides a general tool for imposina structure on the input to a computer proll'3llL 
The Yaa: user prepares a speci&ation of the input process; this indudes rules desc:ribinl the 
input structure, code to be invoked wileD these rules are recolDiZeci. and a low-level routine to 
do the basic inpUL Yacc then leDerates a function to control the input process. This function. 
called a ptln.f, calls the user-supplied low-level input routine (the IciazJ tWllyur) to pick up 
the basic items (called toUtU) from the input stream. These tokens are orpnized accordiDl to 
the input structure rules. called grflIf'ImIIr ruIa; when one of these rules bas beeD recolDiZed. 
theD user code supplied for this rule, an actio", is invoked; acUoas have the ability to recum 
values and make use of the values of other actions. 

Yacc is written in a portable dialect of C1 and the actioa.s, and outpUt subroutine. are ill C 
as well. Moreover, many of the synw:tic conventions of Yaa: fonow C. 

The heart of the input speciJbUon is a coUection of IfIIDIDII' rules. Each rule describes 
an allowable strUCnIre anci lives it a name. For example, ODe arammar rule milht be 

date : month_Dame day'; year ; 

Here, da-. mondl ntmre, day, and Y«I' represent SUUCtUreS of interest in' the input process, 
presumably, mofllir __ ntmre, day, and Y«I' are detmed elsewhere. The comma .. ,'. is endosed ill 
sinale quotes; this implies tbal the comma is to appear literally in the input. lbe colon and 
semicolon merely serve as punc:tUalion in the rule. and have ao sipiftc:ance in conuoniDa the 
input. Thus, with proper detmitions, the input 

July 4, 1776 

might be matched by the above rule. 

An important part of the input process is carried out by the lexical analyzer. This user 
routine reads the input stream, recopizinl the lower level structures, and communicates these 
tokens to the parser. For historical reasDa.s, a structure recQlDi,zed by the lexical analyzer is 
called a temriNZl ~ while the suuc:mre recogaized by the parser is called a nom,mrilltlI sym
boL To avoid confusion, terminal symbols will usually be referred to as IOUlu. 

There is considerable leeway in decidinl whether to recognize SUUCtUreS usinl the lexical 
analyzer or grammar rules. For example, the rules 

rnonll1_aame liT /la' 1111/1 

month_name : 'F' '0' 'b' ; 

month_aame : '0' 'e' 'c' ; 

might be used in the above example. The lexical analyzer would only need to recogaize indivi
dual letters, and monrh_"fJlffe would be a aonterminal symbol. Such low-level rules tend to 
waste time and space. and may complicate the specification beyond Yacc's ability to deal with it. 
Usually, the lexical analyzer would recogaize the month aames. and return an indication that a 
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month_name was seen~ in this case, month_name would be a token. 

Literal characters such as "," must also be passed through the lexical analyzer, and are 
also considered tokens. 

Specification files are very flexible. It is reaiively easy to add to the above example the 
rule 

date : month'/, day . /' year ; 

allowing 

7 1 41 1776 

as a synonym for 

July 4, 1776 

In most cases, this new rule could be "slipped in" to a working system . with minimal effort, 
and little danger of disrupting existing input. 

The input being read may not confonn to the specifications. These input errors are 
detected as early as is theoretically possible with a left-ta-right scan; thus, not only is the 
chance of reading and computing with bad input data substantially reduced, but the bad data 
can usually be quickly found. Error handling, provided as part of the input specifications, per
mits the reentry of bad data, or the continuation of the input process after skipping over the 
bad data. 

In some cases, Yace fails to produce a parser when liven a set of specifications. For 
example, the specifications may be self contradictory, or they may require a more powerful 
recognition mechanism than that available to Yace. The fonner cases represent design errors; 
the latter cases can often be corrected by making the lexical analyzer more powerful, or by 
rewriting some of the grammar rules. While Yacc cannot handle all possible specifications, its 
power compares favorably with similar systems~ moreover, the constructions which are difficult 
for Yacc to handle are also frequently difficult for human beings to handle. Some users have 
reported that the discipline of fonnulating valid Yace specifications for their input revealed 
erro~ of conception or design early in the program development. 

The theory underlying Yacc has been described elsewhere. 2. 3, 4 Yace has been extensively 
used in numerous practical applications, including lint, S the Portable C Compiler,6 and a system 
for typesetting mathematics. 7 

The next several sections describe the basic process of preparing a Yace specification; Sec
tion 1 describes the preparation of grammar rules, Section 2 the preparation of the user sup
plied actions associated with these rules, and Section 3 the preparation of lexical analyzers. Sec
tion 4 describes the operation of the parser. Section 5 discusses various reasons why Yacc may 
be unable to produce a parser from a specification, and what to do about it. Section 6 describes 
a simple mechanism for handling operator precedences in arithmetic expressions. Section 7 
discusses error detection and recovery. Section 8 discusses the operating environment and spe
cial features of the parsers Yacc produces. Section 9 Jives some suUestions which should 
improve the style and efficiency of the specifications. Section 10 discusses some advanced 
topics, and Section 11 gives acknowledgements. Appendix A has a brief example, and Appen
dix B gives a summary of the Yacc input syntax. Appendix C sives an example using some of 
the more advanced features of Yace, and, finally, Appendix 0 describes mechanisms and syntax 
no longer actively supported, but provided for historical continuity with older versions of Yacc. 

1: Basic Specifications 

Names refer to either tokens or nonterminal symbols. Yace requires token names to be 
declared as such. In addition, for reasons discussed in Section 3, it is often desirable to include 
the lexical analyzer as part of the specification file; it may be useful to include other programs 
as well. Thus, every specification file consists of three sections: the decUzrarions, (grammar) 
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ruIG. and pro"anu. The sec:tioas are separated by double percent h%%" marks. me percent 
"%" ~ generally used ill Yacc specificl1ioas as an escape character.) 

In other words, a full speci&aliOD Ble looks like 

dec1aratioas 
%% 
rules 
%% 
procnms 

The dedaration sectiOD may be empty. Moreover, if the prosrams sec:tion is omitt~ the 
second %% mark may be omitted aJso; thus, the smallest leta! Yacc sl)eCi&atiOD ~ 

%% 
rules 

Blanks, tabs, and newlilles are ilDoreci except that they may Qot appear iD names or 
multi-charaaer reserved symbols. Comments may appear wberever a aame ~ leta!; they are 
enclosed in /- ...• /, as ill C and PUL 

The rules section ~ made up of one or more p-ammar rules. A p-ammar rule has the 
form: 

A : BODY; 

A represents a QontenniDal name, and BODY r'el'feSents a sequence of zero or more aames and 
literals. The COIoIi and the semicolon are Yaa: punctuation. . 

Names may be of arbitrary lenam. and may be made up of letters, dot ".", underscore 
" _", and QOD-initiai digits. Upper and lower case letters are distiaCl. The aames used in the 
body of a grammar rule may represent tokens or QODtermiDa1 symbols. 

A literal consists of a cbaracter endoseci in smpe quotes "on. As in ~ the bacJalasb ",., 
is an escape character withiIlliten1s. and aU the C escapes are recoCDized. Thus 

'\D' Qewline 
'\i return 
'\" sinlle quote "on 

,\\' bactalnh ''\'' 
'\t' tab 
'\ b' backspace 
'\r form feed 'xxx' ''xxx'' in octal 

For a number of teclmic:a1 reasons, the NUL charaaer ('\O" or 0) should never be used ill gram
mar rules. 

If there are several grammar rules with the same left hand side, the veruc:a1 bar "t" can 
be used to avoid rewritinl the left Iwld side. In addition, the semicolOD at the end of a rule 
can be dropped before a venic:a1 bar. Thus the arammar rules 

ABC 0 
A EF 
A G ; 

can be given to Yacc as 

A BCD 
E F 
G 
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It is not necessary that all grammar rules with the same left side appear together in the gram
mar rules section, although it makes the input much more readable, and easier to change. 

If a nonterminal symbol matches the empty string, this can be indicated in the obvious 
way: 

empty: ; 

Names representing tokens must be declared; this is most simply done by writing 

%token name 1 name2 ... 

in the declarations section. (See Sections 3 , 5, and 6 for much more discussion). Every name 
not defined in the declarations section is assumed to represent a nonterminal symbol. Every 
non terminal symbol must appear on the left side of at least one rule. 

Of all the nonterminal symbols, one, called the stan symbo~ has particular imponance. 
The parser is designed to recognize the stan symbol; thus, this symbol represents the larsest, 
most general structure described by the grammar rules. By default, the start symbol is taken to 
be the left hand side of the first grammar rule in the rules section. It is possible, and in fact 
desirable, to declare the start symbol explicitly in the declarations section usinS the %start key
word: 

%start symbol 

The end of the input to the parser is signaled by a special token, called the endmarur. If 
the tokens up to, but not including, the endmarker form a structure which matches the start 
symbol, the parser function returns to its caller after the endmarker is seen; it accepts the input. 
If the endmarker is seen in any other context, it is an ~rror. 

It is the job of the user-supplied lexical analyzer to return the encimarker when appropri
ate; see section 3, below." Usually the endmarker represents some reasonably obvious 110 
status, such as "end-of-file" or "end-of-record". 

1: Ac:tions 

With each grammar rule, the user may associate actions to be performed each time the 
rule is recognized in the input p~ocess. These actions may return values, and may obtain the 
values returned by previous actions. Moreover, the lexical analyzer can return values for 
tokens, if desired. 

An action is an arbitrary C statement, and as such can do input and output, call subpro
grams, and alter external vectors and variables. An action is specified by one or more state
ments, enclosed in curly braces "I" and "}". For example, 

A 

and 

xxx 

or B T 
I 

yyy '1ZZ 
I 

are grammar rules with actions. 

heno( 1, "abc"); } 

printf("a message\n"); 
Oag - 25; } 

To facilitate easy communication between the actions and the parser, the action state
ments are altered slightly. The symbol "dollar sign" "s" is used as a signal to Yacc in this 
context. 

To return a value, the action normally sets the pseudo-variable "SS" to some value. For 
example, an action that does nothing but return the value 1 is 
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( SS - 1; ) 

To obtain the values returned by previous actioDS and tbe lexical analyzer, the action may 
use tbe pseudo-variables S1. S2 •...• wlUch refer to the values returned by tbe components of 
the right side of a rule, readinl from left to rilht. Thus, if the rule is 

ABC 0 ; 

for example, then 52 has tbe value returned by C, and S3 the value returned by D. 

As a more concrete example, consider tbe rule 

expr 'r expr T ; 
The value returned by this rule is usually the value of the exp, in parentheses. This can be 
indicated by 

expr '(" expr ')" (SS-52;) 

By default. the value of a rule is tbe value of tbe am element in it (S1>. Thus, puunar 
rules of the form 

A B 

frequently need not have an explicit action. 

In the examples above, all the actioDS came at the end of their rules. Sometimes. it is 
desirable to get control before a rule is fully parsed. Yacc permits an actiOll to be written in the 
middle of a rule as well as at the end. This rule is assumed to return a value. accessible 
throup the usual mechanism by the actions to ~be ript of it. In tum. it may access the values 
returned by the symbols to itS left. Thus. in the rule 

A B 

C 
( SS - 1: ) 

( x-52; y - 53; 

tbe effect is to set :c to 1. and y to the value returned by C. 

Actions that do not terminate a rule are actually handled by Yaa: by manufactwiDl a new 
nonterminal symbol name. and a new rule matchinl this name to the =t~ny strine. The inte
rior action is the action triggered off by recognizinl this added rule. Yacc actually treatS the 
above example as if it had been written: 

SACT I· empty -/ 
{ SS - 1: 

B 5ACT C 
( :< - 52; '! - 53; I 

In many apl'lications. outl'ut is not done directly by the actions; rather. a data structure. 
sucb as a parse tree. is constructed in memory, and transformations are applied to it before OUt
put is generated. Parse trees are particularly easy to construct. given routines to build and 
maintain the tree structure desired. For example, suppose tbere·is a C function node. written 
so that the caU 

node( L. nl. n2 ) 

c:eates a node with label L. and descendantS !il and n2. md returns the index of the newly 
created node. Then parse tree .::m be built by supplyini actions sucb as: 
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expr expr '+' expr 
( S$ - node( '+', SI, S3 ); 

in the specification. 

The user may define other variables to be used by the actions. Declarations and 
definitions can appear in the declarations section, enclosed in the marks "%(" and "%\". 
These declarations and definitions have global scope, so they are known to the action state
ments and the lexical analyzer. For example, 

%( int variable - 0; %\ 

could be placed in the declarations section, making variable accessible to all of the actions. The 
Yacc parser uses only names beginning in "yy"; tbe user should avoid such names. 

In these examples, all the values are integers: a discussion of values of other types will be 
'found in Section 10. 

3: Lexical Analysis 

The user must supply a lexical analyzer to read the input stream and communicate tokens 
(with values, if desired) to the parser. The lexical analyzer is an integer-valued function called 
yylex. The function returns an integer, the token number, representing the kind of token read. 
If there is a value associated with that token, it should be assigned to the external variable yyl
vaL 

The parser and the lexical analyzer must agree on these token numbers in order for com
munication between them to take place. The numbers may be chosen by Yace, or chosen by 
the user. In either case, the "# define" mechanism of C is used to allow the lexical analyzer 
to return these numbers symbolically. For example, suppose that the token name DIGIT has 
been defined in the declarations section of the Yace specification file. The relevant ponion of 
the lexical analyzer might look like: 

yylexO{ 
extern int yylval; 
int c; 

c - getchar 0; 

switch( c ) ( 

case '0': 
case '1': 

case '9': 
yylval - c-'O'; 
return( DIGIT ); 

The intent is to return a token number of DIGIT, and a value equal to the numerical 
value of the digit. Provided that the lexical analyzer code is placed in the programs section of 
the specification file, the identifier DIGIT will be defined as the token number associated with 
the token DIGIT. 

This mechanism leads to clear, easily modified lexical analyzers; the only pitfall is the 
need to avoid using any token names in the grammar that are reserved or significant in C or the 
parser; for example, the use of token names if or while will almost cenainly cause severe 
difficulties when the lexical analyzer is compiled. The token name e"or is reserved for error 
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handling, and should not be used naively (see Set:tion 7) . 

. ,u mentioned above. the token numbers may be chosen by Yacc or by the user. In the 
default situation. the numbers are chosen by Yacc. The default token number for a litera! char
acter is the numerical value of the character in the local character set. Other names are 
assigned token numbers starting 3t lSi. 

To assign a token number to a token (including Iiterais). the first appearance of the token 
name or litera! in thl! Jeclartllions secrlon can be immediately followed by a nonnegative integer. 
This integer is taken to be the token number of the name or literal. :Sames and literals not 
defined by this met:hanism retain their default definition. It is important that all token numbers 
be distinct. 

For historical reasons. the endmarker must have token number 0 or negative. This token 
number cannot be redefined by the user, thus. 311 lexical analyzers should be prepared to retum 
o or negative as a token number upon reaching the end of their input. 

A very useful tool for constructing lexical analyzers is the L~x program developed by 
Yfike Lesk. 8 These lexical analyzers are designed to work in close harmony with Yacc parsers. 
The specifications for these lexical analyzers use regular expressions instead of grammar rules. 
Lex can be e3Sily used to produce quite complicated lexicai analyzers. but there remain some 
languages (such as FORTRAN) whicb do not fit any theoretical framework. and whose lexical 
analyzers must be crafted by hand. 

-': How the Parser Works 

Yacc turns the specification file into a C program. which parses the input according to the 
specification given. The algorithm used to go from the spet:ification to the parser is complex. 
and will not be discussed here (see the references for more information>. The parser itself. 
however. is relativeiy simple. and understanding how it works. while not strictly necessary, will 
nevenheless make treatment of error recovery and ambiguities much more comprehensible. 

The parser produced by Yac: consists of <1 r.nice state machine with a stack. The parser is 
also capable of reading and remembenng the next input token (called the lookahead token). 
The current stat~ is always the one on the top of the stack. The Slates of the finite state 
machine are given small integer labels; inniaUy. the machine is in state O. the stack contains 
only state O. and no lookahead toleen has been read. 

The machine has only four actions available ro it. calle(1 shift. reduce. accept, and I!rro,.. A 
move of the parser is done as follows: 

1. Based on its current state. the parser decides wnether it needs d lookahead token to decide 
what action should be done~ if it needs one. ana ·joes not have one. it calls yyia to obtain 
the next token. 

1. Using the current state. and the lookahead token if needed. the pars~r decides on its next 
lction. and .:ames it out. This maY' result in states being pushed onto the stack. or 
popped off of the st3ck. and in the lookahe:1d token being processed or left alone. 

The shift Jctton is (he most .;ommon action the parser ~akes. 'N'henever a shift action is 
:aken. there is aiwa~'s l tooKahead token. For exampl~. in state 56 there may be .m action: 

[F shift 3~ 

which says. In stlte 56. :f ,he lo:i<J.he:1d token is [F. rh~ current state (56) is pushed down on 
the stack • .lnd state 3~ becomes me .;urrent state f on the top of the stack). The lookahead 
token is cleared. 

The reauce action keeps the stack from irowing without bounds. Reduce actions lre 
appropriate when the parser :las seen the right hand side or a ~rammar r,Jl~. and is ;:lrepared to 
lnnounce that it has seen In instance of the rule. ~eplacing the right h:md side by the left hand 
Side. [t may be necessary to consult the lookahe:1d :oken to decide whe!her to reduce. but usu
lily :t :s !'lot: in fact. :he d~fault lctlon f represented 'Y l ..... ) IS Qiren l reduce action. 
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Reduce actions are associated with individual grammar rules. Grammar rules are also 
given small integer numbers, leading to some confusion. The action 

reduce 18 

refers to grammar rule 18, while the action 

IF shift 34 

refers to state 34. 

Suppose the rule being reduced is 

A x Y z 
The reduce actioR depends on the left hand symbol (A in this case), and tbe number of sym
bols on the right hand side (three in this case). To reduce, first pop off the top three states 
from the stack (In general, the number of states popped equals the number of symbols on the 
right side of the rule). In effect, these stales were the ones put on the stack while recoll1izing 
X, y, and z, and no longer serve any useful purpose. After popping these states, a state is 
uncovered which was the state tbe parser was in before beginning to process tbe rule. Using 
this uncovered state, and the symbol on the left side of the rule, perform what is in effect a 
shift of A. A new state is obtained, pushed onto the stack, and parsing continues. There are 
significant differences between the processing of the left band symbol and an ordinary shift of a 
token, however, so this action is called a 1010 action. In panicular, the lookahead token is 
cleared by a shift, and is not affected by a goto. In any case, the uncovered state contains an 
entry such as: 

A goto 20 

causing state 20 to be pusbed onto the stack, and become the current state. 

In effect, the reduce action "turns back the clock" ill the parse, popping the states off the 
stack to go back to the state where the right band side of the rule was first seen. The parser 
then behaves as if it had seen the left side at that time. If the riabt band side of the rule is 
empty, no states are popped off of the stack: the uncovered state is in fact the current state. 

The reduce action is also important in the treatment of user-supplied actions and values. 
When a rule is reduced, the code supplied with the rule is executed before the stack is adjusted. 
In addition to the stack holding tbe states, another stack, running in parallel with it, holds the 
values returned from the lexical analyzer and the actions. When a shift takes place, the exter
nal variable yylval is copied onto the value stack. After the return from the user code, the 
reduction is carried out. When the goto action is done, the external variable yywzl is copied 
onto the value stack. The pseudo-variables SI, S2, etc., refer to the value stack. 

The other two parser actions are conceptually much simpler. The accept action indicates 
that the entire input has been seen and that it matches the specification. This action appears 
only when the lookahead token is the endmarker, and indicates that the parser has successfully 
done its job. The error action, on the other hand, represents a place where the parser can no 
longer continue parsinl according to tbe specification. The input tokens it has seen, tOlether 
with tbe lookahead token, cannot be followed by anything that would result in a lepl input. 
The parser repons an error, and attempts to recover the situation and resume parsing: the error 
recovery (as opposed to the detection of error) will be covered in Section 7. 

It is time for an example! Consider the specification 



%token DING DONG DELL 
%'*' 
rhyme sound place 

sound DING DONG 

place DELL 

·9· 

When Yacc is invoked with the -y option, a tile called y.OUrpuJ is produced, with a 
human-readable description of the parser. The y.oUlput tile corresponding to the above gram
mar (with some statistics stripped off the end) is: 
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state 0 
Saccept : _rhyme Send 

DING shift 3 
· error 

rhyme lotol 
sound lot02 

state 1 
$accept : rhyme_Send 

Send accept 
· error 

state 2 
rhyme soundJ'lace 

DELL shift S 
· error 

place lot04 

state 3 
sound DING_DONG 

DONG shift 6 
· error 

state 4 
rhyme: sound place_ (1) 

reduce 1 

stateS 
place : DELL_ (3) 

reduce 3 

state 6 
sound . DING DONG_ (2) . 

reduce 2 

Notice that, in addition to the actions for each state, there is a description of the parsinl rules 
being processed in each state. The _ character is used to indicate what has been seen, and what 
is yet to come, in each rule. Suppose th~ input is 

DING DONG DELL 

It is instructive to follow the steps of the parser while processing this input. 

Initially, the current state is state O. The parser needs to refer to the input in order to 
decide between the actions available in state 0, so the first token, DING, is read, becoming the 
lookahead token. The action in state 0 on DING is is "shift 3", so state 3 is pushed onto the 
stack, and the lookahead token is cleared. State 3 becomes the current state. The next token, 
DONG, is read, becoming the lookahead token. The action in state 3 on the token DONG is 
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"shift 6", so state 6 is pushed onto the stack. and the looicahead is cleared. The stack now 
contains O. 3, and 6. In state 6. without even consulting the lookahead. the parser reduces by 
rule 2. 

sound : 0 rNG DONG 

This rule has two symbols on the right hand side. so two states. 6 and 3. are popped off of the 
stack. uncoverinl state O. Consulting the description of state O. lookinl for a goto on sound. 

sound !Jato 2 

is obtained: thus state 2 is pushed onto the stack. becominl the current state. 

In state 2. the next token. DELL. must be read. The action is "shift S", so state S is 
pushed onto the stack. which now has 0, 2. and S on it. and the lookahead token is cleared. In 
state S, the only action is to reduce by rule 3. This has one symbol on the right hand side. so 
one state. S, is popped olf. and state 2 is uncovered. The gato in state 2 on piac&. the left side 
of rule 3. is state 4. Now, the stack contains O. 2. and 4. In state 4. the only action is to 
reduce by rule 1. There are two symbols on the right. so the top two states are popped otf. 
uncovering state 0 again. In state O. there is a gotO on ,.hym~ causing the parser to enter state 
1. In state 1. the input is read: the endmarker is obtained. indicated by "Send" in the ,.output 
file. The action in state 1 when the endmarker is seen is to accept. successfully ending the 
parse. 

The reader is urged to consider how the parser work.s when confronted with such incorrect 
strings as DING DONG DONG. DING DONG. DING DONG DELL DELL. etc. A few minutes 
spend with this and other simple examples will probably be repaid when problems arise in more 
complicated contexts . 

.5: Ambiluiry and Codlcts 
A set of grammar rules is ambiguous if there is some input string that can be structured in 

two or more different ways. For example. the grammar rule 

expr expr '-' expr 

;s a natural way of expressing the fact that one way of forming an arithmetic expression is to 
put two other expressions together with a minus sign between them. Unfonunately, this gram
mar rule does not· completely specify the way that all complex inputs should be structured. For 
example. if the input is 

expr - expr - expr 

the rule allows this input to be structured 3S either 

( expr - expr ) - expr 

or as 

expr - ( expr - expr ) 

(The first is called (eft associ arion. the se1:ond flghr associarion). 

Y:lCC detects such ambiguities when it is attempting to build [he parser. It is instructive to 
consider the problem that confronts the parser when it is given an input such as 

expr - expr - expr 

\Vben the parser has read the se1:ond expr. the input that it has seen: 

expr - expr 

:natches the right side of the grammar rule above. The parser couid reduce the input by apply
ing this rule: liter lpplytng the rule: the input is reduced to e.ypr(the left side or the rule). The 
parser would ~hen read the final pan of the input: . 
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- expr 

and again reduce. The effect of this is to take the left associative interpretation. 
Alternatively, when the parser has seen 

expr - expr 

it could defer the immediate application of the rule, and continue reading the input until it had 
seen 

expr - expr - expr 

It could then apply the rule to the rightmost three symbols, reducing them to expr and leaving 

expr - expr 

NoW the rule can be reduced once more; the effect is to take the right associative interpreta
tion. Thus, having read 

expr - expr 

the parser can do two legal things, a shift or a reduction, and has no way of deciding between 
them. This is called a shift / reduce conflict. It may also happen that the parser has a choice of 
two legal reductions; this is called a nduce / reduce conflict. Note that there are never any 
.. Shift/ shift" conflicts. 

When there are shift/redUce or reduce/reduce conflicts, Yacc: still produces a parser. It 
does this by selecting one of the valid steps wherever it has a choice. A rule describing which 
choice to make in a given situation is called a disambiguating rule. 

Yacc invokes two disambiguating rules by default: 

1. In a shift/reduce conflict, the default is to do the shift. 

2. In a reduce/reduce conflict, the default is to reduce by the mrUer arammar rule (in the 
input sequence). 

Rule 1 implies that reductions are deferred whenever there is a choice, in favor of shifts. 
Rule 2 gives the user rather crude control over the behavior of the parser in this situation, but 
reduce/reduce conflicts should be avoided whenever possible. 

Conflicts may arise because of mistakes in input or logic, or because the grammar rules, 
while consistent, require a more complex parser than Yacc can construct. The use of actions 
within rules can also cause conflicts, if the action must be done before the parser can be sure 
which rule is being recognized. In these cases, the application of disambiguating rules is inap
propriate, and leads to an incorrect parser. For this reason, Yacc always repons the number of 
shift/reduce and reduce/reduce conflicts resolved by Rule 1 and Rule 2. 

In general, whenever it is possible to apply disambiguating rules to produce a correct 
parser, it is also possible to rewrite the grammar rules so that the same inputs are read but 
there are no conflicts. For this reason, most previous parser generators have considered 
conflicts to be fatal errors. Our experience has suggested that this rewriting is somewhat unna
tural, and produces slower parsers; thus, Yacc: will produce parsers even in the presence of 
conflicts. 

As an example of the power of disambiguating rules, consider a fragment from a program
ming language involving an "if-then-else" construction: 

stat IF '(' cond T stat 
IF • r cond T stat ELSE stat 

In these rules, IF and ELSE are tokens, coNi is a nonterminal symbol describing conditional 
(logical) expressions, and stat is a nontcrminal symbol describing statements. The first rule will 
be called the simpie-ifrule, and the second the if-else rule. 
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These two rules form an ambiguous construction. since input of the fann 

IF ( C1 ) IF ( C2 ) 51 ELSE 52 

can be structured according to these rules in two ways: 

or 

IF ( C1 ) { 
IF ( C2 ) SI 
} 

ELSE S2 

IF ( C1 ) I 
IF ( C2 ) Sl 
ELSE S2 
I 

The second interpretation is the one given in most programming languages having this con
struct. Each ELSEis associated with the last preceding "un-ELSE'd" IF. In this example. con
sider the situation wltere the parser has seen 

IF ( C1 ) IF ( C2 ) SI 

and is lookinl at the ELSE. It can immediately reduce by the simple-if rule to get 

IF ( C1 ) stat 

and then read the remaininl input. 

ELSE S2 
and reduce 

IF ( C1 ) stat ELSE 52 

by the if-else rule. This leads to the tim of the above groupings of the input. 

On the other hand. the ELSE may be shifted. S2 read. and then the right hand ponion of 

IF ( C1 ) IF ( C2 ) S 1 ELSE 52 

can be reduced by the if-else rule to get 

IF ( Cl ) stat 

which can be reduced by the simple-if rule. This leads to the second of the above groupings of 
the input. wl'1icl1 is usuaUy desired. 

Once again the parser can do two valid trungs - there is a shiftl reduce conflict. The 
application of disambiiU8ting rule 1 tells the parser to shift in tl'1is case. which leads to the 
desired grouping. 

This shift/reduce conflict arises only when there is a particular current ;nput symbol. 
ELSE. and particular inputS already seen. such as 

[F ( C1 ) IF ( C2 ) 51 

In general. there may be many contlicts. and each one will be associated with an input symbol 
and a set of previously read inputS. The previously read inputS lI'e ..:l'1aracterized by the state of 
the parser. 

1:1e conflict messages of Yacc lre best understood by examining the \'erbose (-v) option 
OUtput file. For example. the output corresponding to :he above conllict state mIght be: 
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23: shift/reduce conflict (shift 45, reduce 18) on ELSE 

state 23 

stat IF ( cond ) stat_ (8) 
stat IF ( cond ) stat_ELSE stat 

ELSE shift 45 
reduce 18 

The first line describes the conflict, giving the state and the input symbol. The ordinary state 
description follows, giving the grammar rules active in the state, and the parser actions. Recall 
that the underline marks the ponion of the grammar rules which has been seen. Thus in the 
example, in state 23 the parser has seen input corresponding to 

IF ( cond ) stat 

and the two grammar rules shown are active at this time. The parser can do two possible 
things. If the input symbol is ELSE, it is possible to shift into state 45. State 4S will have, as 
pan of its description, the line 

stat : IF ( cond ) stat ELSE_stat 

since the ELSE will have been shifted in this state. Back in state 23, the alternative action, 
described by ".", is to be done if the input symbol is not mentioned explicitly in the above 
actions; thus, in this case, if the input symbol is not ELSE, the parser reduces by grammar rule 
18: . 

stat : IF • r cond ')' stat . 

Once again, notice that the numbers following "shift" commands refer to other states, while 
the numbers following "reduce" commands refer to grammar rule numbers. In the y.outpUt 
file, the rule numbers are printed after those rules which can be reduced. In most one states, 
there will be at most reduce action possible in the state, and this will be the default command. 
The user who encounters unexpected shift/redUce conflicts will probably want to look at the 
verbose output to decide whether the default actions are appropriate. In really tough cases, the 
user might need to know more about the behavior and construction of the parser than can be 
covered here. In this case,· one of the theoretical references 2. 3. 4 might be consulted; the ser
vices of a local guru might also be appropriate. 

6: Precedence 

There is one common situation where the rules given above for resolving conflicts are not 
sufficient; this is in the parsing of arithmetic expressions. Most of the commonly used con
structions for arithmetic expressions can be naturally described by the notion of precedence lev
els for operators, together with information about left or right associativity. It turns out that 
ambiguous grammars with appropriate disambiguating rules can be used to create parsers that 
are faster and easier to write than parsers constructed from unambiguous grammars. The basic 
notion is to write grammar rules of the form 

expr : expr OP expr 

and 

expr : UNARY expr 

for all binary and unary operators desired. This creates a very ambiguous grammar, with many 
parsing conflicts. As disambiguating rules, the user specifies the precedence, or binding 
strength, of all the operators, and the associativity of the binary operators. This information is 
sufficient to allow Yacc to resolve the parsing conflicts in accordance with these rules, and 
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construct a parser tbat realizes the desired precedences and associati vities. 

The precedences and associativities are attached to tokens in the declarations section. 
This is done by a series of lines beginning with a Yacc keyword: %left. %rigbt. or %nonassoc, 
followed by a list of tokens. All of the tokens on the same line are assumed to have the same 
precedence level and associativity, the lines are listed in order of increasing precedence or bind
ing strengtb. Thus. 

%left '+' '-' 
%left '.' '/" 

describes the precedence and associativity of the four arithmetic operators. Plus and minus are 
left associative. and have lower precedence than star and slash. which are also left associative. 
The keyword %riibt is used to describe right associative operators. and the keyword %nonassoc 
is used to describe operators, like the operator .L T. in Fortran. that may not associate with 
themselves; thus. 

A . LT. B .LT. C 

is illepi in Fortran. and such an operator would be described with the keyword %nonassoc in 
Yas;c. As an example of the behavior of these declarations, the description 

%right '.' 
%left '+' '-' 
%left ' .. '/" 

~~% 

, , 
expr expr • expr 

expr '+' expr , 
expr - expr 
expr ' e' expr 
expr 'j' expr 
NAA\1E 

might be used to structure the input 

a - b - c-d - e - f-, 
as foUows: 

a - (b - ( «c-d)-e) - (feg») 

When this mecbanism is used. unary operators must. in genera!. be given a precedence. Some
times a unary operator and a binary operator h:J.ve the 5ame symbolic re~resentation, but 
different pre1:edences. An example is unary and binary' -'; unary minus may be given the 
same strength as multiplication. or ~ven higher. while binary minus has a lower strength tban 
multiplication. The keyword. %prec. changes the precedence level associated with a particular 
grammar rule. %prec appears immediately after tbe body of the grammar rule. before the 
lction or closing semicolon. and is followed by a token name or literal. It causes the- pre
cedence of the grammar rule to become that of the following :oken name or litera!. For exam
pie. to make unary minus have the same precedence as multiplication the rules might resemble: 



%left '+' '-' 
%left 'e' '/' 

%% 

expr expr '+' expr 
expr '-' expr 
expr ' .. expr 
expr '/' expr 
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. - ' expr %prec' .' 
NAME 

A token declared by %left, %right, and %nonassoc need not be, but may be, declared by 
%token as well. 

The precedences and associativities are used by Yace to resolve parsing confficts; they give 
rise to disambiguating rules. Formally, the rules work as follows: 

1. The precedences and associativities are recorded for those tokens and literals that have 
them. 

2. A precedence and associativity is associated with each grammar rule; it is the precedence 
and associativity of the last token or literal in the body of the rule. If the %prec construc
tion is used, it overrides this default. Some arammar rules may have no precedence and 
associativity associated with them. 

3. When there is a reduce/reduce conffict, or there is a shift/reduce conflict and either the 
input symbol or the grammar rule has no precedence and associativity, then the two 
disambiguating rules given at the beginning of the section are used, and the confficts are 
reponed. 

4. If there is a shift/reduce conffict, and both the grammar rule and the input character have 
precedence and associativity associated with them, then the conflict is resolved in favor of 
the action (shift or reduce) associated with the higher precedence. If the precedences are 
the same, then the associativity is used; left associative implies reduce, right associative 
implies shift, and nonassociating implies error. 

Confficts resolved by precedence are not counted in the number of shift/reduce and 
reduce/ reduce conflicts reported by Yace. This means that mistakes in the specification of pre
cedences may disguise errors in the input grammar, it is a good idea to be sparing with pre
cedences, and use them in an essentially "cookbook" fashion, until some experience has been 
pined. The y.OUlpl.ll file is very useful in deciding whether the parser is actually doing what was 
intended. 

7: Error Handlinl 
Error handling is an extremely difficult area, and many of the problems are semantic ones. 

When an error is found, for example, it may be necessary to reclaim parse tree storage, delete 
or alter symbol table entries, and, typically, set switches to avoid generating any further output. 

It is seldom acceptable to stop all processing when an error is found; it is more useful to 
continue scanning the input to find furiher syntax errors. This leads to the problem of getting 
the parser "restarted" after an error. A general class of algorithms to do this involves discard
ing a number of tokens from the input string, and attempting to adjust the parser so that input 
can continue. 

To allow the user some control over this process, Yace provides a simple, but reasonably 
general, feature. The token name "error" is reserved for error handling. This name can be 
used in grammar rules; in effect, it suggests places where errors are expected, and recovery 
might take place. The parser pops its stack until it enters a state where the token "error" is 
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legal. It then behaves as if the token "error" were [he current lookahead token. and performs 
the action encountered. The lookahead token is then reset to the token that caused tbe error. 
If no special error rules have been specified. the processing halts when an error is detected. 

In order to prevent a cascade of error messages. the parser, after detecting an error, 
remains in error state until tbree tokens have been successfully read and shifted. If an error is 
detected when [he parser is already in error state. no message is given. and the input token is 
quietly deleted. 

As an example, a rule of the form 

stat error 

would. in effect. mean that on a syntax error the parser would attempt to skip over the statec 

ment in whicb [he error was seen. ~ore precisely. the parser will scan ahead. looking for three 
tokens that might leplly follow a statement. and start processing at the first of these; if the 
beginnings of statements are not sufficiently distinctive. it may make a false start in the middle 
of a statement. and end up reporting a second error where tbere is in fact no error. 

Actions may be used with these special error rules. These actions might attempt to reini
tialize [abies. reclaim symbol table space. etc. 

Error rules such as the above are very general. but difficult to control. Somewhat easier 
are rules such .is 

stat error .~. 

Here. wben [here is an error. the parser attempts to skip over the statement, but will do so by 
skipping to the next '~'. All tokens after the error and before tbe next .~. cannot be shifted. and 
are discarded. When tbe ';' is seen, tbis rule will be reduced. and any "cleanup" action associ
ated witb it performed. 

Another form of error rule arises in interactive applications. where it may be desirable to 
permit a line to be reentered after an error. A poSsible error rule might be 

input error "n' ( printf( WReenter last line: "); I input 
( SS - S",; I 

There is one potential difficulty witb this approacb; tbe parser must correctly process three 
input tokens before it admits that it has correctly resynchronized aiter tbe error. If tbe reen
tered line contains an error in the first two tokens, tbe parser deletes the offending tokens, and 
gives no messa~e: this is clearly unacceptable. For this reason, there is a :nechanism that can 
be used to force the parser to believe that ..m error has been fully recovered from. The statec 

ment 

yyerrok: 

in an action resets the parser to its normal mode. The last example is better written 

input error" n' 
yyerrok~ 
printf( .. Reenter last line: .• ): 

input 
ss - S4~ I 

As mentioned above. the token seen immediately after the "~rror" symbol is the input 
~oken at which the ~rror was discovered. Sometimes. this is inappropriate: for example. an 
error recovery actIon might take upon itself the job of tinding the correct place to resume input. 
[n this case. the previous iookahead token must be deared. The statement 

yycleann: 

in an lc:ion will have this e!fec:t. For example. suppose the action aite:- error were to cail some 
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sophisticated resynchronization routine, supplied by the user, that attempted to advance the 
input to tbe beginning of the next valid statement. After this routine was called, the next 
token returned by yylex would presumably be the first token in a legal statement; the old, ille
gal token must be discarded, and the error state reset. This could be done by a rule like 

stat error 
resynchO; 
yyerrok; 
yyclearin ; 

These mechanisms are admittedly crude, bu~ do allow for a simple, fairly effective 
recovery of the parser from many errors; moreover, the user can get control to deal with the 
error actions required by other portions of the program. 

8: The Yace Environment 
When the user inputs a specification to Yacc, the output is a file of C programs, called 

,.tab.e on most systems (due to local file system conventions, the names may differ from instal
lation to installation). The function produced by Yacc is called yyparse; it is an integer valued 
function. When it is called, it in tum repeatedly calls yylex, the lexical analyzer supplied by the 
user (see Section 3) to obtain input tokens. Eventually, either an error is detected, in which 
case (if no error recovery is possible) yyparse returns the value 1, or the lexical analyzer retums 
the endmarker token and the parser accepts. In this case, yyparse returns the value O. 

The user must provide a certain amount of environment for tbis parser in order to obtain 
a working program. For example, as with every C program, a program called mIlin must be 
defined, that eventually calls yyparse. In addition, a routine called yyerror prints a message 
when a syntax error is detected. 

These two routines must be supplied in one form or another by the user. To ease the ini
tial effort of using Yace, a library has been provided with default versions of main and yye"or. 
The name of this library is system dependent; on many systems the library is accessed by a -Iy 
argument to the loader. To show the triviality of these default programs, the source is given 
below: 

and 

main 0 { 
retum( yyparseO ); 
I 

# include <stdio.h> 

yyerror(s) char es; ( 
fprintf( stderr, -%s\n-. s ); 
} 

The argument to yyerror is a string containing an error message, usually the string "syntax 
error" . The average application will want to do better than this. Ordinarily, the program 
should keep track of the input line number, and print it along with the message when a syntax 
error is detected. The external integer variable yychar contains the lookahead token number at 
the time the error was detected; this may be of some interest in giving better diagnostics. Since 
the mIlin program is probably supplied by the user (to read arguments, etc.) the Yacc library is 
useful only in small projects, or in the earliest stages of larger ones. 

The external integer variable yydebug is normally set to O. If it is set to a nonzero value, 
the parser will output a verbose description of its actions, including a discussion of which input 
symbols have been read, and wbat the parser actions are. Depending on the operating environ
ment, it may be possible to set this variable by usill8 a debuging system. 
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~: Hints (or Prepuinl Specifications 

This section contains miscellaneous hints on preparing efficient. easy to change. and clear 
specifications. The individual subsections are more or less independent. 

Input Style 
It is difficult to provide rules with substantial actions and still have a readable specification 

file. The following style hints owe much to Brian Kernighan. 

a.. Use aU capital letters for token names. aU lower case letters for nonterminal names. This 
rule comes under the heading of "knowing who to blame when things go wrong." 

b. Put grammar rules and actions on separate lines. This allows either to be changed without 
an automatic need to change the other. 

c. Put all rules with the same left hand side together. Put the left hand side in only once. 
and let all following rules begin with a vertical bar. 

d. Put a semicolon only after the last rule with a given left hand side. and put the semicolon 
on a separate line. This allows new rules to be easily added. 

e. Indent rule bodies by two tab stops. and action bodies by three tab stops. 

The example in Appendix A is written following this style. as are the examples in the text 
of this paper (where space permits). The user must make up his own mind about these stylistic 
questions; the centra! problem. however. is to make the rules visible through the morass of 
action code. 

Left Recursion 

The algorithm used by the Yacc parser encourages so called "left recursive" grammar 
rules: rules of the form 

name name rest_of_rule ; 

These rules frequently arise when writing speeifications of sequences and lists: 

list item 
list 

.. 
item , 

and 

seq item 
seq item 

In each of these C!lSes. the first rule will be reduced for the first item only, and the second rule 
will be reduced for the second and all succeeding items. 

With right recursive rules. such as 

seq item 
item seq 

the parser would be a bit bigger. and the items would be seen. and reduced. from right to left. 
More seriously. an internal stack in the parser would be in danger of overflowing if a verI tong 
sequence were read. Thus. the user should use left recursion wherever reasonable. 

It is worth considering whether a sequence with zero elements has any meaning. and if so, 
consider writing :he sequence specification with Jll empty rule: 



seq I- empty -I 
seq item 
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Once again, the first rule would always be reduced exactly once, before the first item was read, 
and then the second rule would be reduced once for each item read. Permitting empty 
sequences often leads to increased generality. However, conflicts might arise if Yacc is asked to 
decide which empty sequence it has seen, when it hasn't seen enough to know! 

Lexical Tie-ins 

Some lexical decisions depend on context. For example, the lexical analyzer might want 
to delete blanks normally, but not within quoted strings. Or names might be entered into a 
symbol table in declarations, but not in expressions. 

One way of handling this situation is to create a global Oag that is examined by the lexical 
analyzer, and set by actions. For example, suppose a program consists of 0 or more declara
tions, followed by 0 or more statements. Consider: 

%{ 
int dOag; 

%J 
other declarations .. , 

%% 

prog decls stats 

decls /- empty -I 
{ dOag - 1; 

decls declaration 

stats /- empty -I 
( dOag - 0; 

Slats statement 

other rules ... 

The flag dflag is now 0 when reading statements, and 1 when reading declarations, except jor the 
first token in the first statement. This token must be seen by the parser before it can tell that the 
declaration section has ended and the statements have begun. In many cases, this single token 
exception does not affect the lexical scan. 

This kind of "backdoor" approach can be elaborated to a noxious degree. Nevenheless, 
it represents a way of doing some things that are difficult, if not impossible, to do otherwise. 

Rese"ed Words 

Some programming languages permit the user to use words like "if", which are normally 
reserved, as label or variable names, provided that such use does not conflict with the legal use 
of these names in the programming language. This is extremely hard to do in the framework 
of Yacc; it is difficult to pass information to the lexical analyzer telling it "this instance of 'if' is 
a keyword, and that instance is a variable". The user can make a stab at it, using the mechan
ism described in the last subsection, but it is difficult. 

A number of ways of making this easier are under advisement. Until then, it is better 
that the keywords be raerved; that is, be forbidden for use IS variable names. There are 



- 21 -

powerful stylistic reasons for preferring this, anyway. 

10: Advanced Topics 

This section discusses a number of advanced features of Yacc. 

Simuladnl Enor and Accept in Actions 

The parsing actions of error and accept can be simulated in an action by use of macros 
YY ACCEPT and YYERROR. YY ACCEPT causes yypars~ to return the value 0; YYERROR 
causes the parser to behave as if the current input symbol had been a syntax error; yy~rror is 
called, and error recovery takes place. These mechanisms can be used to simulate parsers with 
multiple endmarkers or context-sensitive syntax checking. 

Accessinl Values in Enciosinl Rules. 
An action may refer to values returned by actions to the left of the current rule. The 

mechanism is simply the same as with ordinary actions, a dollar sign followed by a digit, but in 
this case the digit may be 0 or negative. Consider 

sent adj noun verb adj noun 
I look at rh~ sentence . .. 

adj THE 
YOUNG 

noun DOG 

'" 

I 
CRONE 

I 

SS - THE; I 
SS - YOUNG~ 

SS - DOG; 

if( SO -- YOUNG)( 
printf( ·what?\n" ); 
I 

SS - CRONE; 
I 

[n the action followinl the word CRONE. a check is made that the precedinl token shifted was 
not YOUNG. Obviously, this is only possible when a great deal is known about what might 
precede the symbol "oun in the input. There is also a distinc:1y unstructured tlavor about this. 
~evertheiess. at times this mechanism 'Mill save a great deal of trouble, especially when a few 
combinations are to be excluded from an otherwise regular structure. 

Support (or Arbitrary Value Types 

By default, the values returned by actions and the lexical analyZer are integers. Yacc can 
also support values of other types, including structures. In addition, Yacc leeeps track of the 
types. and inserts appropriate union member names so that the resulting parser will be strictly 
type checked. The Yacc value stack (see Section 4-) is declared to be a unton of the various 
types of values deslrl~d. The user declares the union. and associates union member names to 
each token and nonterminal symbol having a value. When the vatue is referenCed through a SS 
or Sn construction. Yacc will automatically insert the appropriate union name, so that no 
unwanted conversions will :ake place. In addition, type checking commands such as LintS will 
be far ;nore 5ilent. 
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There are three mechanisms used to provide for this typing. First, there is a way of 
defining the union; this must be done by the user since other prol1'am5, notably the lexical 
analyzer, must know about the union member names. Second, there is a way of associating a 
union member name with tokens and nonterminals. Finally, there is a mechanism for describ
ing the type of those few values where Yacc can not easily determine the type. 

To declare the union, the user includes in the declaration section: 

%union { 
body of union ... 
1 

This declares the Yacc value stack, and the external variables yy/va/ and )IYVQ~ to have type 
equal to this union. If Yacc was invoked with the -d option, the union declaration is copied 
onto the y.lab.h file. Alternatively. the union may be declared in a header file. and a typedef 
uSed to define the variable YYSTYPE to represent this union. Thus, the header file might also 
have said: 

typedef union ( 
body of union ... 
} YYSTYPE; 

The header file must be included in the declarations section, by use of %{ and %l. 

Once YYSTYPE is defined, the union member names must be associated with the various 
terminal and nonterminal names. The construction 

< name > 
is used to indicate a union member name. If this follows one of the keywords %token, %left, 
%right, and '%nonassoc, the union member name is associated with the tokens listed. Thus, 
saYing 

%left <optype> ' +' '-' 
will cause any reference to values returned by these two tokens to be tqged with the union 
member name optype. Another keyword, %type, is used similarly to associate union member 
names with nonterminals. Thus, one might say 

%type < nodetype > expr stat 

There remain a couple of cases where these mechanisms are insufficient. If there is an 
action within a rule, tbe value returned by this action has no a priori type. Similarly, reference 
to left context values (such as SO - see the previous subsection) leaves Yacc with no easy way 
of knowing the type. In this case, a type can be imposed on the reference by insertins a union 
member name, between < and >, immediately after the first S. An example of this usage is 

rule aaa { S< intval > S - 3; 1 bbb 
( fun( S<intval>2, S<other>O ); 

This syntax has little to recommend it, but tbe situation arises rarely. 

A sample specification is given in Appendix C. The facilities in this subsection are not 
triggered until they are used: in particular, the use of %type will turn on these mechanisms. 
When they are used, there is a fairly strict level of checkinS. For example, use of Sn or S5 to 
refer to somethins with no defined type is diasnosed. If these facilities are not triuered, the 
Yacc value stack is used to hold int's, as was true historically. 
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Appendix A: A Simple Example 

This example gives the complete Yacc specification for a small desk calculator. the desk 
calculator bas 26 registers. labeJed "a" through "z", and acceptS arithmetic expressions made 
up of the operators +, -, -, I, % (mod operator), '" (bitwise and>, , (bitwise or), and assign
ment. It an expression at the top level is an assipment. the value is 110t printed; otherwise it 
is. As in C. an inteser thal be&ins with 0 (zero) is assumed to be oc:W; otherwise. it is 
assumed to be decimal. 

As an example of a Yacc specificacion, the desk calculator c10es a reasonable job of show
inl bow precedences and ambiguities are used, and demoftStratinl simple error recovery. The 
major oversimplifications are that the lexical analysis phase is much simpler than for most appli
cations. and the output is produced immediately, line by line. Note the way that decimal and 
octal integers are read in by the grammar rules; This job is probably better done by the lexical 
analyzer. 

%( 
# include <stdio.h> 
# include <aype.h> 

int regs (26); 
int base; 

%1 

%start list 

~'otoken DIGIT lETI'ER 

"'oleft .,' 
~/oleft ''''' ''oleft ' . , -, 

~ 

%left ' , '/' '%' -
~'oleft liMINUS I - supplies precedence for unary minus -I 

J'o% I- beginning of rules section -I 

list I- empty -I 
list stat ", n 
list error " .,a 

, 

{ yyerrok; I 

stat expr 
( printf( ·"'od\a", 51 ); 

lETIER '-' expr 
{ regs (S11 - 53; I 

expr ' (' expr T 
{ 53 - S2; I 

expr '+' expr 
{ SS -Sl - S3; 

expr e:'Cpr 
53 -$1 53; 
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expr ' .. expr 
{ SS - 51 - S3; 

expr '/' expr 
{ 55 - 51 / 53; 

expr '%' expr 
{ 5S - 51 % 53; 

expr 'IL' expr 
( SS - 51 &. 53; 

expr '" expr 
{ 55 - 51 I 53; 

, - , 
expr %prec UMINUS 

{ 55 - - S2; } 
LETIER 

{ 55 - regs [511; } 
number 

number: DIGIT 
( ss - 51; base - (SI--0) ? 8 10;) 

number DIGIT 
{ 55 - base - 51 + S2; } 

%% /- start of programs -/ 

yylexO ( /- lexical analysis routine -/ 
/- returns LETI'ER. for a lower case letter, yylval - 0 through 25 -/ 
/- return DIGIT for a dipt, yylval - 0 through 9 -/ 
/- all other characters are returned immediately -/ 

int c; 

while ( (c-aetcbar(» -- •• ) (I- skip blanks -/ ) 

/- c is now nonblank -/ 

if( islower( c ) ) ( 
yylvaI - c - 'a; 
return ( LETI'ER. ); 
} 

if( isdiJit ( c ) ) ( 
yylval - c - '0'; 
return( DIGIT ); 
} 

retum( c ); 
} 

---------- -----
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Appendix B: Yacc Input Syntax 

This Appendix has a description of the Yacc input syntaX, as a Yaee specification. Con
text dependencies. etc., are not considered. Ironically, the Yacc input specification language is 
most naturally specified as an LR(2) grammar, the sticky part comes when an identifier is seen 
in a rule, immediately following an action. If this identifier is followed by a colon. it is the start 
of the next rule; otherwise it is a continuation of the current rule, which just happens to have 
an action embedded in it. As implemented. the lexical analyzer looks ahead after seeing an 
identifier. and decide whether the next token (skipping blanks. aewtines. comments. etc.) is a 
colon. If so. it returns the token C IDENTIFIER.. Otherwise, it returns IDENTIFIER. 
Literals (quoted strings) are also returned as IDENTIFIERS, but never as part of 
C _ ID ENTIFIERs. 

/- grammar for the input to Yacc .; 

/- basic entities -/ 
%token ID ENTIFIER /
%token CJDENTIFIER /
%token NtjMBER 

includes identifiers and literals -/ 
identifier (but not literal) followed by colon 

/- [0·9) + -I 

/- reserved words: %type - > TYPE. %left - > LEFT, etc. -I 

%token LEFT RIGHT NONASSOC TOKEN PREC TYPE START UNION 

%token MARK 
%token LCURL 
~~token RCURL 

/- ascii 

"Iostart spec 

a~% 

spec 

tail 

defs 

def 

rword 

I- the %% mark -I 
/- the %{ mark -I 
/- the %} mark -I 

character literals stand for themselves -I 

defs MARK rules tail 

MARK I In (his acrion. eat up the rest of the file 
/- empty: the second MARK is optional -/ 

/- empty -I 
defs def 

START ID ENTIFIER 
CNtON I Copy union definition to output J 
LCt:RL I Copy C code to output fiie I RClJRL 
ndefs rword tag nlist 

TOKEN 
LEFl 
RIGHT 

-I 



tag 

nlist 

nmno 

rules 

rule 

rbody 

act 

prec 

NONASSOC 
TYPE 

I- empty: union tag is optional -I 
, <' IDENTIFIER '>' 

nmno 
nlist nmno 
nlist ',' nmno 

IDENTIFIER I- NOTE: literal illepl with %type -I 
IDENTIFIER NUMBER I- NOTE: illepl with %type -/ 

I- rules section -I 

C)DENTIFIER rbody prec 
rules rule 

C IDENTIFIER rbody prec 
'I' rbody prec 

I- empty -/ 
rbody IDENTIFIER 
rbody act 

T ( Copy action, tTarWote $.S, etc. 1 T 

/- empty -I 
PREC IDENTIFIER 
PREC IDENTIFIER act 
prec ';' 
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Appendix C: AD AciYanc:ed Example 

This Appendix gives an example of a grammar using some of the advanced features dis
cussed in Section 10. The desk calculator example in Appendix A is mo<1ified to provide a desk 
calculator that does floating point interval arithmetic. The calculator understands floating point 
constants. the arithmetic operations -+-, -, ., /, unary -, and - (assi gnment> , and aas 26 
floating point variables. "an through "z", Moreover, it also understands intervals,. written 

( x • y ) 

where x is less tban or equal to y. There are 26 interval valued variables "An through ... z:' 
that may also be used. The usage is similar to that in Appendix A; assignments return no 
value, and print nothing, while expressions print the (floating or interval) value. 

This example explores a number of interesting features of Yacc and C. Intervals are 
represented by a structure, consisting of the left and right endpoint values, stored as double's. 
This structure is given a type name, INTERVAL. by using rypedet The Yace value stack can 
also contain floating point scalars, and integers (used to index into the arrays holding the vari
able values). Notice that this entire strategy depends strongly on being able to assign structures 
and unions in C. In fact, many of the actions call functions that return structures as well. 

It is also wonh noting the use of YYERROR to handle error conditions: division by an 
interval containing 0, and an interval presented in the wrong order. In effect, the error 
recovery mechanism of Yace is used to throwaway the rest of the otrending line. 

In addition to the mixing of types on the value stack. this grammar also demonstrates an 
interesting use of syntaX to keep track of the type (e.g. scalar or interval) of intermediate 
expressions. ~ote that a scalar can be automatically promoted to an interval if the context 
demands an interval value. This causes a large number of conflicts when the grammar is run 
through Yaa:: 18 Shift/Reduce and 26 Reduce/Reduce. The problem can be seen by looking at 
the two input lines: 

2.5 -+- ( 3.5 - 4. ) 

and 

2.5 -+- ( 3.S , 4. ) 

Notice tbat the 2.5 is to be used in an interval valued expression in the second example. but 
this fact is not known until the ", ,. is read~ by this time, 2.S is finished. and the parser cannot 
go back and change its mind. ~ore generally. it might be necessary to look ahead an arbitrary 
number of tokens to decide whether to convert a scalar to an interval. This problem is evaded 
by having two rules for each binary interval valued operator: one when the left operand is a 
scalar. and one when the left operand is an interval. In the second case. the right operand must 
be an interval. so the conversion will be applied automatically. Despite this evasion. there are 
still many cases where the conversion may be applied or not. leading to the above conflicts. 
They are resolved by listing the rules that yield sc:a1ars first in the specification file; in this way, 
the conflicts will be resolved in the direction of keeping scalar valued expressions scalar valued 
until they ll'e forced to become intervals 

This way of handling multiple types is very instructive. but not very general. If there 
were many kinds of expression types. instead of just two, the number of rules needed would 
increase dramatically, and the conflicts even more dramatically, Thus. wilile this example is 
instructive. it is better practice' in a more normal programming language environment to keep 
the type information as pa:-r of the value. and not as part of the grammar. 

Finally. a word a.bout the lexical analysis. The only unusual feature is the treatment of 
floating point constantS. The C library routine alo/is used to do .he JCtuat conversion from a 
character string to l double ;:!reclsion value. If the lexical analyzer detects an error. it responds 
by returning a token that is illegal in the ~ammar. provoking a syntaX error in the parser. llld 
thence error recovery, 



%1 

# include <stdio.h> 
# include <etype.h> 

typedef struet interval 
double 10, hi; 
} INTERVAL; 

INTERVAL vmul(), vdivO; 

double atofO; 

double dregr 26 ]; 
INTERVAL vreg[ 26 ]; 

%1 

%stan lines 

%union 
int ival; 
double dval; 
INTER V AL vval; 
} 

- 30 -

%token <ival> DREG VREG /- indices into dreg, vreg arrays -/ 

%token <dval> CONST /- floating point constant -/ 

%type < dval > dexp /- expression -/ 

%type <vval> vexp /- interval expression -/ 

/- precedence information about the operators -/ 

%left '+' '-' 
%left '.' , /' 
%left UMINUS /- precedence for unary minus -/ 

%% 

lines /- empty -/ 
lines line 

line dexp '\n' 
[ printf( "%IS.8t\n", SI ); } 

vexp '\n' 
( printf( "(%IS.Sf , %IS.Sf )\n",' SUo, Sl.hi ); } 

DREG '-' dexp '\n' 
{ dreg[SI] - 53; } 

, I VREG '-' vexp '\n' 



dexp 

vexp 
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I vrel[Sl] - S3~ J 
error '\n' 

[ yyerrok; 

CONST 
DREG 

I SS -dreg [SI]; } 
dexp '+' dexp 

{ SS - 51 + 53~ 
dexp 

, - dexp 
{ 5S -51 53; 

dexp '.' dexp 
I SS - 51 • 53; 

dexp '/' dexp 
{ SS - 51 I S3~ , 

-' dexp %pree tJMINUS 
{ 5S - - 52; } 

'(' dexp ')' 
{ 5S - 52; I 

dexp 
I 5S.hi - 53.10 •• 51; I 

. (' dexp .,' dexp ')' 
( 
5S.lo - 52; 
53.hi - 54: 
if( 5S.lo > 5S.hi ){ 

prinu( ~interva1 out of order\n" ); 
YYERROR; 

J 
VREG 

I 
vexp . +' vexp 

I 

5S - vreg[SI1: 

{ 5S.hi - 5l.hi + 53.hi: 
SS.1o ~ - SUo + 53.10; 

dexp 
, , 

vexp ~ 

{ 53.hi -51 + 53.hi; 
53.10 - 51 ~ 53.10; . vexp - vexp 
55.hi -5l.hi - 53.10; 
5S.10 -51.10 - 53.hi; 

dexp - vexp 
55.hi - 51 - 53.10; 
55.10 - 51 - 53.hi; 

vexp . vexp 
( 55 - vmui( SUo. 5l.hi. 53 ): 

dexp . vexp 
I 55 - vmul( 51. 51. S3 ): I 

I 

vexp f vexp 
( iff ucl'tel:x( 53 ) ) YYERROR; 

55 - vdiv( 5l.lo. 51.hi. 53 ): 



%% 
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dexp 'I' vexp 
( if( dcheck( S3 ) ) ¥YERROR; 

vexp 
{ 

'r vexp T 
{ 

SS - vdiv( S1, S1, 53 ); } 
%prec UMINUS 
S5.hi - - 52.10; 55.10 - - S2.hi; 

SS - S2; } 

# define BSZ SO /- buffer size for floating point numbers -/ 

yylexO{ 

/- lexical analysis -/ 

register c; 

while( (c-BetcharO) - - " )( /- skip over blanks -/ } 

if( isupper( c ) )( 
yylval.ival - c - 'A'; 
return( VREG ); 
} 

if( islower( c ) )( 
yylval.ival - c - 'a'; 
return ( DREG ); 
} 

if( isdigit( c ) II c--': )( 
/- Bobble up digits, points, exponents -/ 

char buf(BSZ+ 11. "cp - buf; 
int dot - O. exp - 0; 

fore ; (cp-buf)<BSZ ; ++cp,c-Ietchar() )( 

"cp - c; 
if( isdigit( c ) ) continue; 
if( c - - ': )( 

if( dot++ II exp ) return( ':); /- will cause syntax error -/ 
continue; 
) 

if( c -- 'e' )( 
if( exp+ + ) return( 'e'); /- will cause syntax error -/ 
continue; 
} 

/- end of number -/ 
break; 
} 

-cp - ,\0'; 
if( (cp-buf) > - BSZ ) printf( ·constant too long: truncated\n- ); 
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else unletc( c. stdin); I- push back last char read -I 
yylvaJ.livaJ - atof( bw ); 
retum( CONST ); 
} 

retum( c ); 
} 

INTER V At hilo ( a. b. c. Ii ) double a. b, c, d; ( 
I- retums the smallest interval containing a, b, c. and d -I 
I - used by -, I routines -I 
INTERVAL ~ 

iC( a>b ) { v.hi • a; v.lo - b; J 
else ( v.hi • b; v.lo - a; 

if( c>d ) ( 

else ( 

if( c>v.hi ) v.hi •. C; 

iC( d<v.lo ) v.1o • d; 
J 

if( d>v.hi ) v.hi - Ii; 
if( c<v.1o ) v.1o - C; 
} 

retum( v ); 
I 

INTERV At vmul( a. b, v ) double a. b; INTERVAL ~ ( 
retum( hilo( a-v.hi. a-v.lo. b-v.hi, b-v.1o ) ); 
J 

dcheck ( v ) INTER V Ai v; ( 
if( v.hi > - O. && v.lo < - O. ){ 

printf( "divisor interval contains O.\n- ); 
retum( 1 ); 
J 

retum( 0 ); 
J 

INTERVAL vdiv( a, b, v ) double a. b; INTERV Ai ~ ( 
,etum( hiIo( a1v.hi. a/v.lo. b/v.hi, b/v.lo ) ); 
I 
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Appendix D: Old Features Supported but not EncoUfaled 

This Appendix mentions synonyms and features which are supponed for historical con
tinuity, but, for various reasons, are not encouraged. 

1. Literals may also be delimited by double quotes """. 

2. Literals may be more than one character long. If all the characters are alphabetic, 
numeric, or ,the type number of the literal is defined, just as if the literal did not have 
the quotes around it. Otherwise. it is difficult to find the value for such literals. 

The use of multi-character literals is likely to mislead those unfamiliar with Yacc, since it 
suggests that Yacc is doing a job which must be actually done by the lexical analyzer. 

3. Most places where % is legal, backslash "\" may be used. In panicu1ar. \\ is the same as 
%%, \left the same as %left, etc. 

4. There are a number of other synonyms: 

% < is the same as %left 
%> is the same as %right 
%binary and %2 are the same as %nonassoc 
%0 and %term are the same as %token 
% - is the same as %prec 

S. Actions may also have the form 

-{ ... } 
and the curly braces can be dropped if the action is a single C statement. 

6. C code between %{ and %} used to be permitted at the head of the rules section, as well 
as in the declaration section. 
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Introduction 

SED - A Non-interactive Text Editor 

Lee E. McMahon 

Bell Laboratories 
Murray Hill. New Jersey 07974 

Sed is a non-interactive context editor designed to be especially useful in three cases: 

1) To edit files too large for comfortable interactive editing; 
2) To edit any size file when the sequence of editing commands is too complicated to 

be comfortablY typed in interactive mode; 
3) To perform multiple 'global' editing functions efficiently in one pass through the 

input. 

Since only a few lines of the input reside in core at one time. and no temporary files are used. 
the effective size of file that can be edited is limited only by the requirement that the input and 
output fit simultaneously into available secondary storage. 

Complicated editing scripts can be created separately and given to sed as a command file. For 
complex edits. this saves considerable typing. and its attendant errors. Sed running from a 
command file is much more efficient than any interactive editor known to the author. even if 
that editor can be driven by a pre-written script. 

The principal loss of functions compared to an interactive editor are lack of relative addressing 
(because of the line-at-a-time operation). and lack of immediate verification that a command 
has done what.was intended. 

Sed is a linea! descendant of the UNIX editor. ed. Because of the differences· between interac
tive and non-interactive operation. considerable changes have been made between ed and sed: 
even confirmed users of ed will frequently be surprised (and probably chagrined), if they rashly 
use sed without reading Sections 2 and 3 of this document. The most striking family resem
blance between the two editors is in the class of patterns ('regular expressions') they recognize; 
the code f::lr matching patterns is copied almost verbatim from the code for ed, and the descrip
tion of regular expressions in Section 2 is copied almost verbatim from the UNIX 
Programmer's ManuaJ[ll. (Both code and description were written by Dennis M. Ritchie.> 

1. Overall Operation 
Sed by default copies the standard input to the standard output. perhaps performing one or 
more editing commands on each line before writing it to the outPUt. This behavior may be 
modified by flags on the command line~ see Section Ll below. 

The general format of an editing command is: 

[addressl.address2J [function) [arguments] 

One or both addresses may be omitted; the format of addresses is given in Section 2. Any 
number of blanks or tabs may separate the addresses from the function. The function must be 
present; the available commands are discussed in Section 3. The arguments may be required or 
optional. according to which function is given; again. they are discussed in Section 3 under each 
individual function. 

Tab characters and spaces at the beginning of lines are ignored. 
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1.1. Command-line Flags 
Three flags are recognized on the command line: 

-n: tells sed not to copy all lines, but only those specified by p functions or p flags after 
s functions (see Section 3.3)~ 

-e: tells sed to take the next argument as an editing command~ 
-I: tells sed to take the next argument as a file name~ the file should contain editing 

commands, one to a line. 

1.1. Order of Application of Editing Commands 
Before any editing is done <in fact. before any input file is even opened), all the editing com
mands are compiled into a form which will be moderately efficient during the execution phase 
(when the commands are actually applied to lines of the input file). The commands are com
piled in the order in which they are encountered~ this is generally the order in which they will 
be attempted at execution time. The commands are applied one at a time; the input to each 
command is the output of all preceding commands. 

The default linear order of application of editing commands can be changed by the flow-of
control commands, t and b (see Section 3), Even when the order of application is changed by 
these commands, it is still true that the input line to any command is the output of any previ
ously applied command. 

1.3. Pattern-space 
The range of pattern matches is called the pattern space. Ordinarily, the pattern space is one 
line of the input text, but more than one line can be read into the paltern space by using the N· 
command (Section 3.6'>. 

1.4. Examples 
Examples are scattered throughout the text. Except where otherwise noted. the examples all 
assume the following input text: 

In Xanadu did Kubla Khan 
A stately pleasure dome decree: 
Where Alph, the sacred river, ran 
Through caverns measureless to man 
Down to a sunless sea. 

(In no case is the output of the sed commands to be considered an improvement on Coleridge.) 

Example: 
The command 

2q 
will quit after copying the first two lines of the input. The output will be: 

In Xanadu did Kubla Khan 
A stately pleasure dome decree: 

1. ADDRESSES: Selecting lines for editing 
Lines in the input file(s) to which editing commands are to be applied can be selected by 
addresses. Addresses may be either line numbers or context addresses. 

The application of a group of commands can be controlled by one address (or address-pair) by 
grouping the commands with curly braces ('{ }')(Sec. 3.6'>. 
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2.1. Line-number Addresses 
A line number is a decimal integer. As each line is read from the input. a line-number counter 
is incremented; a line-number address matches (selects) the input line which causes the inter
nal counter to equal the address line-number. The counter runs cumulatively through multiple 
input files; it is not reset when a new input file is opened. 
As a special C3Se. the character S matches the last line of the last input file. 

2.2. Context Addresses 
A context address is a pattern ('regular expression') enclosed in slashes ('I">' The regular 
expressions recognized .by sed are constructed as follows: 

1) An ordinary character (not one of those discussed below) is a regular expression. 
and matches that character. 

2) A circumflex , •• at the beginning of a regular expression matches the null character 
at the beginning of a line. 

3) A dollar-sign oS' at the end of a regular expression matches the null character at the 
end of a line. 

4) The characters '\n' match an imbedded newline character, but not the newline at the 
end of the pattern space. 

S) A period'.' matches any character except the terminal newline of the pattern space. 
6) A regular expression followed by an asterisk , •• matches any number (including 0) 

of adjacent occurrences of the regular expression it follows. 
7) A string of characters in square bracketS ,[ ]. matches any character in the string. 

ami no others. [f. however. the first character of the string is circumflex , •• , 
the regular expression matches any character exrep, the characters in the string 
and the terminal newline of the pattern space. 

8) A concatenation of regular expressions is a r:egular expression which matches the 
concatenation of strings matched by the components of the regular expression. 

9) A regular expression between the sequences '\ (" and '\)' is identical in effect to the 
unadorned regular expression. but has side-effects which are described under 
the s command below and specification Lo) immediately below. 

10) The expression .\ d' means the same string of characters matched by an expression 
enclosed in '\(' and '\), earlier in the same pattern. Here d is a single digit; the 
string specified is that beginning with the dth occurrence of '\ (' counting from 
the left. For example. the expression '\ V\)\ I' matches a line beginning with 
tWO repeated occurrences of the same string. 

11) The null regular expression standing alone (e.g.. '/1") is equivalent to the last reg-
ular expression compiled. 

To use one of the special characters C S. • [ I \ /) as a literal (to match an occurrence of itself 
in the input). precede the special character by a backslash '\'. 
For a context address to 'match' the input requires that the whole pattern within the address 
match some portion of the pattern space. 

2.3. :'l umber of Addresses 
The commands in the next section can have O. 1. or 2 addresses. Under each command the 
maximum number of allowed addresses is given. For a command to have more addresses than 
the maximum allowed is considered an error. 
If 3 command has no addresses. it is applied to every line in the input. 
If a command has one address. it is applied to all lines which match that address, 
If a command has two addresses. it is applied to the first line which matches the first address. 
and to lit subsequent lines until (and including) the nrst subsequent line 'Nnich matches the 
second address. Then In attempt is made on subsequent lines to again match the nrs[ lddress. 
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and the process is repeated. 

Two addresses are separated by a comma. 

Examples: 

lanl 
lan"anl 
ranI 

matches lines I, 3, 4 in our sample text 
matches line 1 
matches no lines 

1,/ matches all lines 
1\,/ matches line 5 
Ir-anl 
1\(an\) .. \11 

matches lines 1,3, 4 (number - zero!) 
matches line 1 

3. FUNCTIONS 

All functions are named by a single character. In the following summary, the maximum 
number of allowable addresses is given enclosed in parentheses, then the single character func
tion name, possible arguments enclosed in angles « », an expanded English translation of 
the single-character name, and finally a description of what each function does. The angles 
around the arguments are nor part of the argument. and should not be typed in actual editing 
commands. 

3.1. Whole-line Oriented Functions 

(2)d -- delete lines 

The d function deletes from the file (does not write to the output) all those 
lines matched by its address (es) . 

It also has the side effect that no further commands are attempted on the 
corpse of a deleted line~ as soon as the d function is executed. a new line is 
read from the input, and the list of editing commands is re-started from the 
beginning on the new line. 

(2)n -- next line 

(1)a\ 

The n function reads the next line from the input, replacing the current line. 
The current line is written to the output if it should be. The list of editing 
commands is continued following the n command. 

< text> -- append lines 

(1 )i\ 

The Q function causes the argument < text> to be written to the output after 
the line matched by its address. The Q command is inherently multi-Iine~ Q 

must appear at the end of a line, and <text> may contain any number of 
lines. To preserve the one-command-to-a-line fiction. the interior newlines 
must be hidden by a backslash character (" ') immediately preceding the new
line. The < text> argument is terminated by the first unhidden newline <the 
first one not immediately preceded by backslash). 

Once an Q function is successfullY executed. < text> will be written to the out
put regardless of what later commands do to the line which triggered it. The 
triggering line may be deleted entirely; < text> will still be written to the out
put. 

The <text> is not scanned for address matches, and no editing commands are 
attempted on it. It does not cause any change in the line-number counter. 

< text> -- insert lines 
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The i function behaves identically to the a function. except that < text> is 
written to the output before the matched line. All other comments about the a 
function apply to the i function as well. 

< text> - change lines 

The c function deletes the lines selected by its address(es), and replaces them 
with the lines in < text>. Like a and i, c must be followed by a newline hid
den by a backslash~ and interior new lines in < text> must be hidden by 
backslashes. 

The c command may have two addresses. and therefore select a range of lines. 
If it does. all the lines in the range are deleted. but only one copy of < text> is 
written to the output. not one copy per line deleted. As with a and i, < text> 
is not scanned for address matches. and no editing commands are attempted on 
it. It does not change the line-number counter. 

After a line has been deleted by a c function. no further commands are 
attempted on the cofl'se. 

If text is appended after a line by a or r functions. and the line is subsequently 
changed, the text inserted by the c function will be placed bejOTt the text of the 
a or r functions. (The r function is described in Section 3.4.) 

Note: Within the text put in the output by these functions. leading blanks and tabs will disap
pear, as always in sed commands. To get leading blanks and tabs into the output. precede the 
first desired blank or tab by a baclcslash; the backslash will not appear in the output. 

Example: 
The list of editins commands: 

It 

a\ 
XXXX 
d 

applied to our standard input. produces: 

In Xanadu did Kubhla Khan 
XXX X 
Where Alph. the sacred river. ran 
XXXX 
Down to a sunless sea. 

[n this panicular case, the same effect would be produced by either of the two following com
mand lists: 

It 

i\ 
XXXX 
d 

n 
c\ 
XXXX 

3.2. Substitute Function 

One very important function changes pans of lines selected by a context search within the line. 

(2)s < pattern> < replacement> < flags> .- substitute 

The s function replaces pan of a line (selec!ed by < pattern» with < replace
ment>. It can best be read: 

Substitute for < pattern>. < replacement> 
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The < pattern> argument contains a pattern. exactly like the patterns in 
addresses (see 2.2 above). The only difference between <pattern> and a con
text address is that the context address must be delimited by slash ('I') charac
ters; < pallern> may be delimited by any character other than space or new
line. 

By default. only the first string matched by < pattern> is replaced, but see the 
g flag below. 

The < replacement> argument begins immediately after the second delimiting 
character of < pattern>. and must be followed immediately by another instance 
of the delimiting character. (Thus there are exactly three instances of the 
delimiting character,) 

The <replacement> is not a pattern, and the characters which are special in 
patterns do not have special meaning in < replacement> . Instead, other char
acters are special: 

" is replaced by the string matched by < pattern> 

\d (where d is a single digit> is replaced by the 4h substring matched 
by parts of <pattern> enclosed in '\(' and '\)'. If nested sub
strings occur in < pattern>, the ath is determined by counting 
opening delimiters (,\ ('). 

As in patterns·, special characters may be made literal by 
preceding them with backslash ('\'). 

The <flags> argument may contain the following flags: 

g -- substitute <replacement> for all (non-overlapping) instances of 
<pattern> in the line. After a successful substitution. the 
scan for the next instance of <pattern> begins just after the 
end of the inserted characters: characters put into the line from 
<replacement> are not rescanned. 

p -- print the line if a successful replacement was done. The p flag 
causes the line to be written to the output if and only if a sub
stitution was actually made by the s function. Notice that if 
several s functions. each followed by a p flag, successfully sub
stitute in the same input line. multiple copies of the line will be 
written to the output: one for each successful substitution. 

w <filename> - write the line to a file if a successful replacement was 
done. The w flag causes lines which are actually substituted by 
the s function to be written to a file named by <filename>. If 
<filename> exists before sed is run, it is overwritten; if not. it 
is created. 

A single space must separate wand < filename> . 

The possibilities of multiple. somewhat different copies of one 
input line being written are the same as for p. 

A maximum of 10 different file names may be mentioned after 
w Oags and w functions (see below), combined. 
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Examples: 
The following command. applied to our standard input. 

sltolbylw changes 

produces. on the standard output: 

In Xanadu did Kubhla Khan 
A stately pleasure dome decree: 
Where Alph. the sacred river. ran 
Through caverns measureless by man 
Down by a sunless sea. 

and. on the file 'changes': 
Through caverns measureless by man 
Down by a sunless sea. 

If the nocopy option is in effect. the command: 
s/£..;?:)rp&e/gp 

produces: 
A stately pleasure dome decreeep:. 
Where Alphep,. the sacred river-P,- ran 
Down to a sunless sea-p.e 

Finally. to illustrate the effect of the g flag, the command: 

IX/s/anl AN/p 

produces (assuming nocopy mode): 

In XANadu did Kubhla Khan 

and the command: 

IXlslani AN/gp 

produces: 

In XANadu did Kubhla KhAN 

3.3. Input-output Functions 
(2)p .- print 

The print function writes the addressed lines to the standard output file. They 
are written at the time the p function is encountered. regardless of what 
succeeding editing commands may do to the lines. 

(2)w <filename> .- write on <filename> 

The write function writes the addressed lines to the file named by < filename>. 
If the file previously existed. it is overwritten; if not. it is created. The lines 
are written exactly as they exist when the write function is encountered for 
each line. regardless of what subsequent editing commands may do to them. 

Exactly one space must separate the wand < filename> . 

A maximum of ten different files may be mentioned in write functions and w 
flags after s functions. combined. 

( 1) r < filename> .- read the contents of a file 

The read function reads the contentS of <filename>, and appends them after 
the line matched by the address. The file is read and appended regardless of 
what subsequent editing commands do to the line which matched its address. 
If rand Q functions are executed on the same line. the text from the Q 
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functions and the r functions is written to the output in the order that the func
tions are executed. 

Exactly one space must separate the rand < filename> . If a file mentioned by 
a r function cannot be opened, it is considered a null file, not an error, and no 
diagnostic is given. 

NOTE: Since there is a limit to the number of files that can be opened simultaneously, care 
should be taken that no more than ten files be mentioned in w functions or flags; that number 
is reduced by one if any r functions are present. (Only one read file is open at one time'> 

Examples 

Assume that the file 'notel' has the following contents: 
Note: Kubla Khan (more properly Kublai Khan: 1216-1294) was the grandson 
and most eminent successor of Genghiz (Chingiz) Khan, and founder of the 
Mongol dynasty in China. 

Then the following command: 
IKubla/r notel 

produces: 
In Xanadu did Kubla Khan 

Note: Kubla Khan (more properly Kublai Khan: 1216-1294) was the grandson 
and most eminent successor of Genghiz (Chingiz) Khan, and founder of the 
Mongol dynasty in China. 

A stately pleasure dome decree: 
Where Alph, the sacred river. ran 
Through caverns measureless to man 
Down to a sunless sea. 

3.4. Multiple Input-line Functions 

Three functions, all spelled with capital letters, deal specially with pattern spaces containing 
imbedded newlines: they are intended principally to provide pattern matches across lines in the 
input. 

(2)N -- Next line 

The next input line is appended to the current line in the pattern space; the two 
input lines are separated by an imbedded newline. Pattern matches may extend 
across the imbedded newline(s). 

(2)D -- Delete first part of the pattern space 

Delete up to and including the first newline character in the current pattern 
space. If the pattern space becomes empty (the only newline was the terminal 
newline), read another line from the input. In any case, begin the list of edit
ing commands again from its beginning. 

(2)P -- Print first part of the pattern space 

Print up to and including the first newline in the pattern space. 

The P and D functions are equivalent to their lower-case counterparts if there are no imbedded 
newlines in the pattern space. 

--- -----------------
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3.S. Hold and Get Functions 
Four functions save and retrieve part of the input for possible later use. 

(2) h _. hold pattern space 

The" functions copies the contents of the pattern space into a hold area (des
troying the previous contents of the hold area). 

(2) H - Hold pattern space 

The H function appends the contents of the pattern space to the contents of the 
hold area; the former and new contents are separated by a newline. 

(2)g -. get contents of hold area 

The g function copies the contents of the hold area into the pattern space (des· 
troying the previous contents of the pattern space). 

(2)G _. Get contents of hold area 

The G function appends the contents of the hold area to the contents of the 
pattern space: the fermer and new contents are separated by a newline. 

(2h -. exchange 

The exchange command interchanges the contents of the pattern space and the 
hold area. 

Example 

The commands 

Ih 
lsi did.-/1 
1" 
G 
sl\n/ :/ 

applied to our standard example. produce: 

In Xanadu did Kubla Khan :In Xanadu 
A stately pleasure dome decree: :In Xanadu 
Where Alph. the sacred river. ran :In Xanadu 
Through caverns mC3Sureless to man :In Xanadu 
Down to a sunless sea. :In Xanadu 

3.6. Flow-of-Control Functions 
These functions do no editing on the input lines. but control the application of functions to the 
lines selected by the address part. 

(2)! _. Don't 

The Don', command causes the next command (written on the same line), to 
be applied to all and only those input lines nOI selected by the adress pan. 

(2)/ -. Grouping 

The grouping command '\' causes the next set of commands to be applied (or 
not applied) as a bloclc to the input lines selected by the addresses of the group· 
ing command. The first of the commands under control of the grouping may 
appear on the same line as the' {' or on the next line. 
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The group of commands is terminated by a matching '\' standing on a line by 
itself. 

Groups can be nested. 

(O):<label> -- place a label 

The label function marks a place in the list of editing commands which may be 
referred to by band, functions. The <label> may be any sequence of eight 
or fewer characters~ if two different colon functions have identical labels, a 
compile time diagnostic will be generated, and no execution attempted. 

(2)b<label> -- branch to label 

The branch function causes the sequence of editing commands being applied to 
the current input line to be restarted immediately after the place where a colon 
function with the same <label> was encountered. If no colon function with 
the same label can be found after all the editing commands have been com
piled, a compile time diagnostic is produced, and no execution is attempted. 

A b function with no < label> is taken to be a branch to the end of the list of 
editing commands~ whatever should be done with the current input line is 
done, and another input line is read~ the list of editing commands is restarted 
from the beginning on the new line. 

(2h<label> -- test substitutions 

The r function tests whether any successful substitutions have been made on 
the current input line~ if so, it branches to < label > ~ if not, it does nothing. 
The flag which indicates that a successful substitution has been executed is 
reset by: 

1) reading a new input line, or 
2) executing a r function. 

3.7. Miscellaneous Functions 

( 1 ) - -- equals 

The - function writes to the standard output the line number of the line 
matched by its address. 

(l)q -- quit 

Reference 

The q function causes the current line to be written to the output (if it should 
be), any appended or read text to be written, and execution to be terminated. 

[1] Ken Thompson and Dennis M. Ritchie. The UNIX Programmer's Manual. Bell Labora
tories. 1978. 
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ABSTRACT 

Awk is a programming language whose basic operation is to search a set 
of files for pallerns, and to perform specified aClions upon lines or fields of 
lines which contain instances of those patterns. Awk makes certain data selec
tion and transformation operations easy to express~ for example, the awk pro
gram 

length> 72 

prints all input lines whose length exceeds 72 characters; the program 

NF Ok 2 -- 0 

prints all lines with an even number of fields; and the program 

( $1 - log($1); print I 

replaces the first field of each line by its logarithm. 

Awk palterns may include arbitrary boolean combinations of regular 
expressions and of relational operators on strings, numbers, fields, variables, 
and array elements. Actions may include the same pattern-matching construc
tions as in patterns, as well as arithmetic and string expressions and assign
ments, If-else, while, for statements, and multiple output streams. 

This report contains a user's guide, a discussion of the design and imple
mentation of awk, and some timing statistics. 

September I, 1978 
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1. Introduction 
A wt is a prolramminl lanluale desilned 

to make many common information retrieva' and 
lext manipulation tasks easy to state and to per
form. 

The basic operalion of awk is to scan a sel 
of inpul lines in order. searchinl for lines which 
match any of a set of paltems which the user hu 
specified. For each paltem. an action can be 
specified: this action will be performed on each 
line thaI matches the pallem. 

Readen familiar with the UN'''t procram 
gr~pl will recognize the approach. althoulh in 
awle the patterns may be more genera! than in 
gnp. ana Ihe actions allowed are more involved 
Ihan merely printinl the matchinl line. For 
example. the awle procram 

(pnnt S3. 521 

prints the Ihira and sel:ona columns of a table in 
that order. The prOlram 

52 - IAIBlel 

prints all input lines with an A. 8. or C in the 
sel:ond neld. The prOlram 

S1 ! - prey ! print; prey - 51 I 
printS all lines in which Ihe fint field is different 
from Ihe previous first fiela. 

1.1. Usage 

The command 

awk program (flIesl 

eXel:utes Ihe awle commanc1s in Ihe strinl pro
gram on the set of namea nles. or on Ihe stan
dara input if there are no nles. The statements 
C:1n 3150 be placed in 3 file pflle. and eXel:uted by 
the command 

'IJ~IX \S. Trac1emark oJ; Bell uboralones. 

1.2. Program Structure 

An awk program is a sequence of staleo 

mentS of the form: 

I act/"" I 
I acti"" I 

Each line of input is matched apinsr each of the 
paltems in turn. For each paltem that matches. 
the associated action is executed. When all the 
panems haye been tested. the· next line is 
fetched and Ihe matchinl StartS over. 

Either the panem or the action may be left 
out. but not both. If there is no action for a pat
tern. the matchinl line is simply copied to Ihe 
output. (Thus a line which matches several pat
terns can be printed several limes.) If there is no 
paltem for an action. then the action is per
formed for every input line. A line which 
matches no pattern is ignored. 

Since patterns and actions are bolh 
oplional. actions must be enclosed in braces to 
distinluish them from paltems. 

1.3. Records and Fields 

Awk input is divided into "recorc1s" ter
minated by a rel:ord separator. The default 
record separalor is a newline. so by default awk 
processes ilS input a line at a time. The number 
of Ihe current rel:ord is available in a variable 
named NR. 

Each input rel:ord is considerec1 to be 
divided into ·'fields." Fields are normally 
separaled by white space ~ blanks or labs - bUI 

the input field separator may be chanled. as 
described below. Fields Jre referred to as S1, 
S2. and so forth. where 51 is the first field. J.nd 
SO is the whole input record itself. Fields may 



be assigned to~ The number of fields in the 
current record is available in a variable named 
NF. 

The variables FS and RS refer to the input 
field and record separators; they may be changed 
at any time to any single character. The opllonal 
command-line argument -Fe may also be used 
to set FS to the character e. 

If the record separator is empty. an empty 
input line is taken as the record separator. and 
blanks. tabs and newlines are treated as field 
separators. 

The variable FILENAME contains the 
name of the current input file. 

1.4. Printing 
An action may have no pattern. ~ which 

case the action is executed for all lines. The 
simplest action is to print some or all of a record; 
this is accomplished by the Qwk command print. 
The Qwk program 

I print I 
prints each record. thus copying the input to the 
output intact. More useful is to print a field or 
fields from each record. For instance. 

print $2. $1 

prints the first two fields in reverse order. hems 
separated by a comma in the print statement will 
be separated by the current output field separator 
when output. Items not separated by commas 
will be concatenated. so 

print $1 $2 

runs the first and second fields together. 

The predefined. variables NF and NR can 
be used: for example 

I print NR, NF, $0 I 
prints each record preceded by the record 
number and the number of fields. 

Output may be divened to multiple files; 
the program 

I print $1 >"'001"; print $2 >"fo02" I 
writes the first field. $1. on the file fo01. and 
the second field on file fo02. The > > notation 
can also be used: 

print $1 > > "faa" 

appends the output to the file faa. (In each 
case. the output files are created if necessary.) 
The file name can be a variable or a field as well 
as a constant: for example. 

print $1 >$2 

- 2 -

uses the contents of field 2 as a file name. 
Naturally there is a limit on the number of 

output files: currently it is 10. 

Similarly. output can be piped into another 
process (on UNIX only); for instance. 

print I "mail bwk" 

mails the output to bwk. 

The variables OFS and ORS may be used 
to change the current output field separator and 
output record separator. The output record 
separator is appended to the OUtput of the print 
statement. 

Awk also provides the printf statement for 
output formalling: 

printf format expr, expr .... 

formats the expressions in the list according to 
the specification in format and prints them. For 
example. 

printf "%8.2f .'" 1 Old\n", $1, $2 

prints $1 as a floating point number 8 digits 
wide. with two after the decimal point. and $2 as 
a lO·digit long decimal number. followed by a 
newline. No output separators are produced 
automatically; you must add them yourself, as in 
this example. The version of printf is identical 
to that used with C.2 

2. Patterns 

A pallern in front of an action acts as a 
selector that determines whether the action is to 
be executed. A variety of expressions may be 
used as patterns: regular expressions, arithmetic 
relational expressions. string-valued expressions. 
and arbitrary boolean combinations of these. 

2.1. BEGIN and END 

The special pallern BEGIN matches the 
beginning of the input. before the first record is 
read. The pattern END matches the end of the 
input. after the last record has been processed. 
BEGIN and END thus provide a way to gain con· 
trol before and after processing, for initialization 
and wrapup. 

As an example, the field separator can be 
set to a colon by 

BEGIN I FS - ":" I 
... reST 0/ program ... 

Or the input lines may be counted by 

END I print NR I 
If BEGIN is present. it must be the first pattern; 
END must be the last if used. 



2.2. ~egular ExC:lressions 

The simplest relular expression is a literal 
Slrinl of characters enclosed in slashes. like 

Ismithl 

This is actually a complete awlc proaram which 
will print all lines which contain any occurrence 
of the name "smith". If a line contains "smith" 
as part of a laraer word. it will also be printed. as 
in 

blacksmithing 

Awk rqular expressions include Ihe reau
lar expression forms found in Ihe UNIX lext edi
lor ed l and gnp (wilhoue back-referencina). In 
addition. awlc allows parentheses for iroupin~ I 
for alternatives. + for "one or more", and? for 
"zero or one", all as in lex. Character classes 
may be abbreviated: (a-zA-ZO-9J is Ihe set 
of all leners and dilits. As an example. Ihe awk 
program 

I(Aaino I {Ww!einberger I (KkJemlghanl 

will prine all lines which contain any of Ihe 
names ., Aha." "Weinberser" or "Kernilhan." 
whether capitalized or nOL 

Relular eXpressions (with the extensions 
listed above) must be enclosed in slashes. just as 
in ed and sfti. Within a relular expression. 
blanks and the rqular expression metacharacters 
are Significant. To lurn of tlte malic meanina of 
one of the rqular expression characters. precede 
i[ wilh a backslash. An example is the pattern 

1\1.-,/1 

which malches any string of characters enclosed 
in slashes. 

One can also specify Ihat any field or vari
able matches a regular expression (or does not 
match il) with the operators - and !-. The 
program 

$1 - lfiJlonnl 

pnnts all lines where the first field matches 
"john" or "John." :'IIolice that [his will also 
match ·'Johnson". "St. Johnsbury". and so on. 
To restrict it to exactly fiJIonn. use 

$1 - l"ijJlonn51 

The caret • refers [0 the bqinninl of a line or 
field; the dollar sign S refers 10 the end. 

2.3. Flalational EXC:lressions 

~n awlc pallern can be a relalional expres
sion Involving the usual relational operators <. 
< -, --, !-. > -, Jnd >. An example is 

• J • 

52 > 51 + 100 

which selects lines where the second field is at 
least 100 greater Ihan Ihe first field. Similarly. 

NF ,. 2 -- a 
prints lines with an even number of fields. 

In relalional lestS. if neither operand is 
numeric. II suin. comparison is made; otherwise 
it is numeric. Thus. 

S1 >- ·s· 

selects lines that bqin with an s. t. u. etc. In 
Ihe absence of any other information. fields are 
treated as strings. so the proaram 

51 > 52 

will perform a suin. comparison. 

2.4. Combinations of Patterns 

A paltern can be any boolean combination 
of palterns. usinl the operators II (or). && 
(and). and! (not). For example, 

S1 > - ·s· && 51 < 'f' && S1 !- ·smith· 

selects lines where Ihe first field beains with "s". 
but is nOI "smith". && and II guaranlee Ihal 
their operands will be evaluated from lefl 10 

right; evaluation stops as .soon as the Iruth or 
falsehood is determined. 

2.5. Pattem ~ang.s 

The "pattern" Ihat selects an action may 
also consist of two pauerns separated by a 
comma. as in 

pan. pat2 (._ I 
In Ihis case. the action is performed for each line 
between <In occurrence of pat1 and Ihe next 
occurrence of pat2 (inclusive). For example. 

Istart/. IstoC:lI 

prints all lines between start and stOC:l. while 

NR -- tOO, NR -- 200 { ._ I 
does the action for lines lOO through 200 of [he 
input. 

3. Actions 

An awlc action is a sequence of action 
statements terminated by new lines or semi
colons. These action Slalements can be used 10 

do a variety of bookkeeping and s[rlnl manipu
latin, lasks. 



3.1. Built-in Functions 

Awk provides a "length" function to com
pute the length of a string of characters. This 
program prints each record. preceded by its 
length: 

(print length. 501 

length by itself is a "pseudo-variable" which 
yields the length of the current record: 
length(argument) is a function which yields the 
length of its argument. as in the equivalent 

(print length(50). 501 

The argument may be any expression. 

A wk also provides the arithmetic functions 
sQrt. log. expo and into for square root. base e 
logarithm. exponential. and integer part of their 
respective arguments. 

The name of one of these built-in func
tions. without argument or parentheses. stands 
for the value of the function on the whole 
record. The program 

length < 1 a II length > 20 

prints lines whose length is less than 10 or 
greater than 20. 

The function substr(s, m, n) produces the 
substring of s that begins at position m (origin 
I) and is at most n characters long. If n is omit
ted. the substring goes to the end of s. The 
function index(s 1. s2) returns the position 
where the string s2 occurs in s1. or zero if it 
does not. 

The function sprintf(f, e1, e2, _) produces 
the value of the expressions e1. e2. etc .• in the 
printf format specified by f. Thus. for example, 

x - sprintf("%8.2f %101d", 51, 52) 

sets x to the string produced by formatting the 
values of 51 and 52. 

3.2. Variables, Expressions, and Assign
ments 

Awk variables take on numeric (Doating 
point) or string values according to context. For 
example. in 

x - 1 

x is clearly a number. while in 

x - "smith" 

it is clear,ly a string. Strings are converted to 
numbers and vice versa whenever context 
demands it. For instance. 

x - "3" + "4" 

assigns 7 to x. Strings which cannot be inter-

- 4 -

preted as numbers in a numerical context will 
generally have numeric value zero. but it is 
unwise to count on this behavior. 

By default. variables (other than built-ins) 
are initialized to the null string. which has 
numerical value zero: this eliminates the need 
for most BEGIN sections. For example. the 
sums of the first two fields can be computed by 

I s1 + - $1; s2 + - 52 I 
END I print 51, s2 I 

Arithmetic is done internally in Doating 
point. The arithmetic operators are +. - •• , I. 
and % (mod), The C increment + + and decre
ment - - operators are also available. and so 
are the assign men t opera tors + - • - - , • - , 
1-. and %-. These operators may all be used 
in expressions. 

3.3. Field Variables 

Fields in Qwk share essentially all of the 
properties of variables - they may be used in 
arithmetic or Siring operations. and may be 
assigned to. Thus one can replace the first field 
with a sequence number like this: 

I 51 - NR; print I 
or accumulate two fields into a third, like this: 

( 51 - $2 + $3; print $0 I 
or assign a string to a field: 

if ($3 > 1000) 
$3 - "too big" 

print 

which replaces the third field by "too big" when 
it is. and in any case prints the record. 

Field references may be numerical expres
sions. as in 

t print $1, $(\+1), $(\+n) I 
Whether a field is deemed numeric or string 
depends on context: in ambiguous cases like 

If ($1 -- $2) ... 

fields are treated as Slrings. 

Each input line is split into fields automati
cally as necessary. It is also possible to split any 
variable or strins into fields: 

n - spilUs, array, sep) 

splits the the string s into array[1 I ..... array[n). 
The number of elements found is returned. If 
the sap argument is provided. it is used as the 
field separator: otherwise FS is used as the 
separator. 



3.4. String Concatenation 

Strinp may be concatenated. For example 

length(S1 S2 S3) 

returns the lenlth of the firsl three fields. Or in 
a print statemenl. 

print S1 • is • 52 

prinlS the two fields separated by •• is". Vari· 
abies and numeric expressions may also appear 
in concatenations. 

3.S. A"ays 
Array elemenlS are not declared: they 

sprin, into existence by beinl mentioned. Sub
scriplS may have a"y non-null value. includin, 
non-numeric strinp. As an example of a con
ventional numeric subscript. the statement 

x{NRI - SO 

assians the current input record to the NR-th ele
ment of the array x. In fact. it is possible in 
principle <thoutn perhaps slow) to process the 
entire input in a random order with the awle pro
&ram 

I x(NRI - SO I 
END I ... pro,,,,,,, ... I 

The first action merely records each input line in' 
the array x. 

Array elemenlS may be named by non
numeric values. which gives awle a capability 
rather like the associative memory of Snobol 
tables. Suppose the input contains fields with 
values like apple. orang.. etc:. Then the pro
gram 

lapple' (xC-apple"r -+ -+ I 
lorange' ( xC-orang."r + -+ I 
END ( print xl"apPI."]. xrorang."r I 

increments counts for the named array elements. 
and prints them at the end of the input. 

3.6. Flow-ot-Control Statements 

Awle provides the basic flow-of-<:ontrol 
statements if-else. wnile, for. and stalement 
grouping will, braces. J.S in C. We showed the if 
stalement in section J.3 without desc:ribin, it. 
The condition in parentheses is evaluated: if it is 
true. the statement followinl the if is done. The 
else part is optional. 

The wnile stalement is exactly like thai of 
C. For e:tample. to prInt .111 input fields one per 
line. 
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i - 1 
whil. (I < - NFl I 

print Si 
++i 

The for stalement is also exactly Ihat of C: 

for (I - 1: i < - NF: i -+ +) 
print SI 

does the same job as the whil. statement above. 

There is an altemale form of the for Slate· 
ment which is sui led for accessinl the elemenlS 
of an associative array: 

for (I in array) 
stall",,,,t 

does stat"""" with i set in tum to each elemenl 
of a"ay. The elemenlS are accessed in an 
apparently random order. Chaos will ensue if i is 
altered. or if any new elemenlS are ac:cessed dur
in, the loop. 

The expression in the condition pan of an 
it. whil. or for can include relational operators 
like <. < -. >. > -, - - ("is equal to"), and 
!- ("not equal to"); resular expression matches 
with the malch operators - and !-; the IOlicai 
operators 'II~ &&. and !: and or course 
parentheses for iroupina. 

The break statemenl QUsa an immediate 
exit from an enciosin, 'Nnil. or for: the can
tlnu. statement causes the next iteration to 
belin. 

The statement next QUses awlc 10 skip 
immediately 10 Ihe next record and belin scan
nina the panerns from the top. The statement 
axit causes the prolram 10 behave as if the end 
of the input had oc:c:u~. 

Comments may be placed in awk pro
grams: they belin wilh the character # and end 
with the end of the line. l5 in 

print x, y # this is a comment 

4. Design 

The UNIX system already provides several 
prOlrams that operate by passinl input throuah a 
selection mechanism. Grf!fI. the fint and sim
plest, merely prints .111 lines whic:h match a sinlle 
spec:ified panern. £:ff!fI provides more general 
patterns. i.e .. rqular e:tpressions in full general
ity: /grPfI searches for a set of keywords with a 
particularly fast algorithm. Seal provides most 
of the editinl faCIlities of the editor ed, applied 
to a stream of input. ~one of these prOlrams 
prOVIdes numeric: capabilities. 101lcal relations. or 
varIables. 



LexJ provides general regular expression 
recognition capabilities, and, by serving as a C 
program generator, is essentially open-ended in 
its capabilities. The use of lex, however, 
requires a knowledge of C programming, and a 
lex program must be compiled and loaded before 
use, which discourages its use for one-shot appli
cations. 

A wk is an attempt to fill in another part of 
the matrix of possibilities. It provides general 
regular expression capabilities and an implicit 
input/output loop. But it also provides con
venient numeric processing, variables, more gen
eral selection, and control flow in the actions. It 
does not require compilation or a knowledge of 
C. Finally, a wk provides a convenient way to 
access fields within lines; it is unique in this 
respect. 

Awk also tries to integrate strings and 
numbers completely, by treating all quantities as 
both string and numeric, deciding which 
representation is appropriate as late as possible. 
In most cases the user can simply ignore the 
differences. 

Most of the effort in developing awk went 
into deciding what Qwk should or should not do 
(for instance, it doesn't do string substitution) 
and what the syntax should be· (no explicit 
operator for concatenation) rather than on writ
ing or debugging the code. We have tried to 
make Ihe syntax powerful but easy to use and 
well adapted 10 scanning files. For example, the 
absence of declarations and implicit initializa
tions, while probably a bad idea for a general
purpose programming language, is desirable in a 
language that is meant to be used for tiny pro
grams that may even be composed on the com
mand line. 

In practice, Qwk usage seems to fall into 
twO broad categories. One is what might be 
called "report generation" - processing an input 
to extract counts, sums, sub-totals, etc. This 
also includes the writing of trivial data validation 
programs, such as verifying that a field contains 
only numeric information or that certain delim
iters are properly balanced. The combination of 
textual and numeric processing is invaluable 
here. 

A second area of use is as a data 
transformer, converting data from the form pro
duced by one program into that expected by 
another. The simplest examples merely select 
fields, perhaps with rearrangements. 
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5. Implementation 

The actual implementation of Qwk uses the 
language development tools available on the 
UNIX operating system. The grammar is 
specified with yoee:" the lexical analysis is done 
by lex; the regular expression recognizers are 
deterministic finite automata constructed directly 
from the expressions. An Qwk program is 
translated into a parse tree which is then directly 
executed by a simple interpreter. 

A wk was designed for ease of use rather 
than processing speed; the delayed evaluation of 
variable types and the necessity to break input 
into fields makes high speed difficult to achieve 
in any case. Nonetheless, the program has not 
proven to be unworkably slow. 

Table I below shows the execution (user 
+ system) time on a PDP-llno of the UNIX 
programs we, grep, egrep, fgrep, sed, lex, and 
awk on the following simple tasks: 

1. count the number of lines. 

2. print all lines containing "doug". 

3. print all lines containing "doug", "ken" 
or "dmr". 

4. prin·t the third field of each line. 

5. print the third and second fields of each 
line, in that order. 

6. append all lines containing "doug", 
"ken", and "dmr" to files "jdoug" , 
"jken", and "jdmr", respectively. 

7. print each line prefixed by "Iine
number: " 

8. sum the fourth column of a table. 

The program MIC merely counts words, lines and 
characters in its input: we have already men
tioned the others. In all cases the input was a 
file containing 10.000 lines as created by the 
command Is -I: each line has the form 

-rw-rw-rw- 1 ava 123 Oct 15 17:05 xxx 

The total length of this input is 452.960 charac-
ters. Times for lex do not include compile or 
load. 

As might be expected, awk is not as fast 
as the specialized tools we, sed, or the programs 
in the grep family, but is faster than the more 
general tool lex. In all cases, the tasks were 
about as easy to express as Qwk programs as pro
grams in these other languages; tasks involvmg 
fields were considerably easier to express as awk 
programs. Some of the test programs are shown 
in awk, sed and lex. 
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Program 2 
we 8.6 

grep 11.7' 13.1 
egrep 6.2 11.5 
Jgrep 7.7 13.8 

sed 10.2 11.6 
lex 65.1 150.1 

Qwk 15.0 25.6 

3 

11.6 
16.1 
15.8 

144.2 
29.9 

" 8 " 

Task 
4 

29.0 
67.7 
33.3 

5 

30.5 
70.3 
38.9 

6 7 8 

16.1 
104.0 81.7 92.8 
46.4 71.4 31.1 

Table 1. Execution Times of Programs. (Times are in sec.) 

The programs for some of these jobs are 
shown below. The lex programs are generally 
too long to show. . 

AWK: 

1. END Iprint NRI 

2. Idougl 

3. Ikenldougldmrl 

4. (print 531 

5. Iprint 53, 521 

6. Ikenl 
Idougl 
Idmrl 

(print > "jken"1 
Iprint > "jdoug" 1 
(print > "jdmr" 1 

7. (print NR ": " 501 

B. Isum - sum 
END \print suml 

SED: 

1. 5-

2. Idoug/p 

3. Idoug/p 
Idoug/d 
Iken/p 
Iken/d 
Idmr/p 
Idmr/d 

+ 541 

4. 1(" J- [ J-r J- [ J-\(r J-\) .-/s/l\. 1 Ip 

5. 1(" J- [ J-\ ([" J-\) [ J-\ ([" J-\) .-/s/l\.2 \ 1 Ip 

6. Iken/w jken 
Idoug/w jdoug 
Idmr/w jdmr 

LEX: 

1. %1 
int i; 
%1 
%% 
\n i++; 

%°4 
yywrap() I 

printW%d\n", I); 

2. %% 
".-doug.-5 

\n 

printf("%s\n", yytext); 
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1 Introduction. 

Lex - A Lexical Analyzer Generator 

M. E. Lesk and E. Schmidt 
&11 lAboTTJIone5 

Murray Hill. N~w .hrs~y 07974 

Lex helps write procrams whose control flow is directed by instances of relular expressions in the in
put stream. It IS well suited for editor-scrIpt type transformations and for seamentinl input in prepara
tion for a parsing routine. 

Lex source is a table of reaular expressions and correspondinl procram fraamenlS. The table is 
translated to a program which reads an input stream. caPYln1 it to an output stream and partitioninl the 
Illput into strings which match the given expressIons. As each such strina is recoanized the correspond
ing procram fraament is executed. The recoanition of the expressions is performed by a deterministic 
finite automaton aenerated by Lex. The proarun fraamenlS written by the user are executed in the ord
er in which the corresponding reaular expressions occur in the input stream. 

The lexical analysis programs written with Lex accept ambiguous specifications and choose the lonlest 
match possible at each input point. If necessary. substanUal looltahead is performed on the input. but 
tbe input stream will be baclced up to the end of the current partition. 10 that the user bas aenerai free
dom to manipulale il. 

Lex can be used to lenerate analyzers in either C or Ratior. a lanaUBle which can be translated au
tomatically to portable Fonran. II is available on the PDP-ll UNIX. HoneyweU GCOS. and IBM OS 
syslems. Lex is desiped to simplify Illterfacina with Yaa:. for those witb access to this compiler
compiler system. 

Table of Contents 
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Lex is a program generator designed for lexical process
ing of character input streams. It accepts a high-level. 
problem oriented specification for character string match
ing, and produces a program in a general purpose 
language which recognizes regular expressions. The regu
lar expressions are specified by the user in the source 
specifications given to Lex. The Lex written code recog
nizes these expressions in an input stream and partitions 
the input stream into strings matching the expressions. 
At the boundaries between strings program sections pro
vided by the user are executed. The Lex source file asso-

ciates tbe regular expressions and the program fragments. 
As each expression appears in the input to the program 
written by Lex. the corresponding fragment is executed. 

The user supplies the additional code beyond expres
sion matching needed to complete bis tasks. possibly in
cluding code written by otber generators. The program 
that recognizes the expressions is generated in the gener<ll 
purpose programming language employed for the user's 
program frasments. Thus, a high level expression 
language is provided to write the string expressions to be 
matched while the user's freedom to write actions is 
unimpaired. This avoids forcing the user who wishes to 
use a string manipulation language for input analysis to 
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write processinl prolRftlS in ttl. sam. and often inap. 
prol'riale suinl handline lanluap. 
Le~ is noc a coml'le.. lanlUQe. but ram .. a aeneralOr 

rel'fesentinl a new lanlua .. reatun which CUI be added 
to di8'erent prosnmminl lanpaps. caUed "hose 
lanlua .... •• JUIl as pneral purpoa lanluaaa CUI pr0-

duce code to run on difFerent compullr hudwant. Lex 
can wrill code in dift'erenl hOll lanauaps. The hOlt 
lanlua.. is used ror the ouq,ut code aeneraled '" L.x 
and also ror the proaram rracmenlS added by the user. 
Compatible run-time libraries ror til. diJrerenl hose 
lanluales are also provided. This makea Lex adQtable to 
diJ!'erent environments and dift'erenl users. Each 1tt,1ica
tion may be directed to the combination 01 hardware and 
host lanlU&lt al'propriate to til. task. tbe user's b8ck
around. and the proJlenies of local implementaUonL At 
present there ue only twO bolt Ianpaps. CUI and For
tran (in tbe rorm of the Radar lanauap(2J). Lex illl'" 
e~islS on UNIX. GeOS. and 05/370; but the code ... 
erated by Lex may be taken anywllere tbe appropriate 
compilers e~ist. 

Lex turns the \1IeI"S eX1ftSlions and 3CIions (called 
so"," in this memo) into the holt aeneral-1JUI1lOS8 
!anauaae: the pneraled proanm is named yyIa. Th. 
yy'~ prolRftl will rec:oanize expressions in a stream 
(called ill"", in this memo) and perform the sl'llCifted ac
tions ror each eXl'teSSion as ic is detected. See Filure 1. 

For a t"vili e~ample. consider a proll'lm to dete .. 
rrom the inl'ut all blanks or tabs at the ends of lines. 

%C!6 
[ \d+S 

is all that is required. The prosnm contains a ~C!6 delim
Iter to mark the be&innlnl or the rules. and on. rut •• 

luicll 
ru .. 

L 
Le. 
L 

LElC-2 

This rute contains a reaular exl'teSlion which marches 
on. or more instances of the characters blaDt or tab 
(written \c ror visibility, in ac:cardance wid! the C 
lanluale convenlion) just prior to the end 01 a line. The 
brackets indica.. the character class made of blank and 
tab: the + indicates "one or more .•• "; and ttle S indi
cates "end 01 line ... as in QED. No action is speci8ed, so 
the prosnm aeneraced by Lex ("leX> will ianore these 
characaers. Eve..,.Ihinl else wiD be copied. To chan .. any 
remaininl suinl of blanks or tabs to a sinate blank. add 
anotber rule: 

C!6C!6 
[\d+S 
[\d+ 

The ftnite aUlOlftaton sen.rated ror ttlis source wiD scan 'or balh rules II once. observinl al the termination of the 
suinl of blanks or tabs whether or noc there is a newline 
c:hanct.er. and executinl the desired rut. action. The flrse 
rule malCtles atl suin.. of blanks or tabs at tbe end 01 
lines. and tb. second rule ail remaininl sUinlS of blanks 
or tabs. 

Lex can be used alone ror sim,le transformations. or 'or anliy. and stacistics IIlherinl on I lexa level. Lex 
can also be used with a parser lenerator to pedona the 
lexical analysis pb ... : it is particularly easy to inrerface 
Lex and Yaa [31. Lex PfOII'&nU recoanize onl, recular 
eXl'fISSions: Yaa writes parsers that aa:epc a I.,... class 
of contexe rree srammars. but require I lower level 
analyZer to recoanize inpul tokens. Thus. a combination 
01 Lex and Yacc is often 3l'1lropriace. When used as a 
preprocessor ror a later parser ,enerator. Lex is used to 
panilion the input stream. and the parser aenerator as
sians structure to the resuttinl pieces. The fiow of con
tral in such a case (which mipc be the first hail of a 
coml'iler. ror examl'I.) is shown in Filure 2. Additionli 
prolRMS, wrilten by other generators or by hand. can be 
added easil, to prolRms written by Lex. Yacc users will 
realize that the name yy/~ is whal Yace exl'lClS its lexic:al 
analyzer to be named, so thai tbe use of this name by 
Lex siml'liftes interfacinl-

Lex pnerates a deterministic finite aucolftalOn rrom the 
reaular eXl'ressions in the source [41. The automaton is 
intef1'te1ed. talher than coml'iled. in order to save space. 
The result is still a rasl analyzer. In puticular. the time 

Yaa: 

[nllll& - I )'Yin I - I yy.,.,. I - PIned inlNC 

Filure 2 



taken by a Lex program to recognize and panition an in
put stream is proportional to the length of the input. The 
number of Lex rules or the complexity of tbe rules is not 
important in determining speed, unless rules wbich in
clude forward context require a significant amount of re
samning. What does increase with the number and com
plexity of rules is the size of the finite automaton, and 
therefore the size of the program generated by Lex. 

In the program written by Lex, the user's fragments 
(representing the aCI/OIU to be performed as each regular 
expression is found) are gathered as cases of a switch (in 
C) or branches of a computed GOTO Cin Ratior). The 
automaton interpreter directs the control flow. Opponun
ity is provided for the user to insert eitber declarations or 
additional statements in the routine containinl the ac
tions, or to add subroutines outside this action routine. 

Lex is not limited to source wbich can be interpreted 
on the basis of one character looitahead. For example, if 
there are two rules, one looking for ab and another for 
abcM/f, and the input stream is abcdefh, Lex will recog
nize ab and leave the input pointer just before cd. • • 
Such baclcup is more costly than the processing of simpler 
languages. 

1 !.ell: Source. 

The Beneral format of Lex source is: 

(definitions) 
%% 
(rules) 
%% 
(user subroutines) 

where the definitions and the user subroutines are often 
omitted. The second '" is optional, but the first is re
quired to mark the belinninB of the rules. The absolute 
minimum Lex program is thus 

%% 

(no definitions, no rules) wbich translates into a proaram 
which copies the input to the output unchanged. 

In the outline of Lex proarams shown above, the rules 
represent the user's control decisions~ they are a table, in 
wbich the left column contains ,.,.., CCJI,eu;01lS (see 
section 3) and the right column contains tlCltOIU. program 
fraaments to be executed when the expressions are recog
nized. Thus an individual rule miaht appear 

integer printiC-found keyword INT"); 

to look for the strinl 11I~' in the input stream and print 
the message "found keyword INT" whenever it appears. 
In this example the host procedural lanBuage is C and the 
C library function pri1lf/ is used to print the string. The 
end of the expression is indicated by the first blank or tab 
character. If the action is merely a single C expression, it 
can JUSt be liven on the right side of the line; if it is com
pound, or takes more than a line, it should be enclosed in 

LEX-3 . 

braces. As a slightly more useful example, suppose it is 
desired to change a number of words from British to 
American spelling. Lex rules such as 

colour 
mechanise 
petrol 

printf(-color-); 
printiC-mechanize" ); 
printi(-ps-); 

would be a stan. These rules are not quite enough, since 
the word p«rolaun would become ltualwr, a way of deal
inl with this will be described later. 

3 !.ell: R.etnlar ElI:pressloDs. 

The definitions of regular expressions are very similar 
to those in QED (5). A regular expression specifies a set 
of strinlS to be matched. It contains text characters 
(which match the corresponding characters in the strinlS 
being compared) and operator characters Cwhich specify 
repetitions, choices, and other features). The letters of 
the alphabet and the digits are always text cbaracters; thus 
the reBular expression 

integer 

matches the string 11I~ wherever it appears and the ex· 
pression 

aS7D 

looks for the string d7D. 
Opmuors. The operator characters are 

-\[]-·?-+I()S/I}%< > 

and if they are to be used as text characters, an escape 
should be used. The quotation mark operator C") indi
cates tbat whatever is contained between a pair of quotes 
is to be taken as text characters. Thus 

xyz"++" 

matches the string .1)'%++ when it appears. Note that a 
pan of a string may be quoted. It is barmless but un
necessary to quote an ordinary text character; the expres
sion 

is the same as tbe one above. Thus by quoting every 
Don-alphanumeric character being used as a text charac
ter, the user can avoid remembering the list above of 
current operator characters. and is safe should funher ex
tensions to Lex lengthen the list. 

An operator character may also be turned into a text 
character by precediDI it with \ as.in 

xyz\+\+ 

which is another, less readable. equivalent of the above 



expressions. Anotber use of tbe quotinl mecbanism is to 
get a blank into an expressioD; normally, as explained 
above, blaDks or tabs end a rule. Ally blank cbaracter not 
contained witbin (] ~ee betow) must be quOted. Several 
normal C escapes witb \ are recopized: \n is newline, \t 
is tab, and \ b is backspace. To enter \ ilSeiC, use \ \. 
Since newline is ilIelli iD an expressioD, \D must be used; 
it is not required to esca~ tab and backspace. Every 
character but blank. tab. newline and tbe list above is al
ways a text cbaracter. 

C1rtIrtu:w claus. Classes of characters em be 
specified usinl the operator pair ( 1. The CODSUUcUOIl 
{abl matcbes a sinlle characzer. which may be a. b. or Co 

Within square brackelS. most operator manin.. are ii
nored. Only tbree charKlers are special: these are \ -
and '. The - cbaracter indicates ran... For example, 

ra-z0-9<>J 

indicaees the character class coataiDiDI all tbe lower case 
lellers. the dilics. the anile brackelS, and \&Dderiine. 
Rania may be liVID in either order. Usinl - betweea 
any pair of characters whim are not both upper case 
letters, both lower case letters, or both diailS is imple
mentation dependent and wiU get a wamiDl messa..,. 
(E.g., [O-zl in ASCII is many more characzers tban it is iD 
EBC01C). It it is desired to iDdude tbe character - iD a 
character class, it sbould be ftnl or lut; tbus 

[-+0-91 

matches all tbe diailS and tbe two silDl. 
rn character classes. the • operatOr must appear as the 

tim character after the left bricks; it indicates tbat the 
resultinl strinl is to be complemented with respect to tbe 
computer character set. Thus 

matches all characters except a. b. or c. includinl all spe
cial or conuol characters: or 

ra-ZA-Z! 

is any character wbich is not a letter. The \ character pro
vides tbe usual escapes within character class brackets. 

... ,bitrruy chtUllctB. To match almost any character, 
the operator character 

is tbe class of all characters except newliDe. Escapinl into 
octal is pOSSIble althoulh nOD-portable: 

[\40-\ 1761 

matches all printable characters in the AScn cbaracter 
set. from oc:ta1 oW (blank) to <xw 176 (tilde). 

OpnoffaJ aprasiOM. The operator ? indic'lles an op
tional element of an expressIOn. Thus 
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matcha either tIC or abc. 
RqeGr.d apl'aliOlU. R.epetitions of ciasses are iDdicac

ed by tbe operators • and +. 

is any number of consecutive a characters, indudinl zero; 
while 

is ODe or more instances of II. For elWDpi~ 

[a-zI+ 

is all MD" of lower case letters. ADd 

[A-Za-z) (A-Za-z0-9)-

indicates all alpbanumeric stria .. with a Indial alphabetic 
character. This is a typical expressioD for recalDiziDa 
identifiers iD computer lanauaaes. 

AilDJUUlOll ad Gnnlpi".. The operator I indicates 
altematioD: 

(abled) 

matches either tIb or cd. Note tbat parentheses are used 
for groUpiDI. althouah tbey are aoc necessary OD tbe out
side level: 

abled 

would bave suific:ecL Parentheses em be used for more 
complex expressions: 

(abled +)"? (ef)· 

matcbes such strialS as a_,_" "-'eI. cut. or cddd; but 
aot • abt:tJ. or flbt:d4 

CQIIIDI JeuitlWI}I. Lex wiU recolDiZe a small amouDt 
of surrG\&DdiDl context. The two simplest operators ror 
this .ue • and So If tbe tim character of m expressioD is 
•• tbe expression will oaly be matched at tbe bqinninl of 
a liDe (after a aewliDe character. or at tbe beliDninl of 
tbe input scream). This can never cODflict with the other 
meaniDI of ., complementatioD of cbaracter dasses, since 
that oniy applies witbin the [1 operators. It the very last 
cbaracter is .r. the expressioD will only be matched at tbe 
end of a liDe (wben immediately foUowed by aewliDel. 
The latter operatOr is a special case of tbe / operator char
acter, 'Nhich indicates trailiDI context. The expression 

ab/cd 

matches tbe strin~ all. but only if followed by cd.. Thus 



abS 

is the same as 

ab/\n 

Left context is bandied in Lex by stan cONiiUolU as ex
plained in section 10. If a rule is only to be executed 
wben tbe Lex automaton interpreter is in start condition 
x, tbe rule should be prefixed by 

<x> 

using the angle bracket operator characters. If we con
sidered "being at the beginning of a line" to be stan con
dition ONE. then the • operator would be equivalent to 

<ONE> 

Stan conditions are explained more fully later. 
Rep6ltiolU lind DejinitiolU. The operators 11 specify ei

ther repetitions (if they enclose numbers) or definition 
expansion (if they enclose a name). For example 

(digit) 

looks for a predefined string named dirt' and inserts it at 
that point in the expression. The definitions are given in 
the' first pan of the Lex input, before the rules. In con
trast, 

all,S} 

looks for 1 to 5 occurrences of tI. 
Fmally, initial "is special, being the separator for Lex 

source segments. 

.. Lex Actions. 

When an expression written as above is matched, Lex 
executes the corresponding action. This section describes 
some features of Lex which aid in writing actions. Note 
that there is a default action, whicb consists of copying 
the input to tbe output. This is performed on all strings 
not otherwise matched. Thus the Lex user who wishes to 
absorb the entire input, without producinl any output, 
must provide rules to match everythina. When Lex is be· 
ing used with Yacc, this is the normal situation. One may 
consider tbat actions are what is done instead of copying 
the input to the output; thus, in aenerai, a rule which 
merely copies can be omitted. Also, a character combina
tion which is omitted from the rules and which appears as 
input is likely to be printed on the output, thus calling at
tention to the gap in the rules. 

One of the simplest things that can be done is to ignore 
tbe input. Specifying a C null statement, : as an action 
causes this reSUlt. A frequent rule is 

[ \t\n] 
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whicb causes the three spacing characters (blank, tab, and 
newline) to be ignored. 

Another easy way to avoid writing actions is the aCtion 
cbaracter L which indicates that the action for this rule is 
the action for the next rule. The previous example could 
also bave been written 

with the same result, although in different style. The 
quotes around \n and \t are not required. 

In more complex actions, the user will often want to 
know the actual text that matched some expression like 
(tl-zJ+. Lex leaves this text in an external character ar
ray named yytat. Thus, to print the name found, a rule 
Uke 

la-z] + printf("%s·, yytext); 

will print the string in yytat. The C function prlnif ac
cepts a format argument and data to be printed; in this 
case, the format is "print string" (% indicating data 
conversion, and J indicating string type), and the data are 
the cbaracters in yytext. So this just places the matched 
strina on the output. This action is 50 common tbat it 
may be written as ECHO: 

(a-z] + ECHO; 

is tbe same as tbe above. Since the default action is just 
to print the characters found, one might ask why give a 
rule, like this one, whicb merely specifies the default ac
tion .? Sucb rules are often required to avoid matchmg 
some otber rule which is not desired. For example, if 
there is a rule whicb matcbes retMJ it will normally match 
the instances of retJd contained in brad or retMQwt, to 
avoid this. a rule of the form (tl-zJ+ is needed. This is 
explained further below. 

Sometimes it is more convenient to know the end of 
what has been found; bence Lex also provides a count 
yyI~n, of the number of characters matcbed. To count 
both the number of words and the number of characters 
in words in the input, the user mi&bt write 

[a-zA-Z) + (words++; chars + - yyleng;) 

which accumulates in duln the number of characters in 
the words recognized. The last character in the string 
matched can be accessed by 

yytext (yylens-l) 

in Cor 

yytext (yyleng) 

in Ratfor. 



OccasionaJly. a Lex action ma,. decide that a rule has 
not recolftized the correct SPIll of characters. Two rou
tines are provided to aid witb this situation. Firs~ 
yyrrforeO can be called to indicate that the next input ex
pression recolDized is to be taclced on to' the end of this 
inpuL Normally, the next input suinl would overwrite 
the current entry in yytIJlI. Second, yya (,,) may be 
called to indicate that not all the characters matched by 
tbe currently su=essful expression are wanted ript now. 
The ilJ'I\Uftent /I indicates the number of ctlaracters in 
yytClZ to be retained. Funher cbaracters previously 
matened are retumed to the inpuL This provides the 
same son of loolcahead oifered by the / operatOl', but in a 
ditf'erent form. 

E:Jamrpl.: Consider a lanlUAP whicb debes a strinl as 
a set of charac:ler! between quotation (-) marks. aad pro
vides tbat to include a • in a Slrinl ic must be preceded by 
a \. The rqular expression whien matches th,c is some
what confusin •• so that it miaht be preferable to write 

\-r·J· ( 
if (yytext(yytenl-lJ -- \\') 

yymore(); 
else 

.•• normal user processiD, 

which wiD, when faced widl , suiq sudl as • abc\·'" 
first match tbe dve characters • ~; thea tbe call to 
yyrrfore() will cause the next pan of the strins •• dtI/. to be 
tacked on the end. Note tbat tbe fiDal quote termin'tins 
tbe strinl sbould be piclced up in the code labeted "nor
mal processinl'·. 

The fWlction yyia!lO miaht be used to R1'rocess teu in 
various circumstances. Consider the C problem of distin
guisttinl the ambilUity of .. --a .. , Suppose it is desired 
to treat tbis.as .. -- ," but print a messap. .~ rule 
mipt be 

--[a-zA-Z! ( 
printf(-Operator (--) ambiluous\n"); 
yyless(yylena-0; 
' .• action for - , .• 
J 

which prints a messale. returns the letter after the opera
tor to the input stream. and tre:u.s the operator as .0 --", 

Alternauvely it mlpt be desired to treat this as .• - -a", 
To do this. just return the minus sip as well as the letter 
to tbe input: 

-- [,-zA-ZI I 
pnntf(-Operator (--) ambiguous\n"); 
yyless(yylenl-2); 
.. , .laion for - ... 
I 

wdl perform lhe other interpretation. ~ote that the ex
~resslons for :he two cases might more easiiy be written 
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--I [A-Za-,] 

in the drst case aad 

in the seconet no backup would be required in the rule 
action. It is not necessary to recoanize the whole 
identifier to observe the ambiguity. The possibility of 
" --3". bowever, makes 

--/r \t\nl 

a still beller rule. 
In addition to these routines. Lex also permits access to 

the UO routines it uses. They are: 

1) i"""O wbicb retw'llS the next input cbaracter; 

2) 0UI",,(c) whicb writes the character c on tbe out
put; and 

3) UII",,(C) pushes the character c back onto the in-
pue meam to be read later by i"""O. 

By defaule these routines are provided as macro 
detinitions, but the user caD override them and supply 
private versions. There is aaoeher imponant rouciae in 
Rattor. named leah/. which is desc:ribed below under 
"Chancler Set... These routines define the reJationship 
between external ftles add internal characters, and muse 
all be recained or modified consisteady. They may be 
redefined. to cause input or output to be transmitted to or 
from suanae places. indudina other proarams or internal 
memory; but the character set used must be consistent in 
all routines; , value of zero retumed by i""" must mean 
end of ftle; and the relationship between UII"" aad i""" 
must be retained or the Lex loolcahead will not work. 
Lex does not look ahead at all if it does not have to, but 
every rule endina in +- • ? or J or containinl I implies 
lookahead. Loolcahead is also necessary to match an ex
pression that is a prefix of anomer expression. See below 
for a discussion of the charaaer set used by Lex. The 
StaDdani Lex library imposes a 100 cbaracter limit on 
backup. 

Another lex library rouciae that the user will some
times wlllt to redebe is yywrap() which is called when
ever Lex reacbes an end-ot"-QIe. It yywrap retums a 1. 
Lex continues with the normal wrapup on end of input. 
Sometimes. however. it is convenient to arranle for more 
input to arrive from a new source. In this case. the user 
:should proVide a yywrtIII which ammles for new input 
and returns O. This instruCts Lex to continue processina. 
The default yywra, always returns 1. 

This routine is also a convenient place to print tables. 
summaries. etc. at the end of ~ Proatam. ~ote that it IS 

not possible to write a normal rule which recoplZes end
of·lile: the only a=ess to this condition is through yywra,. In fact. unless :l private version of illpvlO is sup
plied a :lIe containinl nulls QlUlOt be !landled. since :1 

value of 0 returned by illput is taken to be enc1-of·file. 
rn Ratior all at' the stanc1ard UO library rouanes. illput. 



outpUt, Ullput, JIYWNlp, and le:csh/. are defined as integer 
functions. This requires input and YY'Wrap to be called 
with arguments. One dummy argument is supplied and 
ignored. 

5 Ambipolls Source R.ules. 

Lex can handle ambiguous specifications. When more 
than one expressioD can match the current input, Lex 
chooses as follows: 

1) The 10Dgest match is preferred. 

2) Amana rules which matched the same number of 
characters, the rule given first is preferred. 

Thus, suppose the rules 

integer 
[a-z] + 

keyword action ... ; 
identifier action ... ; 

to be given in that order. If the input is Intql!l'S, it is tak
en as an identifier, because {a·z} + matches 8 characters 
while in,., matches only 7. If the input is I,.,." both 
rules match 7 characters, and the keyword rule is selected 
because it was given first. Anythina shoner (e.g. Int) will 
not match the expression inUp, and so the identifier in· 
terpretation is used. 

The principle of preferring the longest match makes 
rules containing expressions like .- dangerous. For exam
ple, 

'.a' 

might seem a load way of recognizing a string in single 
quotes. But it is an invitation for the program to read far 
ahead, looml for a distant sin&le quote. Presented with 
the input 

'first' quoted string here, 'second' here 

the above expression will match 

'first' quoted string here, 'second' 

wbicb is probably not wbat was wanted. A better rule is 
of the form 

which, on the above input, will stop after Jim~ The 
consequences of errors like this are mitigated by the fact 
that tbe . operator will not match newline. Thus expres· 
sions like .- stop on the current line. Don't try to defeat 
this with expressions like l\n}+ or equivalents; the 'Lex 
generated prosram will try to read the entire input file, 
causing internal bu1fer overflows. 

Note that Lex is normally panitioning the input stream, 
not searcbing for all possible matches of each expression. 
This means that each character is accounted for once and 
only once. For example, suppose it is desired to count 
occurrences of both site and he in an input text. Some 
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Lex rules to do this might be 

she s+ +; 
he h++; 
\n I 

where the last two rules ignore everything besides hI! and 
site. Remember that. does not include newline. Since 
slle includes lie, Lex will normally not recognize the in
stances of III! included in slle, since once it has passed a 
slle those characters are gone. 

Sometimes the user would like to override this choice. 
The action REJECT means ",0 do the next alternative." 
It causes whatever rule was second choice after the 
current rule to be executed. The position of the input 
pointer is adjusted accordingly. Suppose the user really 
wants to count the included instances of 1Ir. 

she Is + +; REJECT;! 
he Ih++; REJECT;! 
\n I 

these rules are one way of changing the previous example 
to do just that. After counting each expression, it is reo 
jected; whenever appropriate, the other expression will 
then be counted. In this example, of course, the user 
could note that she includes he but not vice versa, and 
omit the REJECT action on lie. in other cases, however. 
it would not be possible a priori to tell which input char
acters were in both classes. 

Consider the two rules 

a[bc]+ 
a [cd] + 

I ... ; REJECT;! 
I '" ; REJECT;} 

If the input is ab, only tbe first rule matches, and on ad 
only the second matches. The input string accb matches 
the first rule for four characters and then the second rule 
for three characters. In contrast, the input aced agrees 
with the second rule for four characters and then the first 
rule for three. 

In general, REJECT is useful whenever the purpose of 
Lex is not to panition the input stream but to detect all 
examples of some items in the input, and the instances of 
these items may overlap or include each other. Suppose a 
diJraDl table of the input is desired; normally the digrams 
overlap, that is the word tile is considered to contain both 
til and lie. Assuming a two-dimensional array named .d;· 
rram to be incremented, the appropriate source is 

%% 
[a·z][a·z] Idigram(yytext[O)) (yytextU)) + +; REJECT;! 
\n 

where the R.EJECT is necessary to pick up a letter pair 
beginning at every character t rather than at every other 
character. 



6 Lex Source De8nitioas. 

Remember the format of the Lex source: 

{deftnitions I 
%% 
{rulesl 
~% 

(user routines I 

So far only the rules have beel! described. The user 
needs additional options. thouab. to define variables for 
use in his protram and for use by Lex. These caD iO ei
ther in the definitions section or in the rules section. 

Remember that Lex is tumiDl the rules into a program. 
Any source not intercepted by Lex is copied into the gen
erated prop-am. There are three classes of such thiDlS. 

1) Any Une whicb is Dot pan of a Lex rule or action 
which bqiDs with a blank or tab is copied into the 
tex lenerated prosram. Such source input prior 
to the first %% delimiter will be external to any 
function in the code; if it appears immediately 
aCter the first %'!4I. it appears in an appropriate 
place for declarations in the function written by 
Lex which contains the actions. This material 
must look like prosram fralDleDts. and should 
precede the tint Lex rule. 

As a side etrec: of the above. lines which bqin 
with a blank or tab. and which contain a com
ment. are passed through to the amerated pro
gram. This can be used to indude comments in 
either the Lex source or the generated code. The 
comments should follow tbe bost Imp .. con
vention. 

2) Anything induded be~ lines containinl only 
~, and ~l is copied out as above. The delimiters 
are discarded. This format permits enterinl text 
like preprocessor statements that must bqift in 
column 1. or copyinl lines that do aot look like 
programs. 

3) Anything after tbe third %% delimiter. reprdless 
of formats, etc.. is copied out after the Lex out
put. 

Definitions intended for Lex are given before the first 
'lob% delimiter. Any line in this section aot contained 
between '1,l,( and ·liJl. and bqining in column 1. is as
sumed to deliae Lex substitution strinll- The format of 
such lines is 

name translation 

md it causes the string given as a translation to be a.ssoc:i
lteC witb tbe name. The name and translation must be 
se;larated by at least one blank or tab. and tbe name must 
~e3in wltb a letter. The translation can then be called out 
by the Inamel syntaX in a rule. Usial {Ol for tne digits 
lad (El for an exponent field. for example, might .lbbre
Vlaee rules to re1:Ognize numbers: 
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o 
E 
%% 
{Ol+ 
(01 +· .. {OI·«(E})·! 
{01·· .. {01 +({EIH 
(OI+(EI 

[0-9) 
[TEdel[-+)?{ol .... 

Note the first two rules for real Dumbers; both require a 
decimal point and contain an optional exponent field. hut 
the tim requires at least one dilit before the decimal 
point and the second requires at least one dilit after the 
decimal point. To correctly !landle the problem posed by 
a Fortran expression such as Jj.EQ.I. wtlich does not 
contain a real number, a context-sensitive rule such as 

could be used in addition to the aonnai rule for intesers. 
The detlnitions 5ection may aJso contain other com

mands. includinl the selection oC a bast lanlUage. a char
acter set table. a list of start conditions. or adjustments to 
the deCault size of arrays wlthiD Lex itself for larger 
source programs. These possibilities are discussed below 
under "Summary of Source Format," section 12. 

1 Us .... 

There ate two steps in compilinl a Lex source proll"lD!. 
First. the Lex source must be turned into a generated. 
prosram in the bast general purpose language. Then this 
prosram must be compiled and loaded. usually with a U
brary of Lex subroutines. The generated pr01J"Ull is on a 
file named [cc.yy.c for a C host language source and 
[cc.yy., for a Rauor host environment. There are two 
VO libraries. one for C defined in terms of the C stan
dard library [61, and the other defined in terms of Rauor. 
To indicate that a Lex source file is intended to be used 
wlth the Ratior host langua~. make tbe first line of the 
file ~R. 

The C programs generated by Lex are slightly different 
on 05/370, because the OS compiler is less powerful than 
the UNIX or GCOS compilers. and does less at compile 
time. C programs generated on GCOS and UNIX are the 
same. The C host language is defauit, but may be expli
citly requested by making the first line of the source file 
~C 

The Ratior generated by Lex is the same on all sys
tems. but caD aot be compiled direc:tly on TSO. See 
below for instrUctions. The Ratior VO library, however, 
varies slightly because the different Fortrans disagree- on 
tne method of indicatinl end~f·input and the name of 
the library routine for logical AND. The RatCor VO li· 
brary, dependent on Fortran character VO, is quite slow. 
In panicuiar it reads all input lines as SOAl format; this 
wlll truncate any longer line. discardinl your data. and 
pads any shorter line with blanks. The library version of 
input removes the padding (includinl any trailing blanks 
from tile original input> before processing. Each source 



file usina a Ratfor host should beam with the "<MIR" com
mand. 

UNIX. The libraries are accessed by the loader flags 
-Ik for C and -Ilr for Ratfor, the C name may be abbrevi
ated to -IL So an appropriate set of commands is 

C Host Ratfor Host 

lex source lex source 
cc lex.yy.c -U ·IS re: ·2 lex.yy.r ·Ur 

The re5ultin& prOif8lIl is placed on the usual file a.ow for 
later execution. To use Lex with Yacc see below. 
Althouah the default Lex I/O routines use the C standard 
library, the Lex auto!D&ta themselves do not do so~ if 
private versions of illpul, outpUl and IIlf/1Ut are Jiven, the 
library can be avoided. Note the "·2" option in the Rat· 
for compile command; this requests the waer version of 
the compiler, a useful precaution. 

GCOS. The Lex commands on GCOS are stored in the 
"." library. The appropriate command sequences are: 

C Host Rador Host 

.Ilex source .Ilex source 

.Icc lex.yy.c .Ilexclib b- .Ire: a- lex.yy.r .Ilexrlib b-

The resulting prOif8lIl is placed on the usual file .prorram 
for later execution (as indicated by the "b -" option); it 
may be copied to a permanent file if' desired. Note the 
"a-" option in the Ralfor compile command; this indio 
cates that the Fortran compiler is to run in ASCII mode. 

rsO. Lex is just barely available on TSO. Resuictions 
imposed by the compilers which must be used with its 
output make it rather inconvenient. To use the C ver
sion, tYJ)e 

exec 'dot.lex.clist (lex)' 'sourcename' 
exec 'dot.lex.clist(cload)' 1ibraryname membemame' 

The first command analyzes the source file and writes a C 
program on file lc.yy.lCt. The second command runs 
this file tbrou&h the C compiler and links it with the Lex 
C library (stored on 'hr289.lcl.load') placina the object 
proaram in your file Ilbral')lPllllU.LOAD("""""""'fM) as 
a completely linked load module. The compilina com· 
mand uses a special version of the C compiler command 
on TSO which provides an unusually larae intermediate 
assembler file to compensate for the uDusuai bulle of C· 
compiled Lex proarams On the OS system. Even so, ale 
most any Lex source proaram is too bia to compile. and 
must be split. 

The same Lex command will compile Rador Lex pro
arams, leavina a file lc.yy.TtlI instead of Ic.yy.lCIa in 
your direaory. The Rador program must be edited, how. 
ever, to compensate for pec:uliarities of IBM Ratfor. A 
command sequence to do this. and then compile and 
load, is available. The full commands are: 

exec 'dot.lex.clist (lex)' 'sourcename' 
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exec 'dot.lex.clist (rload)' 1ibraryname membemame' 

with the same overall effect as the C language commands. 
However. the Ratfor commands will run in a lSOK byte 
panition, while the C commands require 250K bytes to 
operate. 

The steps involved in processing the generated Ratfor 
program are: 

L Edit the Rador program. 

l. Remove all tabs. 

2. Chanae all lower case letters to upper case letters. 

3. Conven the file to an 8O-column card image file. 

b. Process the Ratfor tbrouah the Ratfor preproces· 
sor to ,et Fonran code. 

e. Compile the Fonran. 

d. Load with the libraries 'hr289.lr1.load' and 
'sysl.fonlib'. 

The final load module will only read input in SO-character 
fixed length records. Wamill~: Work is in progress on 
the IBM C compiler, and Lex and its availability on the 
IBM 370 are subject to change without notice. 

S Lex and Yace. 

If you want to use Lex with Yacc, note that what Lex 
writes is a program named yylaO. the name required by 
Yacc for its analyzer. Normally. the default main pro
gram on the Lex library calls this routine. but if Yacc is 
loaded. and its main program is used. Yacc will call 
yylaO. In this case each Lex rule should end with 

retum (token); 

where the approl'riate token value is returned. An easy 
way to ,et access to Yacc's names for tokens is to compile 
the Lex output file as pan of the Yacc output file by plac
ing the line 

# include 1ex.yy .c" 

in the last section of Yacc input. Supposing the srammar 
to be named ",cod" and the lexical rules to be named 
"better" the UNIX command sequence can j~t be: 

yacc aood 
lex better 
cc y.tab.e ·Iy ·11 ·IS 

The Yacc library (.ly) should be loaded before the Lex li
brary, to obtain a main program wruch invokes the Yacc 
parser. The generations of Lex and Yacc programs can be 
done in either order. 

9 E%IllDpies. 

As a trivial problem. consider copying an input file 
while addina 3 to every positive number divisible by 7. 
Here is a suitable L:x source program 
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int k; 
[0-9) + I 

seanfC-I. yytext, "%d", &k); 
if (k%7 -- 0) 

printf(-%d", k+3); 
else 

printfC-%d" ,Id; 

to do just that. The rule [0-9) + recosnizes strinp of di
gits; sca,,' converts tbe digits to binary and stores the 
result in Ie. The operalor % (remainder) is used to check 
whether Ie is divisible by 7; if it is, it is incremented by 3 
as it is written OUL It may be objected that tbis program 
will alter sucb input items as 49.6J or X1. Furtbermore, 
it increments tbe absolute value of all nepCive numbers 
divisible by 7. To avoid tbis, just add a few more rules 
after tbe active one, as here: 

-'?[0-9) + 

·H0-9,)+ 

int k; 
I 
scanf(-l, yytext. "%d", &Id; 
prlntf("%d", k%7 - - 0 '? k+3 : k); 
I 
ECHO; 

[A-Za-z) [A-Za-z0-9] + ECHO; 

Numerical strinp containinl a "." or preceded by a letter 
WIll be picked up by one of the last two rules. and not 
changed. The i/~l$. bas been replaced by a C conditional 
expression to save space; the fonn II lb:c means "ir 'II 
then b else c". ' 

For an example of statistics ptberinl, here is a pro
gram which histograms the lengths of words. where a 
word is defined as a strinl of letters. 

%% 
[a-z) + 

\n 
%% 
yywrapO 
( 
int i; 

int lenp{lOO); 

lenlS [yyleng] + +; 
I 

printf(-tength No. words\n"); 
for(i-a: i< 100; i++) 

if (lengs6) > 0) 
printf("%Sd% lOd\n" ,i.lenp fi)); 

retum(I); 
J 

This program accumulates the histogram. while produdnl 
no output. At the end of the input it prints tbe table. 
The final statement f'm1nr(J): indicates that Lex is to per
form wrapup. If JlYW'IIP returns zero (false) it implies 
that further input is avaliable and the program is to con
tinue reading and processing. To prOVIde a yywrap tbat 

never r~tums true causes an infinite loop. 
As a larger example, here are some parts of a program 

written by N. L. Schryer to convert double precision For
tran to single precision Fortran. Because Fortran does 
not distinguish upper and lower case letters. this routine 
beliDs by defining a set of classes including both cases of 
each letter: 

a [a A) 
b [bB) 
c [cCI 

z rzzl 

An additional class recognizes white space: 

W [\t). 

The first rule changes "double precision" to "real", or 
"DOUBLE PRECISION" to "REAL". 

{dllo} (ul (bl{ll (el (wI Ip}{rl lellcl Ii lis II iI lollnl ( 
printf(yytext[O)- -'d'? -real" : "REAL"); 
I 

Care is taken throughout this program to preserve the 
case (upper or lower) of the original program. The condi
tional operator is used to select the proper form of the 
keyword. The next rule copies continuation card indica
tions to avoid confusing them witb constants: 

-" "[,, 0) ECHO; 

In the regular expression. the quotes surround the blanks. 
It is interpreted as • 'beginning of line. then five blanks. 
then anychinl but blank or zero." Note the two dift"erent 
meaninllS of -. There follow some rules to change double 
precision constants to ordinary floating CODStants. 

[0-9) + IWI {dl (WI [+-) '!IWI [0-9] + I 
[0·9) +(WI":{Wl{dIlW)[ +-)'!{Wl[0-9) + I 
","(W)[0-9) + (Wl{dIlW)[ +-)'!(Wl[0-9)+ ( 

/. convert constants ./ 
for(p-yytexc; .1' !- 0; p++) 

{ 
if (.1' -- 'd' 1·1' - - 'D') 

.1'- + 'e'- 'd'; 
ECHO; 
I 

After the floatinl point constant is recognized. it is 
scanned by the for loop to find the letter d or D. The 
program than ",dds '~'-'d', wl1ich converts it to the next 
letter of the alphabet. The modified constant. now 
single-preciSion. is written out again. There follow a 
series of names which must be respelled to remove their 
initial it 8y using the array yytut the same action 
sumc:s for all the names (only a sample of a rather long 
list is given here). 
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IdHslliHol 
Idllcllollsl 
IdHsllq}(r}(tl 
IdHaHtllaHnl 

Idl If I UI lo} la} It I printf("%s" ,yytext + 1); 

Anotber list of names must bave initial d cbanged to ini
tial a: 

Idll1l1o}(g} 
Idll111ollg110 
Idllmllilloll 
IdllmllaHxll 

I 
I 
I 
I 
yytext(O) - + 'a' - 'd'; 
ECHO; 
} 

And one routine must have initial d changed to initial r. 

Idl1 {mllallcHhl lyytext[O] - + 'r' - 'd'; 

To avoid such names as Gila being detected as instances 
of fbin. some final rules pick up longer words as 
identifiers and copy some surviving characters: 

[A-Za-z] [A-Za-z0-9)
[0-9]+ 
\0 

I 
I 
I 
ECHO; 

Note that this procram is not complete; it does not deal 
with the spacing problems in Fonran or with the use of 
keywords as identifiers. 

10 Left Coatest Sensithity. 

Sometimes it is desirable to bave several sets of lexical 
rules to be applied at different times in tbe input. For ex
ample. a compiler preprocessor might distinguish prepro
cessor statements and analyze them differently from ordi
nary statements. This requires sensitivity to prior con
text. and there are several ways of bandling such prob
lems. The • operator. for example. is a prior context 
operator, recosnizing immediately preceding left context 
just as $ recognizes immediately following right context. 
Adjacent left context could be extended. to produce a fa
cility similar to that for adjacent riabt context. but it is 
unlikely to be as useful. since often tbe relevant left con
text appeared some time earlier. such as at the beginning 
of a tine. 

This section describes three means of dealing with 
different environments: a simple use of fla&S. when onJy a 
few rules change from one environment to another. the 
use of SIIUt cDtuiiliDIU on rules. and the possibility of 
making multiple lexical analyzers all run togetber. In 
each case. there are rules which recosnize the need to 
change tbe environment in which tbe follOwing input text 

is analyzed, and set some parameter to reflect the change. 
This may be a flag explicitly tested by the user's action 
code; such a flag is the simplest way of dealing with tbe 
problem, since Lex is not involved at all. It may be more 
convenient, however. to have Lex remember the flags as 
initial conditions on the rules. Any rule may be associat
ed with a start condition. It will only be recognized when 
Lex is in tbat start condition. The current start condition 
may be changed at any time; Finally. if the sets of rules 
for the different environments are very dissimilar. clarity 
may be best achieved by writing several distinct lexical 
analyzers. and switching from one to another as desired. 

Consider the following problem: copy the input to the 
output. changing the word IMric to fint on every line 
whicb began with the letter a. changing IMric to second 
on every line which began with the letter b. and cbanging 
mlllic to third on every line which began with tbe letter c
Ali other words and all other lines are left unchanged. 

These rules are so simple that the easiest way to do this 
job is with a flag: 

int flag; 

"a Iflag - 'a'; ECHO;) 
"b Iflag - 'b'; ECHO;) 
·c (flag - 'c'; ECHO;) 
\n Iflag - 0; ECHO;) 
~gic [ 

switch (Oag) 
( 
case 'a': printf(-first-); break; 
case 'b': printf(-second-); break; 
case 'c': printfC-tbird-); brealc; 
default: ECHO; brealc; 
} 
} 

sbould be adequate. 
To handle the same problem with start conditions, each 

start condition must be introduced to Lex in the 
definitions section with a line reading 

. %Start name I namel ... 

wbere tbe conditions may be named in any order. The 
word SkIn may be abbreviated to s or S. The conditions 
may be referenced at the head of a rule with the < > 
brackets: 

< name 1 > expression 

is a rule which is only recognized when Lex is in the start 
condition """,d. To enter a stan condition, execute the 
action statement 

BEGIN namel; 

which changes the stan condition to 1UUfte1. To resume 
the normal state. 
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BEGIN 0; 

, resets the initial condition of the Lex automaton inter
preter. A rule may be active in several start conditions: 

< name l,name2,name3 > 

is a legal prefix. Any rule not beginninl with the < > 
prefix operator is always active. 

The same example as before can be written: 

%ST ART AA B8 CC 
%% 
"a 
"b 
"c 
\n 
<AA>magic 
<BB>magic 
<CC> magic 

{ECHO~ BEGIN AA;} 
(ECHO; BEGIN BB;) 
(ECHO; BEGIN CC~) 
(ECHO; BEGIN 0;) 
printn-first->; 
printn-second-); 
printn-third-); 

where the logic is exactly the same as ira tbe previous 
method of handling the problem. but Lex does the work 
rather than the user's code. 

11 Character Set. 

The programs generated by Lex handle cbaracter I/O 
only through the routines input, outpUt, and IIIfpul. Thus 
the character representation provided in these routines is 
accepted by Lex and employed to return values in yytaL 

For internal use a character is represented as a small in
teger whicb, if the standard library is used. has a value 
equal to the integer value of the bit pattern representinl 
the character on the host computer. In C. the I/O rou
tines are assumed to deal directly in this representation. 
In Ratfor, it is anticipated that many users will prefer 
left"adjusted rather than right-adjusted characters; thus 
the routine /a:sh/ is called to change the representation 
delivered by input into a right-adjusted integer. If the 
user changes the lIO library, the routine leah/ should 
also be changed to a compatible version. The Ratfor li
brary I/ 0 system is arranged to represent the letter a as 
in the Fortran value IRa while in C the letter a is 
represented as the character constant 'a'. If this interpre
tation is changed. by providing I/O routines which 
translate the characters. Lex must be told about it. by giv
ing a translation table. This table must be in the 
definitions section. and must be bracketed by lines con
taming only ·'%r. The table contains lines of the form 

{integer} (character string) 

which indicate the value clSSociated with each character. 
Thus the next example maps the lower and upper case 
letters together into the integers 1 through 26, newline 
into 27. + and" into 28 and 29, and the digits into 30 
through 39. ~ote the escape for newline. If a table is 
supplied, every character that is to appear either in the 

%T 
1 Aa 
2 Bb 

26 Zz 
27 \11 
28 + 
29 
30 0 
31 1 

39 9 
%T 

Sample cbarader table. 

rules or in any valid input must be included in the tabll 
No cbaracter may be assigned the number 0, and no cba: 
acter may be assigned a biger number than the size ( 
the hardware character set. 

It is not likely that C users will wish to use the charac 
ter table feature; but for Fortran portability it may t 
essential. 

Although the contents of the Lex Ratfor library ro, 
tines for input and output run almost unmodified 0 

UNIX. GeOS, and 051 370, they are not really machill 
independent, and would not work with CDC or Bu 
roughs Fortran compilers. The user is of course welcolII 
to replace input, output, IIIfput and leah/ but to replac 
them by completely portable Forttan routines is likely I 

cause a substantial decrease in the speed of Lex Ratf( 
prolfllDlS. A simple way to produce portable routinl 
would be to leave input and ouIJ1III as routines that re~ 
with 80Al format. but replace leah/ by a table lookll 
routine: 

1% Summary of Source Formac. 

The zenerat form of a Lex source file is: 

( definitions I 
%% 
{rulesl 
%% 
(user subroutines I 

The definitions section contains a combination of 
1) Definitions, in the form "name space transl, 

tion", 

2) Included code, in the form "space code", 

3) Included code, in the form 

%{ 
code 
'~I 
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4) Start conditions, given in the form 

%S name I name2 ... 

5) Character set tables, in the form 

%T 
number space character-string 

%T 

6) A language specifier, which must also precede any 
rules or included code, in the form "%C" for C 
or "%R" for Ratfor. 

7) Changes to internal array sizes, in the form 

%x Iflfn 

where IIl1n is a decimal integer representing an ar
ray size and x selects the parameter as follows: 

Letter 
p 
n 
e 
a 
k 
o 

Parameter 
positions 
states 
tree nodes 
transitions 
packed character classes 
output array size 

Lines in the rules section have the form "expression ac
tion" where the action may be continued on succeeding 
lines by using braces to delimit it. 

Regular expressions in Lex use the following operators: 

x 
"x" 
\x 
bey) 
[x-z) 
("x) 

-x 
<y>x 
x$ 
x? 
x· 
x+ 
~ 
(x) 
xly 
(xxI 
x{m,nl 

the character "x" 
an "x". even if x is an operator. 
an 'x", even if x is an operator. 
the character x or y. 
the characters x, y or z. 
any character but x. 
any character but newline. 
an x at the beginning of a line. 
an x when Lex is in start condition y. 
an x at the end of a line. 
an optional x. 
0, I ,2, ... instances of x. 
1,2,3, ... instances of x. 
an x or a y. 
an x. 
an x but only if followed by y. 
the translation of xx from the definitions section. 
m through II occurrences of x 

13 Caveats and Bugs. 

There are pathological expressions which produce ex
ponential growth of the tables when converted to deter
ministic machines: fortunately, they are rare. 

REJECT does not rescan the input: instead it 
remembers the results of the previous scan. This means 
that if a rule with trailing context is found, and REJECT 
executed, the user must not have used unput to change 
the characters forthcoming from the input stream. This is 
the only restriction on the user's ability to manipulate the 
not-yet-processed input. 

TSO Lex is an older version. Among the non
supported features are REJECT, start conditions, or vari
able length trailing context, And any significant Lex 
source is too big for the IBM C compiler when translated. 
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ABSTRACT 

DC is an interactive desk calculator program implemented on the UNIXt 
time-sharing system to do arbitrary-precision integer arithmetic. It has provi
sion for manipulating scaled fixed-point numbers and for input and output in 
bases other tban decimal. 

Tbe size of numbers that can be manipulated is limited only by available 
core storage. On typical implementations of UNIX, the size of numbers that can 
be handled varies from several hundred digits on the smallest systems to 
several thousand on the largest. 
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DC is an arbitrarY precision arithmetic pacicale implemented on the UNIXt time-shannl 
system in the form of an interactive desk calculator. It works like a stackinl calculator usinl 
reverse Polish notation. Ordinarily DC operates on decimal intele~ but one may specify an 
input base. output base. and a number of fractional dilits to be maintained. 

A lanauage caJled BC U J has been developed which accepts programs written in the fami
liar style of hilher-Ievel prosrammil1l lanluales and compiles output which is interpreted by 
DC. Some of the commands described below were desilned for the compiler interface and are 
not easy for a human user to manipulate. 

Numbers that are typed into DC are put on a push-down stack. DC commands work by 
talcinl the top number or two off' the stack. performinl the desired operation. and pushinl the 
result on the stack. If an argument is given. input is taken from that file until its end. then 
from the standard inpuL 

SYNOPTIC DESCRIPTION 

Here we describe the DC commands that are intended for use by people. The additional 
commands that are intended to be invoked by compiled output are described in the detailed 
description. 

Any number of commands are permitted on a line. Blanks and new-line characters are 
ignored except within numbers and in places where a reJister name is expected. 

The followinl constructions are recolnized: 

number 

The value of the number is pushed onto the main stack. A number is an unbroken saing 
of the digits 0-9 and the capital letters A -F which are treated as digits with values 10-15 
respectively. The number may be preceded by an underscore to input a negative 
number. Numbers may contain decimal points. 

+ - • ~ .. 
The top two values on the stack are added (+), subuacted (-). multiplied (*), divided 
(f), remaindered (~). or exponentiated (A). The twO entries are popped off the stack: the 
result is pushed on the stack in their place. The result of a division is an integer trun
cated toward zero. See the detailed description below for the treatment of numbers with 
decimal points. An exponent must not have any digits after the decimal poinL 

~UNIX IS a Trademark of Bell uboratories. 
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Ix 

·2· 

The top of the main stack is popped and stored into a register named x. where x may be 
any character. If the s is capitalized. x is treated as a stack and the value is pushed onto 
it. Any character, even blank or new-line, is a valid register name. 

The value in register x is pushed onto the stack. The register x is not altered. If the 1 is 
capitalized, register x is treated as a stack and its top value is popped onto the main stack. 

All registers start with empty value which is treated as a zero by the command 1 and is treated 
as an error by the command L. 

d 

p 

f 

I ... ) 

q 

The top value on the stack is duplicated. 

The top value on the stack is printed. The top value remains unchanged. 

All values on the stack and in registers are printed. 

treats the top element of the stack as a character string. removes it from the stack. and 
executes it as a string of DC commands. 

puts the bracketed character string onto the top of the stack. 

exits the program. If executing a string. the recursion level is popped by two. If q is capi
talized. the top value on the stack is popped and the string execution level is popped by 
that value. 

<x >x ·x !<x !>x !-x 

y 

c 

The top two elements of the stack are popped and compared. Register x is executed if 
they obey the stated relation. Exclamation point is negation. 

replaces the top element on the stack by its square root. The square root of an integer is 
truncated to an integer. For the treatment of numbers with decimal points. see the 
detailed description below. 

interprets the rest of the line as a UNIX command. Control returns to DC when the UNIX 
command terminates. 

All values on the stack are popped: the stack becomes empty. 
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The top value on the stack i5 popped and used as the number radix for further input. If i 
is capitalized. the value of the input base is pushed onto the stack. No mechanism has 
been provided for the input of arbitrarY numbers in bases less than 1 or greater than 16. 

The top value on the stack is popped and used as the number radix for further output. If 
o is capitalized. the value of the output base i5 pushed onto the stack. 

The top of the stack is popped. and that value is used as a scale factor that influences the 
number of decimal places that are maintained durinc multiplication. division. and 
exponentiation. The scale factor must be greater than or equal to zero and less than 100. 
If k is capitalized. the value of the scale factor i5 pushed onto the stack. 

The value of the Slack level i5 pushed onto the stack • 

A line of input is taken from the input source (usually the console) and executed. 

DETAILED DESCRIPTION 

Internal RepresentadoD of Numbers 

Numbers are stored internally using a dynamic storage allocator. Numbers are kept in the 
form of a suing of digitS to the base 100 stored one digit per byte (centennial digits). The 
suing is stored with the low-order digit at the begiMing of the saina. For example. the 
representation of 157 is 57,1. After any arithmetic operation on a number, care is taken that aU 
digits are in the range 0-99 and that the number has no leading zeros. The number zero is 
represented by the empty suing. 

Negative numbers are represented in the 100'5 complement notation. which is analogous 
to two's complement notation for binary numbers. The high order digit of a negative number 
is always -1 and aU other digits are in the range 0-99. The digit preceding the high order -1 
digit is never a 99. The representation of -157 is 43,98, -1. We shall call this the canonical 
form of a number. The advantage of this kind of representation of negative numbers is ease of 
addition. When addition is performed digit by digit, the result is formally correct. The result 
need only be modified. if necessary, to put it into canonical form. 

Because the largest valid digit is 99 and the byte can hold numbers twice that large. addi
tion can be carried out and the handling of carries done later when that is convenient, as it 
sometimes is. 

An additional byte is stored with each number beyond the high order digit to indicate the 
number of assumed decimal digitS after the decimal point. The representation of .001 is 1.1 
where the scale has been italicized to emphasize the fact that it is not the high order digit. The 
value of this extra byte is called the scale (actor of the number. 

The Allocator 

DC uses a dynamic suing storage allocator for aU of its internal storage. All reading and 
writing of numbers internally is done through the allocator. Associated with each suing in the 
allocator is a four-word header containing pointers to the beginning of the suing, the end of the 
string. the next place to write. and the next place to read. Communication between the aUoca
tor and DC is done via pointers to these headers. 
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The allocator initially has one larse string on a list of free strings. All headers except the 
one pointing to this string are on a list of free headers. Requests for strings are made by size. 
The size of the string actually supplied is the next higher power of 2. When a request for a 
string is made. the allocator first checks the free list to see if there is a string of the desired 
size. If none is found. the allocator finds the next larger free string and splits it repeatedly until 
it has a string of the right size. Left-over strings are put on the free list. If there are no larger 
strings. the allocator tries to coalesce smaller free strings into larger ones. Since all strings are 
the result of splitting larse strings. each string has a neighbor that is next to it in core and. if 
free. can be combined with it to make a string twice as long. This is an implementation of the 
'buddy system' of allocation described in [2]. 

Failing to find a string of the proper length after coalescing. the allocator asks the system 
for more space. The amount of space on the system is the only limitation on the size and 
number of strings in DC. If at any time in the process of trying to allocate a string. the alloca
tor runs out of headers. it also asks the system for more space. 

There are routines in the allocator for reading, writing, copying. rewinding, forward
spacing. and backspacing strings. All string manipulation is done using these routines. 

The reading and writing routines increment the read pointer or write pointer so that the 
characters of a string are read or written in succession by a series of read or write calls. The 
write pointer is interpreted as the end of the information-containing portion of a string and a 
call to read beyond tbat point returns an end-of-string indication. An attempt to write beyond 
tbe end of a string causes the allocator to allocate a larger space and then copy the old string 
into the larger block. 

Internal Arithmetic 
All arithmetic operations are done on integers. The operands (or operand) needed for the 

operation are popped from the main stack and their scale factors stripped off. Zeros are added 
or digits removed as necessary to get a properly scaled result from the internal arithmetic rou
tine. For example. if the scale of the operands is different and decimal alignment is required. 
as it is·for addition. zeros are appended to the operand with the smaller scale. After performing 
the required arithmetic operation. the proper scale factor is appended to the end of the number 
before it is pushed on the stack. 

A register called scale plays a part in the results of most arithmetic operations. scale is 
the bound on the number of decimal places retained in arithmetic computations. scale may be 
set to the number on the top of the stack trUncated to an integer with the k command. K may 
be used to push the value of scale on tbe stack. scale must be greater than or equal to 0 and 
less than 100. The descriptions of the individual arithmetic operations will include the exact 
effect of scale on the computations. 

Addition Ind Subtraction 
The scales of the two numbers are compared and trailing zeros are supplied to the number 

with the lower scale to give both numbers the same scale. The number with the smaller scale is 
multiplied by 10 if the difference of the scales is odd. The scale of the result is then set to tbe 
larger of the scales of the two operands. 

Subtraction is performed by negati,nB the number to be subtracted and proceeding as in 
addition. 

Finally. the addition is performed digit by digit from the low order end of the number. 
The carries are propagated in the usual way. The resulting number is brought into canonical 
form. which may require stripping of leading zeros. or for negative numbers replacing the 
high-order configuration 99. -1 by the digit -1. In any case. digits which are not in tbe range 
0-99 must be brought into that range. propagating any carries or borrows that result. 
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MuJtfpliC2tion 

The scales are removed from the [WO operands and saved. The operands are both made 
positive. Then multiplication is performed in a digit by digit manner that exactly mimics the 
hand method of multiplying. The first number is multiplied by each digit of the second 
number. beginning with its low order digit. The intermediate products are accumulated into a 
partial sum which becomes the final product. The product is put into the canonic:ai form and its 
sip is computed from the signs of the original operands. 

The scale of the result is set equal to the sum of the scales of the two operands. If that 
scale is larger than the internal register SC2le and also larger than both of the scales of the two 
operands. then the scale of the result is set equal to the largest of these three last quantities. 

Dlyision 

The scales are removed from the two operands. Zeros are appended or digits removed 
from the dividend to make the scale of the result of the integer division equal to the internal 
quantity scale. The signs are removed and saved. 

Division is performed much as it would be done by hand. The dift'erence of :he lengths 
of the [wo numbers is computed. If the divisor is longer than the dividend. zero is returned. 
Otherwise the top digit of the divisor is divided into the top [wo digits of the dividend. The 
result is used as the first (high-order) digit of the quotient. It may tum out be one unit too 
low, but if it is. the next trial quotient will be larger than 99 and this will be adjusted at the end 
of the process. The trial digit is multiplied by the divisor and the result subtracted from the 
dividend and the process is repeated to get additional quotient digits until the remainiq divi
dend is smaller than the divisor. At the end. the digits of the quotient are put into the canoni
cal form. with propagation of carry as needed. The sign is set from the sign of the operands. 

Remainder 

The division routine is called and division is performed exactly as described. The quantity 
returned is the remains of the dividend at the end of the divide process. Since division trun
cates toward zero, remainders have the same sign as the dividend. The scale of the remainder 
is set to the maximum of the scale of the dividend and the scale of the quotient plus the scale 
of the divisor. 

Square Root 

The scale is stripped from the operand. Zeros are added if necessary to make the integer 
result nave a scale tnat is the larger of the internal quantity scale and the scale of the operand. 

The method used to compute sqn(y) is ~ewton's method with successive approximations 
by the rule 

The initial guess is found by taking the integer square root of the top two digits. 

Exponentiation 

Only exponents with zero scale factor are handled. If the exponent is zero, then the 
result is 1. If the exponent is negative, then it is made positive and the base is divided into 
one. The scale of the base is removed. 

The integer exponent is viewed as a binary number. The base is repeatedly squared and 
the result is obtained as a product of those powers of the base that correspond co the positions 
of the one-bits in the binary representation of ehe exponent. Enough digits of the result are 
removed to make the scale of the result the same as if ehe indicated multiplication had been 
performed. 
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Input Conversion and Base 

Numbers are converted to the internal representation as they are read in. The scale 
stored with a number is simply the number of fractional digits input. Negative numbers are 
indicated by preceding the number with a _. The hexadecimal digits A - F correspond to the 
numbers 10-15 regardless of input base. The i command can be used to change the base of 
the input numbers. This command pops the stack, truncates the resulting number to an 
integer, and uses it as the input base for all further input. The input base is initialized to 10 
but may, for example be changed to 8 or 16 to do octal or hexadecimal to decimal conversions. 
The command I will PlJSh the value of the input base on the stack. 

Output Commands 

The command p causes the top of the stack to be printed. It does not remove the top of 
the stack. All of the stack and internal registers can be output by typing the command f. The 0 

command can be used to change the output base. This command uses the top of the stack, 
truncated to an integer as the base for all further output. The output base in initialized to 10. 
It will work correctly for any base. The command 0 pushes the value of the output base on the 
stack. 

Output Format and Base 

The input and output bases only aft'ect the interpretation of numbers on input and output; 
they have no effect on arithmetic computations. Large numbers are output with 70 characters 
per line; a \ indicates a continued line. All choices of input and output bases work correctly, 
although not all are useful. A particularly useful output base is 100000, which has the effect of 
grouping digits in fives. Bases of 8 and 16 can be used for decimal-octal or decimal
hexadecimal conversions. 

Internal Reaisters 

Numbers or strings may be stored in internal registers or loaded on the stack from regis
ters with the commands sand 1. The command sx pops the top of the stack and stores the 
result in register x. x can be any character. Ix puts the contents of register x on the top of the 
stack. The I command has no effect on the contents of register x. The s command, however, 
is destructive. 

Stack Commands 

The command c clears the stack. The command d pushes a duplicate of the number on 
the top of the stack on the stack. The command z pushes the stack size on the stack. The 
command X replaces the number on the top of the stack with its scale factor. The command Z 
replaces the top of the stack with its length. 

Subroutine Definitions and Calls 

Enclosing a string in II pushes the ascii string on the stack. The q command quits or in 
executing a string, pops the recursion levels by two. 

Internal Realsters - PrOiramming DC 

The load and store commands together with II to store strings, x to execute and the test
ing commands '<', '>', '-', '!<', '!>', '!-' can be used to program DC. The x command 
assumes the top of the stack is an string of DC commands and executes it. The testing com
mands compare the top two elements on the stack and if the relation holds, execute the register 
that follows the relation. For example, to print the numbers 0-9, 

[tip 1 + si lilO>alsa 
Osi lax 
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Push· Down Reiisters and Arrays 
These commands were designed for used by a compiler. not by people. They involve 

push-down registers aad arrays.. In addition to the stack that commands work on. DC can be 
thought of as having individual stacks for each register. These registers are operated on by the 
commands Sand L. Sx pushes the top value of the main stack onto the stack for the register 
x. Lx pops the stack for register x and puts the result 'on the main stack. The commands sand 
1 also work on registers but not as push-down stacks. 1 doesn't effect the top of the register 
stack. and s destroys what was there before. 

The commands to work on arrays are : and;. :x pops the stack and uses this value as an 
index into the array x. The next element on the stack is stored at this index in.t: An index 
must be greater than or equal to 0 and less tban 2048. ;x is the command to load tbe main 
stack from the array x. The value on tbe top of the stack is the index into tbe array x of the 
value to be loaded. 

Miscellaneous Commands 
The command ! interprets the rest of the line as a UNIX 

command and passes it to UNIX to execute. One other compiler command is Q. This com· 
mand uses the top of the stack as the number of levels of recursion to skip. 

DESIGN CHOICES 
The real reason for the use of a dynamic storage allocator was that a general purpose pro

gram could be (and in fact has been) used for a variety of otber tasks. The allocator has some 
value for input and for compilina (i.e. the bracket [, . .1 commands) where it cannot be known 
in advance how lonl a strina will be. The result was that at a modest cost in execution time. all 
considerations of strinl allocation and sizes of strings were removed from the remainder of the 
program and debuggina was made easier. The allocation method used wastes approximately 
25% of available space. 

The choice of 100 as a base for internal arithmetic seemingly has no compelling advan
tage. Yet the base cannot exceed 127 because of hardware limitations and at the cost of 5% in 
space, debugging was made a·great deal easier and decimal output was made much faster. 

The reason for a stack-type arithmetic design was to permit all DC commands from addi
tion to subroutine execution to be implemented in essentiaUy tbe same way. The result was a 
considerable degree of logical separation of the final program into modules witb very little com
munication between modules.. 

The rationale for the lack of interaction between the scale and the bases was to provide an 
understandable means of proceeding after a charlge of base or scale when numbers had already 
been entered. An earlier implementation whicb had giobal notions of scale and base did not 
work out well IC the value of scale were to be interpreted in the current input or output base. 
tben a change of base or scale in tbe midst of a computation would cause great confusion in the 
iaterpretation of the results. The current scheme has the advantage that the value of tbe input 
and output bases are only used for input and output. respectively, and they are ignored in all 
other operations. The value of scale is not used for any essential purpose by any part of the 
program and it is used only to prevent tbe number of decimal places resulting from the aritb
metic operations from growing beyond aU bounds. 

The design rationale for the choices for tbe scales of tbe results of arithmetic were chat in 
no case should any significant digits be thrown away if. on appearances. the user actually 
wanted them. Thus. if the user wants to add tbe numbers 1.S and 3.517. it seemed reasonable 
to give him the result 5.017 without requiring him to unnecessarily specify his rather obvious 
requirements for precision. 

On the other hand. multiplication and exponentiation produce :-esults with many more 
digits than cheir operands and it seemed reasonable to give as a minimum the number of 
decimal places in the operands but not to give more than ,hat number of digits unless the user 
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asked for them by specifying a value for scale. Square root can be handled in just the same 
way as multiplication. The operation of division gives arbitrarily many decimal places and there 
is simply no way to guess how many places the user wants. In this case only, the user must 
specify a scale to get any decimal places at all. 

The scale of remainder was chosen to make it possible to recreate the dividend from the 
quotient and remainder. This is easy to implement; no digits are thrown away .. 
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ABSTRACT 

Be is a language and a compiler for doing arbitrary precision arithmetic on 
the PDP-II under the UNIX+ time-sharing system. The output of the compiler 
is interpreted and executed by a collection of routines which can input. output. 
and do arithmetic on indefinitely' large integers and on scaled fixed-point 
numbers. 

These routines are themselves based on a dynamic storage allocator. 
Overflow does not occur until all available core storage is exhausted. 

The language has a complete control structure as well as immediate-mode 
operation. Functions can be defined and saved for later execution. 

Two five hundred-digit numbers can be multiplied to give a thousand digit 
result in about ten seconds. 

A small collection of library functions is also available. including sin. cos. 
arctan. log. exponential. and Bessel functions of integer order. 

Some of the uses of this compiler are 

to do computation with large integers. 

to do computation accurate to many decimal places. 

- conversion of numbers from one base to another base. 
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Be - An Arbitrary Precision Desk-Calculator Language 

Introduction 

l.orinda Cherry 

Robert l'vloms 

Bell Laboratories 
Murray Hill, New Jersey 07974 

BC is a language and a compiler for doing arbitrary precision arithmetic on the UNIXt 
time-sharing system (1]. The compiler was written to make conveniently available a collection 
of routines (called DC [5)) which are capable of doing arithmetic on integers of arbitrary size. 
The compiler is by no means intended to provide a complete programming language. It is a 
minimal language facility. 

There is a scaling provision that permits the use of decimal point notation. Provision is· 
made for input and output in bases other than decimal. Numbers can be convened from 
decimal to octal by simply setting the output base to equal 8. 

The actual limit on the number of digits that can be handled depends on the amount of 
storage available on the machine. Manipulation of numbers with many hundreds of digits is 
possible even on the smallest versions of UNIX. 

The syntax of BC has been deliberately selected to agree substantially.with the C language 
[2]. Those who are familiar with C will find few surprises in this language. 

Simple Computations with Integers 
The simplest kind of statement is an arithmetic expression on a line by itself. For 

instance. if you type in the line: 

142857 + 285714 

the program responds immediately with the line 

428571 

The operators - .•• I. "10. and • can also be used; they indicate subtraction. multiplication. divi
sion. remaindering. and exponentiation. respectively. Division of integers produces an integer 
result truncated toward zero. Division by zero produces an error comment. 

Any term in an expression may be prefixed by a minus sign to indicate that it is to be 
negated {the 'unary' minus sign). The expression 

7+-3 

is interpreted to mean that -3 is to be added to 7. 

~ore complex expressions with several operators and with parentheses are interpreted just 
as in Fortran. with - having the greatest binding power. then • and % and I. and finally + and 
-. Contents of parentheses are evaluated before material outside the parentheses. Exponen
tiations are ·performed from right to left and the other operators from left to right. The two 
expressions I 

;ot:NIX IS a Trac1em3rk of Bell Laboratones. 



are equivalent. as are the two expressions 

a"b"c and (a"b)"c 

- 2 -

Be shares with Fortran and C the undesirable convention that 

a/b"c is equivalent to (a/b)"c 

Internal storage registers to hold numbers have single lower-case letter names. The value 
of an expression can be assigned to a register in the usual way. The statement 

x = x + 3 

has the effect of increasing by three the value of the contents of the register named x. When, 
as In this case, the outermost operator is an ==, the assignment is performed but the result is 
not printed, Only 26 of these named storage registers are available. 

There is a built-in square root function whose result is truncated to an integer (but see 
scaling below). The lines 

x = sqrt(J 91) 
x 

produce the printed result 

13 

Bases 

There are special internal quantities, called 'ibase' and 'obase', The contents of 'ibase', 
initially set to 10, determines the base used for interpreting numbers read in. For example, the 
lines 

ibase = 8 
11 

will produce the output line 

9 

and you are all set up to do octal to decimal conversions. Beware. however of trying to change 
the input base back to decimal by typing 

ibase ::z: 10 

Because the number 10 is interpreted as octal. this statement will have no effect. For those 
who deal in hexadecimal notation, the characters A - F are permitted in numbers (no matter 
what base is in effect) and are interpreted as digits having values 10-15 respectively. The 
statement 

ibase = A 

will change you back to decimal input base no matter what the current input base is. Negative 
and large positive input bases are permitted but useless. No mechanism has been provided for 
the input of arbitrary numbers in bases less than 1 and greater than 16. 

The contents of 'obase', initially set to 10, are used as the base for output numbers. The 
lines 

obase = 16 
1000 

will produce the output line 
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3E8 

which is to be interpreted as a 3-digit hexadecimal number. Very large output bases are permit
ted. and they are sometimes useful. For example, large numbers can be output in groups of 
five digits by setting 'obase' to 100000. Strange (i.e. 1, 0, or negative) output bases are han
dled appropriately. 

Very large numbers are split across lines with 70 characters per line. Lines which are con
tinued end with \. Decimal output conversion is practically instantaneous, but output of very 
large numbers (Le., more than 100 digits) with other bases is rather slow. Non-decimal output 
conversion of a one hundred digit number takes about three seconds. 

It is best to remember that 'ibase' and 'abase' have no effect whatever on the course of 
internal computation or on the evaluation of expressions, but only affect input and output 
conversion. respectively. 

ScaliD, 
A third special internal quantity called 'scale' is used to determine the scale of calculated 

quantities. Numbers may have up to 99 decimal digits after the decimal point. This fractional 
part is retained in further computations. We refer to the number of digits after the decimal 
point of a number as its scale. 

When two scaled numbers are combined by means of one of the arithmetic operations. 
the result has a scale determined by the following rules. For addition and subtraction. the scale 
of the result is the larger of the scales of the two operands. In this case. there is never any 
truncation of the result. For multiplications. the scale of the result is never less than the max
imum of the two scales of the operands, never more than the sum of the scales of the operands 
and, subject to those two restrictions. the scale of the reSUlt is set equal to the 'contents of the 
internal quantity 'scale'. The scale of a quotient is the contents of the internal quantity 'scale'. 
The scale of a remainder is the sum of the scales of the quotient and the divisor. The result of 
an exponentiation is scaled as if the implied multiplications were performed. An exponent 
must be an integer. The scale of a square root is set to the maximum of the scale of the argu
ment and the contents of 'scale'. 

All of the internal operations are actually carried out in terms of integers. with digits 
being discarded when necessary. In every case where digits are discarded, truncation and not 
rounding is performed. 

The contents of 'scale' must be no greater than 99 and no less than O. It is initially set to 
O. In case you need more than 99 fraction digits. you may arrange your own scaling. 

The internal quantities 'scale'. '[base', and 'obase' can be used in expressions just like 
other variables. The line 

scale - scale + 1 

increases the value of 'scale' by one, and the line 

scale 

causes the current value of 'scale' to be printed. 

The value of 'scale' retains its meaning as a number of decimal digits to be retained in 
internal computation even when 'ibase' or 'obase' are not equal to 10. The internal computa
tions (which are still conducted in decimal, regardless of the bases) are performed to the 
specified number of decimal digits. never hexadecimal or oc:ai or <lny other kind of digits. 

Functions 

The name of a function is a single lower-case letter. Function names are permitted to col
lide with simpie variable names. Twenty-six different defined (unctions :ire permuted in :lddi
tion to the twenty-six variable names. The line 
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define a(xli 

begins the definition of a function with one argument. This line must be followed by one or 
more statements, which make up the body of the function, ending with a right brace I. Return 
of control from a function occurs when a return statement is executed or when the end of the 
function is reached. The return statement can take either of the two forms 

return 
return (x) 

In the first case, the value of the function is 0, and in the second. the value of the expression 
in parentheses. 

Variables used in the function can be declared as automatic by a statement of the form 

auto x,y,z 

There can be only one 'auto' statement in a function and it must be the first statement in the 
definition. These automatic variables are allocated space and initialized to zero on entry to the 
function and thrown away on return. The values of any variables with the same names outside 
the function are not disturbed. Functions may be called recursively and the automatic variables 
at each level of call are protected. The parameters named in a function definition are treated in 
the same way as the automatic variables of that function with the single exception that they are 
given a value on entry to the function. An example of a function definition is 

define a(x,y)( 
auto z 
z = x·y 
return (z) 

The value of this function, when called, wiil be the product of its two arguments. 

A function is called by the appearance of its name followed by a string of arguments 
enclosed in parentheses and separated by commas. The result is unpredictable if the wrong 
number of arguments is used. 

Functions with no arguments are defined and called using parentheses with nothing 
between them: b O. 

If the function a above has been defined, then the line 

a(i,3.14) 

would cause the result 21.98 to be printed and the line 

x = a(a(3,4),5) 

would cause the value of x to become 60. 

Subscripted Variables 

A single lower-case letter variable name followed by an expression in brackets is called a 
subscripted variable (an array element). The variable name is called the array name and the 
expression in brackets is called the subscript. Only one-dimensional arrays are permined. The 
names of arrays are permitted to collide with the names of simple variables and function names. 
Any fractional part of a subscript is discarded before use. Subscripts must be greater than or 
equal to zero and less than or equal to 1047. 

Subscripted variables may be freely used in expressions, in function calls, and in return 
statements. 

An array name may be used as an argument to a function, or may be declared JS 

automatic in a function definition by the use of empty brackets: 



f(a[]) 
define f(a(]) 
auto a(] 
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When an array name is so used. the whole contents of the array are copied for the use of the 
function, and thrown away on exit from the function. Array names which refer to whole arrays 
cannot be used in any other contexts. 

Control Statements 
The 'if, the 'while', and the 'for' statements may be used to alter the flow within pro

grams or to cause iteration. The range of each of them is a statement or a compound statement 
consisting of a collection of statements enclosed in braces. They are written in the following 
way 

or 

if(relation) statement 
while(relalion) statement 
for(expressionl~ relation; expression2) statement 

if(relation) (statements} 
while(relation) (statements) 
fodexpressionl; relation; expression2) (statementsl 

A relation in one of the control statements is an expression of the form 

x>y 

where two expressions are related by one of the six relational operators <, >. < -, > -. 
- -. or ! -, The relation - - stands for 'equal to' and! - stands for 'not equal to', The 
meaning of the remaining relational operators is clear. 

BEWARE of using - instead of - - in a relational. Unfortunately, both of them are 
legal. so you will not get a diagnostic message, but - really will not do a comparison. 

The 'if statement causes execution of its range if and only if the relation is true. Then 
control passes to the next statement in sequence. 

The 'while' statement causes execution of its range repeatedly as long as the relation is 
true. The relation is tested before each execution of its range and if the relation is false. con
trol passes to the next statement beyond the range of the while. 

The 'for' statement begins by executing 'expression 1', Then the relation is tested and. if 
true. the statements in the range of the 'for' are executed. Then 'expression2' is executed. 
The relation is tested. and so on. The typical use of the 'for' statement is for a controlled itera
tion. as in the statement 

for(i-l; i< -10: i-i+l) i 

which will print the integers from 1 to 10. Here are some examples of the use of the control 
statements. 

define f(n>l 
auto i. x 
x-I 
for(j-I; i< -n: i-i+l) x-x*i 
return (x) 
I 

The line 

ffa) 
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will print a factorial if a is a positive integer. Here is the definition of a function which will 
compute values of the binomial coefficient (m and n are assumed to be positive integers). 

define b(n.ml( 
auto x, j 
x=l 
for(j=Lj<=m:j=j+l) x==x*(n-j+l)/j 
return (x) 
I 

The following function computes values of the exponential function by summing the appropri
ate series without regard for possible truncation errors: 

scale == 20 
define e (x >I 

auto a, b, c. d, n 
a = 1 
b==l 
c == 1 
d-O 
n == 1 
while (I = == 1) I 

Some Details 

a ... a·x 
b == b*n 
c ... c + alb 
n=n+1 
ifk=- ==d) return(c) 
d=c 

There are some language features that every user should know about even if he will not 
use them. 

Normally statements are typed one to a line. It is also permissible to type several state
ments on a line separated by semicolons. 

If an assignment statement is parenthesized. it then has a value and it can be used any
where that an expression can. For example. the line 

(x-y+17) 

not only makes the indicated assignment. but also prints the resulting value. 

Here is an example of a use of the value of an assignment statement even when it is not 
parenthesized. 

x = a{i=i+l) 

causes a value to be assigned to x and also increments i before it is used as a subscript. 

The following constructs work in BC in exactly the same manner as they do in the C 
language. Consult the appendix or the C manuals [2] for their exact workings. 



x -y -z is the same as 
x -+ y 

x -- y x _. y 

x -/ y 
x -% y 

x -" y 
x++ 
x--
++x 
--x 
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x-(y-z) 
x - x +y 
x - x-y 
x - x·y 
x - x/y 
x - x%y 
x - x"y 
(x-x + 1)-1 
(x-x-O + 1 
x - x+l 
x-x-l 

Even if you don't intend to use the constructs, if you type one inadvertently. something correct 
but unexpected may happen. 

WARNING! In some of these constructions, spaces are significant. There is a real 
difference between x--y and x- -yo The first replaces x by x-y and the second by -yo 

Three Imponant Things 
1. To exit a BC program, type 'quit'. 

2. There is a comment convention identical to that of C and of PUI. Comments begin 
with 'r' and end with './'. 

3. There is a library of math functions which may be obtained by typing at command level 

be: -I 

This command will load a set of library functions which, at the time of writing, consists of sine 
(named '5'), cosine ('c'), arctangent ('a'), natural logarithm ('t'). exponential ('e') and Bessel 
functions of integer order ('j(n.x)'). Doubtless more functions will be added in time. The 
library sets the scale to 20. You can reset it to something else if you like. The design of these 
mathematical library routines is discussed elsewhere [3). 

If you type 

be file '" 

BC will read and execute the named file or files before accepting commands from the keyboard. 
In this way. you may load your favorite programs and function definitions. 
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. Appendix 

1. Notation 

In the following pages syntactic categories are in Italics; literals are in bold: material in 
brackets [] is optional. 

2. Tokens 

Tokens consist of keywords, identifiers, constants. operators, and separators. Token 
separators may be blanks. tabs or comments. Newline characters or semicolons separate state
ments. 

2.1. Comments 

Comments are introduced by the characters r and terminated by • /. 

2.2. Identifiers 

There are three kinds of identifiers - ordinary identifiers. array identifiers and function 
identifiers. All three types consist of single lower-case letters. Array identifiers are followed by 
square brackets. possibly enclosing an expression describing a subscript. Arrays are singly 
dimensioned and may contain up to 2048 elements. Indexing begins at zero so an array may be 
indexed from 0 to 2047. Subscripts are truncated to integers. Function identifiers are followed 
by parentheses. possibly enclosing arguments. The three types of identifiers do not conflict: a 
program can have a variable named x. an array named x and a function named x, all of which 
are separate and distinct. 

2.3. Keywords 

The following are reserved keywords: 
Ibase if 
obase break 
scale define 
sqrt auto 
length return 
while quit 
for 

2.4. Constants 

Constants consist of arbitrarily tong numbers with an optional decimal point. The hexade
cimal digits A- F are also recognized as digits with values 10-15. respectively. 

3. Expressions 

The value of an expression is printed unless the main operator is an assignment. Pre
cedence is the same as the order of presentation here. with highest appearing first. Left or right 
associativity. where applicable, is discussed with each operator. 
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3.1. Primitive expressions 

3.1.1. Named expressions 
Named expressions are places where values are stored. Simply stated. named expressions 

are legal on the left side of an assignment. The value of a named expression is the value stored 
in the place named. 

3.1.1.1. identifiers 

Simple identifiers are named expressions. They have an initial value of zero. 

3.1.1.2. array-name (expressIon J 

Array elements are named expressions. They have an initial value of zero. 

3.1.1.3. scale. ibase and obase 

The internal registers scale. ibase and abase are all named expressions. scale is the 
number of digits after the decimal point to be retained in arithmetic operations. scale has an 
initial value of zero. ibase and obase are the input and output number radix respectively. Both 
ibase and abase have initial values of 10. 

3.1.2. Function calls 

3.1.2.1. function-name ([expression [,expression ... ]]) 

A function call consists of a function name followed by parentheses containing a comma
separated list of expressions. which are the function arguments. A whole array passed as an 
argument is specified by the array name followed by empty square brackets. All function argu
ments are passed by value. As a result. changes made to the formal parameters have no effect 
on the actual arguments. If the function terminates by executing a retur:n statement. the value 
of the function is the value of the expression in the parentheses of the return statement or is 
zero if no expression is provided or if there is no return statement. 

3.1.2.2. sqrt (expressIon) 

The result is the square root of the expression. The result is truncated in the least 
significant decimal place. The scale of the result is the scale of the expression or the value of 
scale. whichever is larger. 

3.1.2 • .3. length (expressIon) 

The result is the total number of significant decimal digits in the expression. The scale of 
the result is zero. 

3.1.2.-'. scale (expression) 

The result is .the scale of the expression. The scale of the result is zero. 

3.1..3. Constants 

Constants are primitive expressions . 

.3.1.-'. Parentheses 

An expression surrounded by parentheses is a primitive expression. The parentheses are 
used to alter the normal precedence. 



- 10 -

3.2. Unary operators 

The unary operators bind right to left. 

3.2.1. - expressIOn 

The result is the negative of the expression. 

3.2.2. + + named-expression 

The named expression is incremented by one. The result is the value of the named 
expression after incrementing. 

3.2.3. - - /lamed-expression 

The named expression is decremented by one. The result is the value of the named 
expression after decrementing. 

3.2.4. named-expression + + 
The named expression is incremented by one. The result is the value of the named 

expression before incrementing. 

3.2.5. named-expreSSIon - -

The named expression is decremented by one. The result is the value of the named 
expression before decrementing. 

3.3. Exponentiation operator 

The exponentiation operator binds right to left. 

3.3.1. expression A expression 

The result is the first expression raised to the power of the second expression. The 
second expression must be an integer. If a is the scale of the left expression and b is the abso
lute value of the right expression, then the scale of the result is: 

min (axb. max ( scale, a) ) 

3.4. Multiplicative operators 

The operators'" I, % bind left to right. 

3.4.1. expression * expression 

The result is the product of the two expressions. If a and b are the scales of the two 
expressions, then the scale of the result is: 

min ( a +b, max ( scale, a. b) ) 

3.4.2. expreSSIon / expression 

The result is the quotient of the two expressions. The scale of the result is the value of 
scale. 

3.4.3. expression % expression 

The % operator produces the remainder of the division of the two expressions. More pre
cisely. a%b is a- al b- b. 

The scale of the result is the sum of the scale of the divisor and the value of scale 

-- --~~-------------~ 
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3.S. Additive operators 

The additive operators bind left to right. 

3.S.1. expression + expression 
The result is the sum of the two expressions. The scale of the result is the maximun of 

the scales of the expressions. 

3.5.2. expression - expression 

The result is the difference of the two expressions. The scale of the result is the max
imum of the scales of the expressions. 

3.6. assignment operators 

The assignment operators bind right to left. 

3.6.1. "amed.expression - expression 
This expression results in assigning the value of the expression on the right to the named 

expression on the left. 

3.6.2. named·expression - + expression 

3.6.3. named.expression - - expression 

3.6.4. named·expression _. expression 

3.6.5. named.expression - / expression 

3.6.6. named.expression - % expression 

3.6.7. named.expression _. expression 

The result of the above expressions is equivalent to "named expression - named expres· 
sion OP expression", where OP is the operator after the - sign . 

... Relations 

Unlike all other operators. the relational operators are only valid as the object of an if. 
while. or inside a for statement. 

4.1. expresslo" < expression 

".2. expression > expression 

".J. expression < - expression 

4 .... expression > - expression 

".5. expresslo" .. - expression 

-'.6. expression ! - expression 
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s. Storage classes 

There are only two storage classes in BC. global and automatic (local). Only identifiers 
that are to be local to a function need be declared with the auto command. The arguments to a 
function are local to the function. All other identifiers are assumed to be global and available 
to all functions. All identifiers. global and local. have initial values of zero. Identifiers declared 
as auto are allocated on entry to the function and released on returning from the function. 
They therefore do not retain values between function calls. auto arrays are specified by the 
array name followed by empty square brackets. 

Automatic variables in BC do not work in exactly the same way as in either C or PUI. 
On entry to a function. the old values of the names that appear as parameters and as automatic 
variables are pushed onto a stack. Until return is made from the function, reference to these 
names refers only to the new values. 

6. Statements 

Statements must be separated by semicolon or newline. Except where altered by control 
statements, execution is sequential. 

6.1. Expression statements 

When a statement is an expression. unless the main operator is an assignment, the value 
of the expression is printed. followed by a newline character. 

6.2. Compound statements . 

Statements may be grouped together and used when one statement is expected by sur
rounding them with I }. 

6.3. Quoted string statements 

"any string" 

This statement prints the string inside the Quotes. 

6.4. If statements 

if (relation) statement 

The substatement is executed if the relation is true. 

6.S. While statements 

while (relation) statement 

The statement is executed while the relation is true. The test occurs before each execu
tion of the statement. 

6.6. For statements 

for (expression; relation; expression) statement 

The for statement is the same as 
.first-expresslon 
while (relallon) I 

STaTement 
last-expression 

All three expressions must be present. 



6.7. Break statements 

break 
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break causes termination of a (or or while statement. 

6.8. Auto statements 

auto ,dent!!ief' [ ,identijief'] 

The auto statement causes the values of the identifiers to be pushed down. The 
identifiers can be ordinary identifiers or array identifiers. Array identifiers are specified by fol
lowing the array name by empty square brackets. The auto statement must be the first state
ment in a function definition. 

6.9. Deftne statements 

deftne( [paf'ametef' [ ,paf'ametef' . •. ] ] ) ( 
statements I 
The define statement defines a function. The parameters may be ordinary identifiers or 

array names. Array names must be followed by empty square brackets. 

6.10. Return statements 

retum 

return ( expf'ession ) 

The return statement causes termination of a function. popping of its auto variables. and 
specifies the result of the function. The first form is equivalent to retum(O). The result of the 
function is the result of the expression in parentheses . 

. 6.11. Quit 

The quit statement stops execution of a Be program and returns control to UNIX when it 
is first encountered. Because it is not treated as an executable statement. it cannot be used in a 
function definition or in an if, for, or while statement. 
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O. Introduction 

UNIxt Assembler Reference Manual 

Dennis M. RITch,e 

Bell Laboratories 
Murray Hill. New Jersey 07974 

This document describes the usage and input syntax of the UNIX POP-II assembler as. 
The details of the pOP-II are not described. 

The input syntax of the UNIX assembler is generally similar to that of the DEC assembler 
PAL-ll R. although its internal workings and output format are unrelated. It may be useful to 
read the publication DEC-ll-ASDB-D, which describes PAL-II R, although naturally one must use 
care in assuming that its rules apply to as. 

As is a rather ordinary assembler without macro capabilities. It produces an output file 
that contains relocation information and a complete symbol table; thus the output is acceptable 
to the UNIX link-editor Id, which may be used to combine the outputs of several assembler runs 
and to obtain object programs from libraries. The output format has been designed so that if a 
program contains no unresolved references to external symbols, it is executable without further 
processing. 

1. Usage 

as is used as follows: 

as [ - u] [ -0 output] .file, .. , 

If the optional .. - u" argument is given, all undefined symbols in the current assembly will be 
made undefined-external. See the .globl directive below. 

The other arguments name files which are concatenated and assembled. Thus programs 
may be written in several pieces and assembled together. 

The output of the assembler is by default placed on the file a.OUf in the current directory; 
the" -0" flag causes the output to be placed on the named file. If there were no unresolved 
external references. and no errors detected, the output file is marked executable: otherwise. if 
it is produced at all. it is made non-executable. 

2. Lexical conventions 

Assembler tokens include identifiers (alternatively, "symbols" or "names"), temporary 
symbols, constants, and operators. 

2.1 Identifiers 

An identifier consists of a sequence of alphanumeric characters (including period ".", 
underscore "_". and tilde ,,-.. as alphanumeric) of which the first may not be numeric. Only 
the first eight characters are significant. When a name begins with a tilde, the tilde is discarded 
and that occurrence of the identifier generates a unique entry in the symbol table which can 
match no other occurrence of the identifier. This feature is used by the C compiler to place 

t L:NIX IS a Trademark of Bell LaboratOries. 



names of local variables in the output symbol table without having to worry about making them 
unique. 

1.1 Temporary symbols 
A temporary symbol consists of a digit followed by uf" or ub". Temporary symbols are 

discussed fully in §S.l. 

1.J Constants 
An octal constant consists of a sequence of digits: "8" and "9" are taken to have octal 

value 10 and 11. The constant is truncated to 16 bits and interpreted in two's complement 
notation. 

A decimal constant consists of a sequence of digits terminated by a decimal point u .... 
The magnitude of the constant should be representable in IS bits; i.e., be less than 32,768. 

A single-character constant consists of a single quote .. ,.. followed by an ASCII character 
not a new-line. Certain dual-character escape sequences are acceptable in place of the ASCII 
character to represent new-line and other non-graphics (see String statements, §S.S). The 
constant's value has the code for the given character in the least significant byte of the word 
and is null-padded on the left. 

A double-character constant consists of a double quote" .. ,. followed by a pair of ASCII 
characters not includinl new-line. Certain dual-character escape sequences are acceptable in 
place of either of the Asen characters to represent new-line and other non-graphics (see String 
STatements. §S.S). The constant's value has the code for the first given character in the least 
significant byte and that for the second character in the most sianificant byte. 

2.4 Operaton 
There are several single- and double-c:haracter operators; see §6. 

2.S Blanks 
Blank and tab characters may be interspersed freely between tokens, but may not be used 

within tokens (except character constants). A blank or tab is required to separate adjacent 
identifiers or constants not otherwise separated. 

2.6 Comments 
The character '0 /.. introduces a comment, which extends through the end of the line on 

which it appears. Comments are ignored by the assembler. 

3. Segments 
Assembled code and data faU into three segments:· the text segment, the data segment. 

and the bss segment. The text segment is the one in which the assembler- begins. and it is the 
one into which instructions are typically placed. The UNIX system will. if desired, enforce the 
purity of the text segment of prolrams by trapping write operations into it. Object programs 
produced by the assembler must be processed by the link-editor ld (using its U -n" flag) if the 
text segment is to be write·protected. A single copy of the text segment is shared among all 
processes executing such a program. 

The data segment is available for placina data or instructions which will be modified dur
ing execution. Anythina which may go in the text segment may be put into the data segment. 
In programs with write·protected. sharable text segments. data segment contains the initialized 
but variable parts of a program. If the text segment is not pure. the data segment begins 
immediately after the text segment~ if the text segment is pure. the data segment begins at the 
lowest SK byte boundary after the text segment. 

The bss segment may not contain any explicitly initialized code or data. The length of the 
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bss segment (like that of text or data) is determined by the high-water mark of the location 
counter within it. The bss segment is actually an extension of the data segment and begins 
immediately after it. At the start of execution of a program, the bss segment is set to O. Typi
cally the bss segment is set up by statements exemplified by 

lab: . - .+ 10 

The advantage in using the bss segment for storage that starts off empty is that the initialization 
information need not be stored in the output file. See also Location counter and ASSIgnmenT 
statemenTS below. 

4. The location counter 

One special symbol. ... ". is the location counter. Its value at any time is the offset 
within the appropriate segment of the start of the statement in which it appears. The location 
counter may be assigned to, with the restriction that the current segment may not change; 
furthermore. the value of ..... may not decrease. If the effect of the assignment is to increase 
the value of ..... , the required number of null bytes are generated (but see Segments aboveL 

5. Statements 

A source program is composed of a sequence of statements. Statements are separated 
either by new-lines or by semicolons. There are five kinds of statements: null statements. 
expression statements, assignment statements, string statements, and keyword statements. 

Any kind of statement may be preceded by one or more labels. 

5.1 Labels 

There are two kinds of label: name labels and numeric labels. A name label consists of a 
name followed by a colon (:). The effect of a name label is to assign the current value and 
type of the location counter '" ." to the name. An error is indicated in pass 1 if the name is 
already defined; an error is indicated in pass 2 if the" ... value assigned changes the definition 
of the label. 

A numeric label consists of a digit 0 to 9 followed by a colon (:). Such a label serves to 
define temporary symbols of the form "nb" and '"nf", where /I is the digit of the label. As in 
the case of name labels, a numeric label assigns the current value and type of " ." to the tem
porary symbol. However, several numeric labels with the same digit may be used within the 
same assembly. References of the form "lIf" refer to the first numeric label "/I:" Forward 
from the reference: "/lb" symbols refer to the first "II :" label backward from the reference. 
This sort of temporary label was introduced by Knuth [The Art o( Com/1IIter Programmll1g. Vol I: 
FUlldamemal Aff?orlfhms]. Such labels tend to conserve both the symbol table space of the 
assembler and the inventive powers of the programmer. 

5.2 Null statements 

A null statement is an empty statement (which may, however, have labels>. A null state
ment is ignored by the assembler. Common examples of null statements are empty lines or 
lines containing only a label. 

5.3 Expression statements 

An expression statement consists of an arithmetic expression not beginning with a key
word. The assembler computes its 06-bit) value and.places it in the output stream, together 
with the appropriate relocation bits. 
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5.4 Assignment statements 

An assignment statement consists of an identifier, an equals sign ( -), and an expression. 
The value and type of the expression are assigned to the identifier. It is not required that the 
type or value be the same in pass 2 as in pass 1. qor is it an error "to redefine any symbol by 
assignment. 

Any external attribute of the expression is lost across an assignment. This means that it 
is not possible to declare a global symbol by assigning to it. and that it is impossible to define a 
symbol to be offset from a non-locally defined global symbol. 

As mentioned. it is permissible to assign to the location counter ••• ". It is required. how
ever. that the type of the expression assigned be of the same type as ... ", and it is forbidden 
to decrease the value of ... ". In practice. the most common assignment to ..... has the form 
". - . + n" for some number n: this has the effect of generating n null bytes. 

5.5 String statements 

A string statement generates a sequence of bytes containing ASCII characters. A string 
statement consists of a left string quote .. <" followed by a sequence of ASCII characters not 
including newline. followed by a right string quote .. > ". Any of the ASCII characters may be 
replaced by a two-character escape sequence to represent certain non-graphic characters. as fol
lows: 

\n NL (012) 
\s SP (040) 
\t HT (010 
\e EOT (004) 
\0 NUL (000) 
\r CR (015) 
\a ACK (006) 
\p PFX (033) 
\\ \ 
\> > 

The last two are included so that the escape character and the right string quote may be 
represented. The same escape sequences may also be used within single- and double-character 
constants (see §2.3 above). 

S.6 Keyword statements 

Keyword statements are numerically the most common type, since most machine instruc
tions are of this sort. A keyword statement begins with one of the many predefined keywords 
of the assembler. the syntax of the remainder depends on the keyword. All the keywords are 
listed below with the syntax they require. 

6. Expressions 

An expression is a sequence of symbols representing a value. Its constituents are 
identifiers. constants, temporary symbols, operators, and brackets. Each expression has a type. 

All operators in expressions are fundamentally binary in nature; if an operand is missing 
on the left. a 0 of absolute type is assumed. Arithmetic is two's complement and has 16 bits of 
precision. All operators have equal precedence, and expressions are evaluated strictly left to 
right except for the effect of brackets. 
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6.1 Expression operators 

The operators are: 

(blank) when there is no operand between operands, the effect is exactly the same as if a "+" 
had appeared. 

+ 

• 

\I 
8 

I 
\> 
\< 
% 

addition 

subtraction 

multiplication 

division (note that plain" I " starts a comment) 

bitwise and 

bitwise or 

logical right shift 

logical left shift 

modulo 

a! b is a or (not b); i.e., the or of the first operand and the one's complement of the 
second; most common use is as a unary. 

result has the value of first operand and the type of the second; most often used to 
define new machine instructions with syntax identical to existing instructions. 

Expressions may be grouped by use of square brackets .. [ ] ". (Round parentheses are 
reserved for address modes.) 

6.2 Types 

The assembler deals with a number of types of expressions. Most types are attached to 
keywords and used to select the routine which treats that keyword. The types likely to be met 
explicitly are: 

undefined 
Upon first encounter, each symbol is undefined. It may become undefined if it is 
assigned an undefined expression. It is an error to attempt to assemble an undefined 
expression in pass 2: in pass 1, it is not (except that certain keywords require operands 
which are not undefined). 

undefined external 
A symbol which is declared .globl but not defined in the current assembly is an 
undefined external. If such a symbol is declared. the link editor Id must be used to 
load the assembler's output with another routine that defines the undefined reference. 

absolute An absolute symbol is defined ultimately from a constant. Its value is unaffected by 
any possible future applications of the link-editor to the output file. 

text The value of a text symbol is measured with respect to the beginning of the text seg
ment of the program. If the assembler output is link-edited. its text symbols m'ay 
change in value since the program need not be the first in the link editor's output. 
Most text symbols are defined by appearing as labels. At the start of an assembly, the 
value of , .... is text O. 

data The value of a data symbol is measured with respect to the origin of the data segment 
of a program. Like text symbols, the value of a data symbol may change during a sub
sequent link-editor run since previously loaded programs may have data segments. 
After the first .data statement, the value of ..... is data O. 

bss The value of a bss symbol is measured from the beginning of the bss segment of a 
program. Like text and data symbols, the value of a bss symbol may change during a 
subsequent link-editor run. since previously loaded programs may have bss segments. 
After the first .bss statement. the value of ..... is bss O. 
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external absolute, text, data, or bss 

register 

symbols declared .,Iobl but defined within an assembly as absolute, text, data, or bss 
symbols may be used exactly as if they were not declared .globl: however, their value 
and type are available to the link editor so that the program may be loaded with others 
that reference these symbols. 

The symbols 

rO ... rS 
frO ... fr5 
sp 
pc 

are predefined as register symbols, Either they or symbols defined from them must be 
used to refer to the six general-purpose. six floating-point. and the 2 special-purpose 
machine registers. The behavior of the floating register names is identical to that of 
the corresponding general register names: the former are provided as a mnemonic aid. 

other types 
Each keyword known to the assembler has a type which is used to select the routine 
which processes the associated keyword statement. The behavior of such symbols 
when not used as keywords is the same as if they were absolute. 

6.3 Type propalation in expressions 
When operands are combined by expression operators. the result has a type which 

depends on the types of the operands and on the operator, The rules involved are complex to 
state but were intended to be sensible and predictable. For purposes of expression evaluation 
the important types are 

undefined 
absolute 
text 
data 
bss 
undefined external 
other 

The combination rules are then: If one of the operands is undefined, the result is undefined. If 
both operands are absolute, the result is absolute. If an absolute is combined with one of the 
"other types" mentioned above, or with a register expression. the result has the register or 
other type. As a consequence, one can refer to r3 as "rO+3", If two operands of "other 
type" are combined. the result has the numerically larger type An "other type" combined with 
an explicitly discussed type other than absolute acts like an absolute. 

Further rules applying to panicular operators are: 

+ If one operand is text-, data-, or bss-segment relocatable. or is an undefined external. the 
result has the postulated type and the other operand must be absolute. 

If the first operand is a relocatable text-, data-, or bss-segment symbol. the second 
operand may be absolute (in which case the reSUlt has the type of the first operand): or 
the second operand may have the same type as the first (in which case the result is abso
lute>. If the first operand is external undefined, the second must be absolute. All other 
combinations are illegal. 

This operator follows no other rule than that the result has the value of the first operand 
and the type of the second. 
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others 
It is illegal to apply these operators to any but absolute symbols. 

7. Pseudo-operations 

The keywords listed below introduce statements that generate data in unusual forms or 
influence the later operations of the assembler. The metanotation 

[ stuff) ... 

means that 0 or more instances of the given stuff may appear. Also, boldface tokens are 
literals, italic words are substitutable. 

7.1 .byte expreSSIon [ • expression) 

The expreSSions in the comma-separated list are truncated to 8 bits and assembled in suc
cessive bytes. The expressions must be absolute. This statement and the string statement 
above are the only ones that assemble data one byte at at time. 

7.2 .even 

If the location counter" .. , is odd. it is advanced by one so the next statement will be 
assembled at a word boundary. 

7.3 .if expression 

The expressIon must be absolute and defined in pass 1. If its value is nonzero. the .if is 
ignored: if zero. the statements between the .if and the matching .endlf (below) are ignored . 
• if may be nested. The effect of .if cannot extend beyond the end of the input file in which it 
appears. (The statements are not totally ignored. in the following sense: .ifs and .endifs are 
scanned for. and moreover all names are entered in the symbol table. Thus names occurring 
only inside an .if will show up as undefined if the symbol table is listed.) 

7.4 .endif 

This statement marks the end of a conditionally-assembled section of code. See .if above. 

7.5 .glob! flame [ , name ] ... 

This statement makes the names external. If they are otherwise defined (by assignment or 
appearance as a label) they act within the assembly exactly as if the .globl statement were nOI 
given: however. the link editor Id may be used to combine this routine with other routines that 
refer these symbols. 

Conversely. if the given symbols are not defined within the current assembly, the link 
editor can combine the output of this assembly with that of others which define the symbols 
As discussed in §1. it is possible to force the assembler to make all otherwise undefined SYfTI

bois external. 

7.6 .text 

7.7 .data 

7.8 .bss 

These three pseudo-operations cause the assembler to begin assembling into the text. 
data. or bss segment respectively. Assembly stans in the text segment. It is forbidden tG 

assemble any code or data into the bss segment. but symbols may be defined and" ." moved 
about by assignment. 
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7.9 .comm name , expreSS/Off 

Provided the name is not defined elsewhere. this statement is equivalent to 

.globl name 
name - expression name 

That is. the type of name is "undefined external", and its value is expression. In fact the "ame 
behaves in the current assembly just like an undefined external. However. the link-editor Id 
has been special-cased so that aU external symbols which are not otherwise defined. and which 
have a non-zero value. are defined to lie in the bss segment. and enough space is left after the 
symbol to hold expression bytes. AU symbols which become defined in this way are located 
before aU the explicitly defined bss-segment locations. 

8. ~Iachine instructions 

Because of the rather complicated instruction and addressing structure of the PDP-l1. the 
syntax of machine instruction statements is varied. Although the followin8 sections give the 
syntax in detail. the machine handbooks should be consulted on the semantics. 

8.1 Sources and Destinations 

The syntax of general source and destination addresses is the same. Each must have one 
of the following forms. where reg is a register symbol, and t.'Cpr is any sort of expression: 

syntax 
reg 
(reg) + 
- (reg) 
expr (reg) 
(reg) 

• reg 
• (reg) + 
• - (reg) 
• (reg) 
"expr (reg) 
expr 
Se.'rpr 
·expr 
"Sexpr 

words 
o 
o 
o 
1 
o 
o 
o 
o 
1 
1 
1 
1 
1 
1 

mode 
00 + reg 

. 20+ reg 
40+ reg 
60 + reg 
10+reg 
10+reg 
30+ reg 
50+ reg 
70 + reg 
70 + reg 
67 
21 
71 
37 

The words column gives the number of address words generated; the mode column gives the 
octal address-mode number. The syntax of the address forms is identical to that in DEC assem
blers. except that "." has been substituted for "@" and "s" for "#"; the UNIX typing con
ventions make "@" and "#" rather inconvenient. 

~otice that mode ···reg" is identical to "(reg)"; that "·Creg)" generates an index word 
(namely, 0>: and that addresses consisting of an unadorned expression are assembled as pc
relative references independent of the type of the expression. To force a non-relative refer
ence, the form "·5expr" can be used. but notice that further indirection is impossible. 

8.3 Simple machine instructions 
The following instructions are defined as absolute symbols: 



clc 
clv 
elz 
eln 
sec 
sev 
sez 
sen 
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They therefore require no special syntax. The POP-II hardware allows more i 1an one of the 
"clear" class. or alternatively more than one of the "set" class to be or-ed together; t!;.;s :Tiay 

be expressed as follows: 

c1c I c1v 

8.4 Branch 

The following instructions take an expression as operand. The expression ~nust lie in the 
same segment as the reference, cannot be undefined-external, and its value cannot differ from 
the current location of " ... by more than 254 bytes: 

br bios 
bne bvc 
beq bvs 
bge bhis 
bit bec (- bee) 
bgt bcc 
ble blo 
bpi bcs 
bmi bes (- bcs) 
bhi 

.bes ("branch on error set") and bec ("branch on error clear") are intendec to t;,;!)( .he clro. bit 
returned by system calls (which is the c-bit). 

8.5 Extended branch instructions 

The following symbols are followed by an expression representing an addless in the same 
segment as ... ". If the target address is close enough, a branch-type instruction is generated: if 
the address is too far away, a jmp will be used. 

jbr jlos 
jne jvc 
jeq jvs 
jge jhis 
jlt jec 
jgt jcc 
jle jlo 
jpl jcs 
jmi jes 
jhi 

jbr turns into a plain jmp if its target is too remote; the others (whose names a:e comruc:ed by 
replacing the "b" in the branch instruction's name by "j") turn intO the converse brand' ov·~~ 

a jmp to the target address. 
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8.~ Single operand Instructions 

The following symbols are names of single-operand machine instructions. The form of 
address expected is discussed in §8.1 above. 

clr sbcb 
clrb ror 
com rorb 
comb rol 
inc rolb 
incb asr 
dec asrb 
deeb as! 
neg aslb 
negb jmp 
ade swab 
adeb tst 
sbc tstb 

8.7 Double operand Instructions 

The following instructions take a general source and destination (§8.I), separated by 11 

comma, as operands. 

mol' 
moyb 
cmp 
cmpb 
bit 
bitb 
bie 
bieb 
bis 
bisb 
add 
sub 

8.8 Wscellaneous instructions 

The following instructions have more specialized syntax. Here reg is a register name. src 
and dSI a general source or destination (§8.D, and expr is an expression: 

jsr reg,dst 
rts reg 
sys expf 
ash src. reg (or. als) 
ashe: src. retr (or. alse) 
mul src. reg (or. mpy) 
div src. re~ (or, dvd) 
tor re.tr. dsr 
sxt dSI 
mark expf 
sob reg. expf 

sys is another name for the trap instruction. It is used to code system calls. Its operand is 
required to be expressible in 6 bits. The expression in mark must be expressible in six bits. 
and the expression in sob must be in the same segment as ...... must not be external-
undefined. must be less than ••. ". and must be within 510 bytes of ... ". 
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8.9 Floating·point unit instructions 

The following floating·point operations are defined. with syntax as indicated: 

dcc 
setf 
seld 
seti 
sell 
c1rf Idsl 
negf Idsl 
absf Idsl 
tstf Isrc 
mOl'( Isrc, (reg (= Idf) 
mOl'f /reg, Ids ( ('"" stf) 
mOl'if src. /'reg (= Idcif) 
mOl'fi /'reg, dSI (- stcfi) 
mOl'of Isrc. Ire:.; (= Idcdf) 
mOl'fo /reg.lds( (= stcfd) 
movie src,lreg (- Idexp) 
movei /'reg. dSI (,. stexp) 
addf lsrc.lreg 
subf Isrc. !'reg 
mull ISrc. Ire!? 
divf lsre.lreg 
cmpf ISrc. !'reg 
modf ./sre./re!?, 
Idfps sre 
stfps dSI 
stst ds( 

isrc. Idsl. and Ire!? mean floating·point source. destination, and register respectively. Their syn· 
tax is identical to that for their non· floating counterparts, but note that only floating registers 
0·3 can be a (re!? 

The names of several of the operations have been changed to bring out an analogy with 
certain fixed· point instructions. The only strange case is movf, which turns into either stf or 
Idf depending respectively on whether its first operand is or is not a register. Warning: Idf sets 
the floating condition codes. stf does not. 

9. Other symbols 

9.1 .• 

The symbol .... " is the reloeafloll counter. Just before each assembled word is placed in 
the output stream. the current value of this symbol is added to the word if the word refers to a 
text. data or bss segment location. If the output word is a pc·relative address word that refers 
to an absolute location. the value of " .. " is subtracted. 

Thus the value of .... " can be taken to mean the starting memory location of the pro· 
gram. The initial value of .... " is O. 

The value of .... ., may be changed by assignment. Such a course of action is sometimes 
necessary. but the consequences should be carefully thought out. It is particularly ticklish to 
change ...... midway in an assembly or to do so in a program which will be treated by the 
loader. which has its own notions of .•.. ". 
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9.2 System caUs 
System call names are not predefined. They may be found in the file 11Isrli"cludelsys.s 

10. Diagnostic:s 
When an input file cannot be read, its name followed by a question mark is typed and 

assembly ceases. When syntactic or semantic errors occur, a single-character diagnostic is typed 
out together with the line number and the file name in which it occurred. Errors in pass 1 
cause cancellation of pass 2. The possible errors are: 

) 

1 
> 
• 

A 

B 
E 
F 
G 

M 
o 
P 
R 
U 
X 

parentheses error 
parentheses error 
string not terminated properly 
indirection (.) used illegally 
illegal assignment to ... " 
error in address 
branch address is odd or too remote 
error in expression 
error in local (Uf" or "b") type symbol 
garbage (unknown) character 
end of file inside an .if 
multiply defined symbol as label 
word quantity assembled at odd address 
phase error- ••• " different in pass 1 and 2 
relocation error 
undefined symbol 
syn tax error 
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Summary of Differences Between UniSoft and Motorola Macro 
Assemblers 

The reference document used for this comparison is the M68000 Family Resident Structured Assembler Refer
ence Manual [Document# M68KMASM(D7)] available from UniSoft Systems or from Motorola Literature, 
Motorola, Inc., P.O. Box 20924, Phoenix, AZ 85036, (602) 994-6561. 

The extensions, modifications and unimplemented features of the Motorola Macro Assembler by the 
UniSoft Macro Assembler are listed by each chapter and section of the above-mentioned document. An exten
sion or modification is denoted by a bullet (.), an unimplemented feature by a square (0). 

Chapter 1. General Information 

1.2 Introduction 

o The assembler does not include the following features: 
absolute code generation 
symbol table listing 
structured syntax 
cross-reference table 

1.4 M68000 Resident Structured Assembler 

• Object modules produced by the assembler are compatible with the UniPlus+ linkerl"loader" 'Id' . 

o The' assembler does not implement structured- syntax. 

1.5 Relocation and Linkage 

• UNIX-style program sections provide the basis of the relocation and linking scheme. Refer to the AS 
Assembler Reference Guide in the UniPlus+ User's Manual, Volume II. 

o There is no ORG directive. 

1.6 Linker Restrictions 

o Disregard references to Pascal. 

o There is no XREF or XDEF directive. 

1.8 Related Publications 

• The user should be familiar with the following UniSoft publications: 
UniPlus+ User's Manual - Volume I: ASM(1) 
UniPlus+ User's Manual - Volume II: AS Assembler Reference Guide, "CO Interface Notes for 
68000 UNIX 

• The user does not need to be familiar with the following publications: 
EXORmacs Development System Operation Manual (M68KMACS) 
M68000 Family Linkage Editor User's Manual (M68KLINK) 
M68000 Family Resident Pascal User's Manual (M68KPASC) 
VERSAdos Messages Reference Manual (M68KVMSG) 
VERSAdos System Facilities Reference Manual (M68KVSF) 

UniPlus+ is a trademark of UniSoft Systems, 
UNIX is a trademark of Bell Laboratories, 

-- -- -~-- --------



Chapter 2. Source Program Coding 

2.2 Comments 
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• A comment may be inserted in ap. additional way: 

c. Following the label field, where an asterisk (*) is the first non-blank character after the label. 
Example: COMMENT: * THIS COMMENT FOLLOWS THE LABEL FIELD. 

2.4 Source Line Format 

• The assembler will prefix each line with a sequential number only if the -n option is used. Refer to thl 
ASM(1) entry in the UniPlus+ User's Manual, Volume I. 

2.4.1 Label Field 

o There is no IDNT directive. 

2.4.2 Operation Field 

• If the data size code is input but is not permitted, it is ignored. 

2.5 Instruction Mnemonics 

• The instruction operations can be in uppercase, lowercase, or a combination of both. 

2.5.10 DBcc Instruction 

• A "dbra" alternate exists for the "dbC' operation. 

2.5.11 Load/Store Multiple Registers 

• An immediate operand can be used instead of a register set description. 

• The immediate operand is used directly as the extension word. 

2.6.1 Symbols 

• Symbols recognized by the assembler consist of at least one but not more than 49 valid characters, all 0 

which are significant. The loader will not properly handle symbols of 50 or more characters. 

• The first character of the symbol must be an uppercase or lowercase letter (a-z, A-Z>, a period (.), or ar 
underscore (J. Each remaining character may be an uppercase or lowercase letter (a-z, A-Z>, a digi 
(0-9), a dollar sign ($), a period (,), an underscore (J, or an "at" sign (@). 

• Uppercase and lowercase characters are distinct. 

• Hexadecimal numbers are also specified by using a zero and the letter "x" (Ox) as the first digit. 
Example: Ox3A4 

• Octal numbers are also specified by using a zero (0) as the first digit. 
Example: 052 

• One or more ASCII characters enclosed by quote marks (") also constitutes an ASCII string. 
Example: DC.L "ABCD" 

• ASCII strings are denoted in the same way (i.e., surrounded by apostrophes or quotes) except that ( 
style escapes can be used. The valid escapes are (\b, \t, \n, \f, \f, \ \, \xxx, \', \"). The" form will als( 
escape a ' and the "" form will also escape a ". 

• ASCII strings are left-justified and padded with zeros, if necessary. The left justifcation is to the siz~ 
specified by the opcode size modifier that is byte, word or long. 

2.6.3 User-Defined Labels 

o There is no SECTION or ORG directive. 

2.6.4 Expressions 

o There are no complex relocatable expressions. 

o There is no XREF directive. 

2.7 Registers 
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• The mnemonics can be in uppercase, lowercase, or a combination of both. 

2.9 !_ddressing Modes 

o There are no complex relocatable expressions. 

• ASM does not require data addresses to be even when referenced by a word or long instruction. 

Table 2-1 

o There are no complex relocatable expressions. 

Table 2-2 
o There are no complex relocatable expressions. 

Table 2-3 & 2-4a-e 

o There is no ORG, SECTION or XREF directive. 

o There is no PCS or pca option. 

Chapter 3. Assembler Directives 

3. Introduction 

• All of the AS assembler directives have been implemented. Refer to the AS Assembler Reference 
Guide in the UniPlus+ User's Manual, Volume II. 

3.2.1 ORG 

o ORG is not implemented. 

3.2.2 SECTION 

o SECTION is not implemented. 

3.2.3 END 

o The END directive does not allow a start address. 

3.2.4 OFFSET 

o Code-producing directives may appear but no code is produced. 

• The OFFSET assembler directive is identical to the ".abs" directive. 

3.2.5 MASK2 

o MASK2 is not implemented. 

3.2.6 INCLUDE 

o INCLUDE is not implemented. 

3.3.3 REG 

c REG is not implemented. 

3.4.4 COMLINE 

o COMLINE is not implemented. 

3.5.2.3 FORMAT 

• Formats the operand and comment fields as one unit. 
3.5.2.8 TTL 

• A title string consists of up to as many characters that will fit on a line. 

3.5.2.10 OPT 

o The following options are not implemented: 

[NO] A 
[NO]PCS 

[NO]PCO 
P-680[OI]O 

D 
CRE 

------------- - - -- -- -



3.7.1 IDNT 
o IDNT is not implemented. 

3.7.2 XDEF 
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o XDEF is not implemented because XREF is not implemented. 

3.7.3 XREF 

o XREF is not implemented because SECTION is not implemented. 

Table 3-1 

o The assembler does not include the following directives: 

ORG 
INCLUDE 
SECTION 

Chapter 4. Invoking the Assembler 

4.1 Command Line Format 

MASK2 
REG 
COMLINE 

IDNT 
XREF 
XDEF 

• Refer to the ASMO) entry in the UniPlus+ User's Manual, Volume I. 
4.1.1 Symbol Table Size Option 

o This option is not implemented. 

• The symbol table size is dynamically increased. 

4.1.2 Microprocessor Type Option 

• Refer to the ASM(I) entry in the UniPlus+ User's Manual, Volume I. 

4.2 Assembler Output 

• Assembler output is an assembly listing and an object program file. A symbol table can be generated 
by running the standard UniPlus+ program 'nm' on the object file. 

• Listing is different (see Table 4-1 below). 

4.3 Assembler Runtime Errors 

o Most errors will not produce object code, extension words or zeros. 

• One should never attempt to run or patch an object module produced when errors occurred in assem
bly. 

Table 4-1 

Columns 

1-6 
8-11 
13-16 
18-21 

26-N 

NOTE: 

Contents 

Location counter value 
Operation word 
First extension word 
Second extension word; subsequent 
extension words occur on the next line 
Source line 

if the -n option is specified, a five 
character field containing the line number 
is prefixed to the line 

Chapter 5. Macro Operations and Conditional Assembly 

5.2.1 Macro Definition 

• Nested macro definition is permitted. 
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5.2.4 Labels Within Macros 

• Each macro call has a unique value of \@ associated with it. All references to \@ within that expan
sion of the macro are replaced by the same value. 

5.3.2 Example of Macro and Conditional Assembly Usage 

• Implementation of the example in the manual will demonstrate the difference in expansion of\@. 

5.2.7 Implementation of Macro Definition. 

o No check is made for missing parameter references. 

Chapter 6. Structured Control Statements 

o Chapter 6 is not implemented. 

Appendix C 

• The listing formats are different (see Table 4-1 above). 

Appendix D 

• Not applicable. 

Appendix E 

• Error messages are used instead of error code numbers. 

- -------- ----





AS Assembler Reference Guide 

James L. Gufa r and Thomas J. Teixeira. March 1980 

Revised by UniSoji Systems. 27 March 1982. 

INTRODUCTION 

This document describes the syntax and usage of the AS assembler for the 
Motorola 68000 microprocessor. The basic format of AS is loosely based on the Digital 
Equipment Corp Macro-II assembler described in DEC's publication DEC-I 1-
OMACA-A-D but also contains elements of the UNIX· PDP 11 as OJ assembler. The 
instruction mnemonics and effective address format are derived from a Motorola publi
cation on the 68000, the MACSS MC68000 Design Specification lntruction Set Processor 
dated June 30, 1979. 

Sections 1-3 of this document describe the general form of AS programs, section 
4 describes the instruction mnemonics and addressing modes, section 5 describes the 
pseudo-ops supported by the assembler and section 6 describes the error codes gen
erated. For instructions on how to operate the assembler from UniPlus+, readers 
should consult the UniPlus+ man entry on AS. 

1. NOTATION 

The notation used in this document is a modified BNF similar to that used in the 
MUL TICS PUI Language Manual. The operators of the BNF in order of decreasing 
precedence are: 

Repetition X ... Denotes one or more occurrences of X. 
Juxtaposition XY Denotes an occurrence of X followed by an occurrence 

ofY. 
Alternation XIY Denotes an occurrence of X or Y but not both. 

Brackets and braces define the order of expression interpretation. Brackets also indicate 
that the syntax described by the subexpression they enclose is optional. That is, 

[X] J denotes zero or one occurrence of X. 
{XIY}Z I denotes an X or a Y, followed by a Z. 

t This document is actually an edited version of another document, the MICAL MANUAL for the INTEL 
8080 written by Mike Patrick Just as AS is an edit of the MICAL assembler also wnllen by Mike. Thus the 
reader should consider the features of this work to be Mike·s and the bugs to be mine . 

• UNIX is a trademark of Bell Laboratories. 

UniPlus + is a trademark of UniSoft Systems. 

April 4, 1983 
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2. SOURCE PROGRAM FORMAT 

An AS program consists of a series of statements, each of which occupies exactly 
one line, i.e. a sequence of characters followed by the < newline> character. Neither 
multiple statements on a single line nor continuation lines are allowed, and the max
imum line length is 255 characters. 

The format of an AS assembly language statement is: 

[ < label field>] < op-code> [< operand field>] [I < comment> ] 

There are three exceptions to this rule: 

1) Blank lines are permitted. 

2) A statement may contain only a label field. The label defined in this field has the 
same value as if it were defined in the label field of the next statement in the pro
gram. For example, the two statements 

foo: 
movw rl,r2 

are equivalent to the single statement 

foo: movw dl,d2 

3) A line may consist of only the comment field. For example, the two statements 
below are allowed: 

I This is a comment field. 
I So is this. 

In general, blanks or tabs are allowed anywhere in a statement. For example, mul
tiple blanks are allowed in the operand field to separate symbols from operators. Blanks 
are meaningful only when they occur in a character string (for instance, as the operand 
of an .ASCII pseudo-op) or in a character constant. At least one blank or tab must 
appear between the op-code and the operand field of a statement. 

2.1. Label Field 

A label is a user-defined symbol which is assigned the value of the current loca
tion counter and entered into the assembler's ·symbol table. The value of the label 
may be either absolute or relocatable, depending on whether the location counter value 
is currently absolute or relocatable. In the latter case, the absolute value of the symbol 
is assigned when the program is linked via Id. 

A label is a symbolic means of referring to a specific location within a program. If 
present, a label always occurs first in a statement and must be terminated by a colon. A 
maximum of 10 labels may be defined by a single source statement. The collection of 
label definitions in a statement is called the 'label field'. 

The format of a < label field> is: 

< symbof> : [< symbof> :] ... 

Examples: 
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start: 
foo: bar: 
7$: 

2.2. Op-code Field 

- 3 -

:\hltiple symbols 
A local symbol, defined below 

The opcode field of an assembly language statement identifies the statement as 
either a machine instruction. or an assembler directive. One or more blanks (or tabs) 
must separate the opcode field from the operand field in a statement. No blanks are 
necessary between the label and opcode fields. but they are recommended to improve 
readability of the program. 

A machine instruction is indicated by an instruction mnemonic. The assembly 
language statement is intended to produce a single executable machine instruction. The 
operation of each instruction is described in the manufacturer's user manual. Some 
conventions used in AS for instruction mnemonics are described in section 4 and a 
complete list of the instructions is presented in the appendix. 

An assembler directive. or pseudo-op, performs some function during the assem
bly process. It does not produce any executable code, but it may assign space in a pro
gram for data. AS assembly directives are patterned after those of DEC's MACRO-II 
assembler and are described in detail in section 5. 

No distinction between upper and lower case is made for instruction mnemonics 
and assembler directive names. That is, 

add 
.word 

is equivalent to 

ADD 
.Word 

2.3. Operand Field 

a,b 
OxAAOO 

a,b 
OxAAOO 

A distinction is made between < operand field> and < operand> in AS. Several 
machine instructions and assembler directives require two or more arguments, and each 
of these is referred to as an 'operand'. In general, an operand field consists of zero or 
more operands, and in all cases, operands are separated by a comma. In other words, 
the format for an < operand field> is: 

[ < operand> (, < operand> I •.. 1 

The format of the operand field for machine instruction statements is the same for all 
instructions, and is described in section 4. The format of the operand field for assem
bler directives depends on the directive itself, and is included in the directive's descrip
tion in section 5 of this manual. 

2.4. Comment Field 

The comment character in AS is the vertical bar, (I), nOT the semicolon, (;). Use 
of the semicolon as a comment character results in an 'Invalid Operator' error. 

The comment field consists of all characters on a source line following and includ
ing the comment character. These characters are ignored by the assembler. Any charac
ter may appear in the comment field, with the obvious exception of the < newline> 
character, which starts a new line. 

April 4, 1983 
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3. SYMBOLS AND EXPRESSIONS 

This section describes the various components of AS expressions: symbols, 
numbers, terms, and, expressions. 

3.1. SYMBOLS 

A symbol consists of 1 to 31 characters, with the following restrictions: 

1. Valid characters include A-Z, a-z, 0-9, period (.), underscore ( ), and dol-
lar sign ($). -

2. The first character must not be numeric. 

All 31 characters are significant and are checked in comparisons with other symbols. 
Upper and lower cases are distinct, ('Foo' and 'foo' are separate symbols). The period 
(' . ') and dollar sign ('$') characters are valid symbol characters, but they are reserved 
for system software symbols (for example, pseudo-ops) and should not appear in user
defined symbols. 

A symbol is said to be declared when the assembler recognizes it as a symbol of 
the program. A symbol is said to be 'defined' when a value is associated with it. With 
the exception of symbols declared by a .GLOBL directive, all symbols are defined when 
they are declared. A label symbol (which represents an address of the program) may 
not be redefined; all other symbols are allowed to receive a new value. 

There are several ways to declare a symbol: 

1. As the label of a statement (see section 2.1) 

2. In a direct assignment statement 

3. As an external symbol via the .GLOBL directive 

4. As a common symbol via the .COMM directive 

5. As a local symbol 

3.1.1. DIRECT ASSIGNMENT STATEMENTS 

A direct assignment statement assigns the value of an arbitrary expression to a 
specified symbol. The format of a direct assignment statement is: 

< symbol> - [< symbol> -] ..• < expression> 

Examples of valid direct assignments are: 

veet_size 
vectora 
vectorb 
CRLF 

= -
= 

4 
OxFFFE 
vectora-vect_size 
OxODOA 

More than one symbol may be assigned in a single statement. For example: 

abc - cde - fgh - 5 

assigns the value 5 to the three symbols 'abc', 'cde' and 'fgh'. This statement is 
equivalent to the three statements: 

abc - 5 
cde = 5 
fgh - 5 

Up to 10 symbols may be defined in this manner in a single statement. 

Any symbol defined by direct assignment may be redefined later in the program, 
in which case its value is the result of the last such statement. A local symbol may be 
defined by direct assignment, though this doesn't make much sense. A label or register 
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symbol (see section 3.1.2) may nor be redefined. 

If the < expression> is absolute, then the symbol is also absolute, and may be 
treated as a constant (section 3.4) in subsequent expressions. If the < expression> is 
relocatable, however, then. the <symbol> is also relocatable, and it is considered to 
be declared the same program section as the expression. See section 3.7 for an explana
tion of absolute and relocatable expressions. 

If the expression contains an external symbol, then the symbol defined by the == 
statement is also considered external. For example: 

.globl X 
foo = X 

X is declared as external symbol 
foo becomes an external symbol 

assigns the value of X (zero if it is undefined) to foo and makes foo an external sym
bol. External symbols may be defined by direct assignment. 

3.1.2. EXTERNAL SYMBOLS 

A program may be assembled in separate modules, and then linked together to 
form a single program (see IdO». External symbols are defined in each of these 
separate modules. A symbol which is declared (given a value) in one module may be 
referenced in another module by declaring the symbol to be external in both modules. 
There are two forms of external symbols: those defined with the .GLOBL and those 
defined with the .COMM directive. 

External symbols are declared with the .GLOBL assembler directive. The format 
is: 

.GLOBL < symbol> [, < symbol> J ••• 

For example, the following statements declare the array TABLE and the routine SRCH 
to be external symbols: 

TABLE: 
SRCH: 

.globl TABLE, SRCH 

.word 
movw T ABLE,rO 
etc ... 

0,0,0,0,0 

External symbols are only declared to the assembler. They must be defined (Le. given a 
value) in some other statement by one of the' methods mentioned above. They need 
not be defined in the current program; in this case they are flagged as 'undefined' in the 
symbol table. If they are undefined, they are considered to have a value of zero in 
expressions. 

The other form of external symbol is defined with the .COMM directive. These 
statement reserve storage in the bss section similar to FORTRAN common areas. The 
format of the statement is: 

.COMM < name> < constant expression> 

which causes AS to declare the name as a common symbol with a value equal to the 
expression. For the rest of the assembly this symbol is treated as though it were an 
undefined global. AS does not aI/ocate storage for common symbols; this task is left to 
the loader. The loader computes the maximum size of for each common symbol which 
may appear in several load modules, allocates storage for it in the final bss section and 
resolves linkages. 
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- 6 -

3.1.3. LOCAL SYMBOLS 

Local symbols provide a convenient means of generating labels for branch instruc
tions, etc. Use of local symbols reduces the possibility of multiply-defined symbols in a 
program, and separates entry point symbols from local references, such as the top of a 
loop. Local symbols cannot be referenced by other object modules. 

Local symbols are of the form n$ where n is any integer. Valid local symbols include: 

1$ 
27$ 
394$ 

A local symbol is defined and referenced only within a single 'local symbol block' (Isb). 
A new local symbol block is entered when either 1) a label is declared~ or 2) a new pro
gram section is entered. There is no conflict between local symbols with the same name, 
which appear in different local symbol blocks. 

3.2. ASSEMBLY LOCATION COUNTER 

The assembly location counter is the period character, '. '; hence its name 'dot'. 
When used in the operand field of any statement, dot represents the address of the first 
byte of the statement. Even in assembly directives, it represents the address of the start 
of the directive. A dot appearing as the third argument in a .BYTE instruction would 
have the value of the address where the first byte was loaded; it is not updated 'during' 
the pseudo-op. 

For example, 

Ralph: movl .,aO I load value of Ralph into aO 

At the beginning of each assembly pass, the assembler clears the location counter. 
Normally, consecutive memory locations are assigned ~o each byte of generated code. 
However, the location where the code is stored may be changed by a direct assignment 
altering the location counter: 

. - < expression> 
, 

This < expression> must not contain any forward references, and must not change 
from one pass to another. Storage area may also be reserved be advancing dot. For 
example, if the current value of dot is 1000, the direct assignment statement: 

Table: • - • + OxlOO 

would reserve 100 hex bytes of storage, with the address of the first byte as the value 
of Table. The next instruction would be stored at address 1100. 

3.3. PROGRAM SECTIONS 

As in UNIX, programs to AS are divided into three sections: text, data and bss. 
The normal interpretation of these sections is: instruction space, initialized data space 
and uninitialized data space, respectively. 

These sections are equivalent as far as AS is concerned with the exception that no 
instructions or data are output for the bss section although its size is computed and its 
symbol values are output. 

In the first pass of the assembly, AS maintains a separate location counter for 
each section, thus for code like: 
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.text 
foo: movw dl,d2 

.data 
blah: .long 27 

.text 
bar: addw d2,dl 

.data 
bletch: .byte 4 

- 7 -

In the output. /00 Immediately precedes bar and blah immediately precedes bletch. At 
the end of the first pass. AS rearranges all the addresses so that the sections are output 
in the following order: (ext, data and bss. The resulting output file is an executable 
image file with all addresses correctly resolved, with the exception of undefined 
. GLOBL 's and. CO.4fJI's. For more lOformation on the format of the output file, con
sult the l1NIX man entry on a.OUf files. 

3.4. CONSTANTS 

All constants are considered absolute quantities when appearing in an expression. 

3.4.1. NUMERIC CONSTANTS 

Any 'symbol' beginning with a digit is assumed to be a number, and is interpreted 
as decimal. Numbers may be represented in other radices by prefixing them wah the 
appropriate indicators. 

The prefixes to indicate number bases other than base ten are: 

Radix Prefix Example 

octal a 017 equals 15 base 10 

hex Ox OxA 1 equals 161 base 10 

Letters in hex constants may be upper or lower case; for example, Oxaa = OxAa =Oxaa 
= 176. Illegal digits for a particular radix generate an error (for example, 018), 

3.4.2. STRINGS 

A string is a sequence of ASCII characters, enclosed in quote signs ("). 

Within a string, the following escape sequences are valid: 

X Value o/X 

\b < backspace> , octal 010 

\1 < tab>, hex 09 

\n < line-feed>, octal 012 

\f < form-feed>, octal 014 

\r <return> , octal 015 

\\ < backslash > , octal 134 

\nnn octal nnn 

April 4, 1983 



- 8 -

3.5. OPERATORS 

3.5.1. UNARY OPERATORS 

There are two unary operators in AS: 

Operator Function 
- unary minus. 
- logical negation. 

3.5.2. BINARY OPERATORS 

Binary operators in AS include: 

Operator Description 
+ Addition; for example. "3+4" evaluates to 7. 
- Subtraction; for example. "3 - 4" evaluates to -1. or OxFFFF 
* Multiplication; for example, "4*3" evaluates to 12. 

Each operator is assumed to work on a 32 bit number. If the value of a particular term 
occupies only 8 bits. the sign bit is extended into the high byte. 

3.6. TERMS 

A term is a component of an expression. A term may be one of the following: 

a. A number, as defined in section 3.3, whose 32-bit value is used. 

b. A symbol, as defined in section 3.1. 

c. An expression or term enclosed in square brackets «( ». Any quantity 
enclosed in square brackets is evaluated before the rest of the expression. 
This can be used to alter the normal left-to-right evaluation of expressions 
(for example, differentiating between a*b+c and a*[b+c» or to apply a 
unary operator to an entire expression (for example, - [a*b+c)). 

d. A term preceded by a unary operator. For example, both 'foo' and '-foo' 
may be considered to be terms. Mulitple unary operators are allowed; for 
example, '--A' has the same value as 'A'. 

3.7. EXPRESSIONS 

Expression are combinations of terms joined together by binary operators. An 
expression is always evaluated to a 32-bit value. If the' instruction calls for only one 
byte, (for example, .BYTE), then the low-order byte is used. 

Expressions are evaluated left to right with no operator precedence. Thus 'I + 2* 3' 
evaluates to 9, not 7. Unary operators have precedence over binary operators since they 
are considered part of a term, and both terms of a binary operator must be evaluated 
before the binary operator can be applied. 

A missing expression or term is interpeted as having a value of zero. In this case, 
an 'Invalid expression' error is generated. An 'Invalid Operator' error means that a 
valid end_ofJine character or binary operator was not detected after the assembler pro
cessed a term. In particular, this error is generated if an expression contains a symbol 
with an illegal character, or if an incorrect comment character was used. 

Any expression. when evaluated, is either absolute, relocatable. or external: 

a. An expression is absolute if its value is fixed. An expression whose terms 
are constants. or symbols whose values are constants via a direct assignment 
statement, is absolute. A relocatable expression minus a relocatable term, 
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where both items belong to the same program section is also absolute. 

b. An expression is relocatable if its value is fixed relative to a base address, 
but will have an offset value when it is linked, or loaded into core. All labels 
of a program defined in relocatable sections are relocatable terms, and any 
expression which contains them must only add or subtract constants to 
their value. For example, assume the symbol 'foo' was defined in a relocat
able section of the program. Then the following demonstrates the use of 
relocatable expressions: 

foo Relocatable 

foo + 5 Relocatable 

foo-'A Relocatable 

foo·2 Not relocatable 

2 - foo Not relocatable. since the expression cannot be 
linked by adding /oo·s offseT to it. 

foo-bar Absolute. since the offsets added to)'oo and bar 
cancel each other OUI. 

c. An expression is external (or global) if it contains an external symbol not 
defined in the current program. The same restrictions on expressions con
taining relocatable symbols apply to expressions containing external symbols. 
Exception: the expression 'foo-bar' where both foo and bar are external 
symbols is not allowed. 

4. INSTRUCTIONS AND ADDRESSING MODES 

This section describes the conventions used in AS to specify instruction mnemon
ics and addressing modes. 

4.1. INSTRUCTION MNEMONICS 

The instruction mnemonics used by AS are described in the previously mentioned 
Motorola manual with a few variations. Most of the 68000 instructions can apply to 
byte, word on long operands, so in AS the normal instruction mnemonic is suffixed 
with b, w, or I to indicate which length operand was intended. For example, there are 
three mnemonics for the or instruction: orb, orw and orl. Op-codes for instructions 
with unusual opcodes may have additional suffixes, thus in addition to the normal add 
variations, there also exist: addqb, addqw and addqJ for the add quick instruction. 

Branch instructions come in two flavors, byte and word. In AS, the byte version 
is specified by appending the suffix s to the basic mnemonic as in beq and beqs. 

In addition to the instructions which explicitly specify the instruction length, AS 
supports extended branch instructions, whose names are generally constructed by 
replacing the b with j. If the operand of the extended branch instruction is a simple 
address in the current segment, and the offset to that address is sufficiently small, AS 
will automatically generate the corresponding short branch instruction. If the offset is 
too large for a short branch, but small enough for a branch, then the corresponding 
branch instruction is generated. If the operand references an external address or is 
complex, then the extended branch instruction is implemented either by a jmp or jsr 
(for jra or jbsr), or by a conditional branch (with the sense of the conditional inverted) 
around a jmp for the extended conditional branches. In this context, a complex 
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address is either an address which specifies other than normal mode addressing, or relo
catable expressions containing more than one relocatable symbol. i.e. if a, band care 
symbols in the current segment, then the expression a+b-c is relocatable, but not sim
ple. 

Note that AS is not optimal for extended branch instructions whose operand 
addresses the next instruction. The optimal code is no instruction at all, but AS 
currently retains insufficient information to make this optimization. The difficulty is 
that if AS decides to just eliminate the instruction, the address of the next instruction 
will be the same as the address of the (nonexistent) extended branch instruction. This 
instruction will then look like a branch to the current location, which would require an 
instruction to be generated. The code that AS actually generates for this case is a BOP 

{recall that an offset of zero in a branch instruction indicates a long offset}. Although 
this problem may arise in compiler code generators, it can easily be handled by a 
peephole optimizer. 

The algorithm used by AS for deciding how to implement extended branch 
instructions is described in "Assembling Code for Machines with Span-Dependent 
Instruction," by Thomas G. Szymanski in Communications of the ACM, Volume 21, 
Number 4, pp. 300-308, April 1978. 

Consult the Appendix for a complete list of the instruction op-codes. 

4.2. ADDRESSING MODES 

The following table describes the addressing modes recognized by AS. In this 
table an refers to an address register, dn refers to a data register, Ri to either a data or 
an address register, d to a displacement, which, in AS is a constant expression, and :ax 
to a constant expression. Certain instructions, particularly move, ac~ept a variety of spe
cial registers including sp, the stack pointer which is equivalent to a7, sr, the status 
register, cc, the condition codes of the status register, usp, the user mode stack pointer, 
and pc, the program counter. 

Mode 
Register 
Register Deferred 
Postincrement 
Predecrement 
Displacement 
Word Index 
Long Index 
Absolute Short 
Absolute Long 
PC Displacement 
PC Word Index 
PC Long Index 
Normal 
Immediate 

Notation 
an,dn,sp,pc,cc,sr, usp 
an@ 
an@+ 
an@-
an@(d) 
an@(d, Ri:W) 
an@(d, Ri:L) 
:ax.W 
xxx.L 
pc@(d) 
pc@(d, Ri:W) 
pc@ (d, Ri:L) 
foo 
#xxx 

Example 
movwa3,d2 
movwa3@,d2 
movw a3@ + ,d2 
movw a3@-,d2 
movwa3@(24),d2 
movw a3@06, d2:W),d3 
movw a3@(16, d2:L),d3 
movw 14.W,d2 
movw 14.L,d2 
movw pc@ (20) ,d3 
movw pc@(14, d2:W),d3 
movw pc@(14, d2:L),d3 
movw foo,d3 
movw #27 + 3,d3 

Normal mode actually assembles as absolute long, although the value of the constant 
will be flagged as relocatable to the loader. The notation for these modes derived from 
the Motorola notation with the exception of the colon in index mode rather than 
period. 

The Motorola manual presents different opcodes for instructions that use the 
effective address as data rather than the contents of the effective address such as adda 
for add address. AS does not make this distinction because it can determine the type of 

April 4, 1983 



- 11 -

the operand from its form. Thus an instruction of the form: 

foo: .word 0 

addl #foo,aO 

will assemble to the add address instruction because faa is known to be an address. 

The 68000 tends to be very restrictive in that most instructions accept only a lim
ited subset of the address modes above. For example, the add address instruction does 
not accept a data register as a destination. AS tries to check all these restrictions and 
will generate the illegal operand error code for instructions that do not satisfy the 
address mode restrictions. 

S. ASSEMBLER DIRECTIVES 

The following pseudo-ops are available in AS: 

.ascii 
stores character strings 

.asciz 

.byte 
stores bytes/wordsllongs 

.word 

.long 

.space 

.text Text csect 

.data Data csect 

.bss Bss csect 

.globl declares external symbols 

.comm 

.even forces location counter to next word boundary 

5.1 .• ASCII .ASCIZ 

The .ASCII directive translates character strings into their 7-bit ASCII 
(represented as 8-bit bytes) equivalents for use in the source program. The format of 
the .ASCII directive is as follows: 

.ASCII "< character string> " 

where 

< character string> contains any character valid in a character constant {section 
3.3.2>' Obviously, a newline must not appear within the 
character string. A newline can be represented by the 
escape sequence '\n'. 
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The examples following illustrate the use of the .ASCII statement: 

ASCIl Code Generated: 

150 145 154 154 157 040 
164 150 145 162 145 

127 141 162 156 151 156 
147 055 007 007 040 012 

141 142 143 144 145 146 
147 

Statement: 

.ascii "hello there" 

.ascii "Warning-\007\007 \n" 

.ascii "abcdefg" 

The .ASCIZ directive is equivalent to the .ASCII directive with a zero byte 
automatically inserted as the final character of the string. Thus when a list or text string 
is to be printed, a search for the null character can terminate the string. 

5.2. .BYTE . WORD .LONG .SPACE 

The .BYTE, .WORD, .LONG and .SPACE directives are used to reserve bytes 
and words and to initialize them with certain values. 

The format of the various forms of data generation statements is: 

[ < label> :] .BYTE [ < expression> ] [, < expression> ] .. . 
[ < label> :] • WORD [ < expression> ] [, < expression> ] .. . 
[< label>:] .LONG [< expression>] [, < expression> J ••• 
[ < label> :] .SP ACE [ < expression> ] [. < expression> ] ... 

initializes the value of the byte to be the low-order byte of the corresponding expres
sion. Note that multiple expressions must be separated by commas. A blank expression 
is interpreted as zero, and no error is generated. For example, 

.byte 7,0,1,2 reserves 4 bytes with values 7, 0, 1, and 2 respectively . 

. byte ,,,, reserves five bytes, each with a value of zero . 

. byte reserves a single byte, with a value of zero. 

The syntax and semantics for .WORD is identical, except that 16-bit words are 
reserved and initialized and .LONG uses 32-bit quantities. 

The .SPACE directive reserves the indicated number of bytes and fills them with 
zero. 

5.3. . TEXT .DAT A .BSS 

These statements change the 'program section' where assembled code will be 
loaded. 

5.4. .GLOBL .COMM 

See section 3.1.2, above. 

5.5 .. EVEN 

This directive advances the location counter if its current value is odd. This is 
useful for forcing storage allocation like. WORD directives to be on word boundaries. 

April 4, 1983 



- 13 -

6. ERROR CODES 

If an assembly listing is produced, the error code for each statement appears on 
the line before the code. A message of the form: 

error «line_no»: <error_code> 

is printed out on the terminal. The letter 'W' appearing after the error code signifies a 
warning. 

The following error codes, and their probable cause, appear below: 

Invalid Character 
An invalid character for a character constant or character string was encountered. 

Multiply defined symbol 
A symbol appeappears twice as a label, or an attempt to redefine a label using an 
- statement. 

Symbol storage exceeded 
No more room is left in the symbol table. Assemble portions of the program 
separately, then bind them together. 

Symbol length exceeded 
A symbol of more than 31 characters was encountered. 

Undefined symbol 
A symbol not declared by one of the methods mentioned above in 'Symbols' was 
encountered. This happens when an invalid instruction mnemonic is used. This 
also occurs when an invalid or non-printing charact~r occurs in the statement. 

Invalid Constant 
An invalid digit was encountered in a number. 

Invalid Term 
The expression evaluator could not find a valid term: symbol, constant or 
I < expression> J. An invalid prefix to a number or a bad symbol name in an 
operand generates this message. 

Invalid Operator 
Check the operand field for a bad operator. 

Non-relocatable expression 
If an expression contains a relocatable symbol (e.g. label) then the only operations 
that can be applied to it are the addition of absolute expressions or the subtraction 
of another relocatable symbol (which produces an absolute result). 

Invalid operand type 
The < type> field of an operand is either not defined for the machine, or 
represents an addressing mode incompatible with the current instruction. 

Invalid operand 
This is a catch-all error. It appears notably when an attempt is made to assign an 
undefined value to dot during pass 1. 

Invalid symbol 
If the first token on the source line is not a valid symbol (or the beginning of a 
comment), this is generated. This might happen if you try an implied. WORD. 

Invalid assignment 
An attempt was made to redefine a label with an = statement. 

Too many labels 
More than 10 labels and/or <symbol> = 's appeared on a single statement. 
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Invalid op-code 
An op-code mnemonic was not recognized by the assembler. 

Invalid string 
An invalid string for .ASCII or .ASCIZ was encountered. Make sure string is 
enclosed in double quotes. 

Wrong number of operands 
This is usually a warning. Check the manufacturer's assembly manual for the 
correct number of operands for the current instruction. 

Line too long 
A statement with more than 255 characters before the newline was encountered. 

Invalid register expression 
Any expression inside parentheses should be absolute and have the value of a 
register code « register symbols> are such and expression. This may occur if 
you use parentheses for anything other than the < register> portion of an 
operand. 

Offset too large 
The instruction is a relative addressing instruction and the displacement between 
this instruction and the label specified is too large for the address field of the 
instruction. 

Odd address 
The previous instruction required an odd number of bytes and this instruction 
requires word alignment. This error can only follow a .ASCII or a .byte pseudo
operation. 
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APPE~DIX - AS OPCODES 

Double Operand Instructions Single Operand Instructions 
addb clrb 
addw add clrw clear an operand 
addl clrl 
an db nbcd negate decimal with extend 
andw and negb 
andl negw negate binary 
cmpb negl 
cmpw compare negxb 
cmpl negxw negate binary with extend 
eorb negxl 
eorw exclusive or notb 
eorl notw logical complement 
movb notl 
movmw 

move 
movw 

st set all ones 
sf set all zeros 

movl shi set high 
orb sis set lower or same 
orw inclusive or scc set carry clear 
orl scs set carry set 
subb sne set not equal 
subw subtract seq set equal 
subl - svc set no overflow 

svs set on overflow 
spl set plus 
smi set minus 
sge set greater or equal 
sit set less than 
sgt set greater than 
sle set less than or equal 
tas test operand then set 
tstb 
tstw test operand 
tsti 
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Branch Instructions Extended Branch Instructions 
bcc branch carry clear 
bccs 

jcc jump/branch carry clear 
jcs jump/branch on carry 

bcs branch on carry 
bcss 

jeq jump/branch on equal 
jge jump/branch greater or equal 

beq 
branch on equal beqs 

bge 
branch greater or equal 

bges 
bgt 

branch greater than 
bgts 

jgt jump/branch greater than 
jhi jump/branch higher 
jle jump/branch less than or equal 
jls jump/branch lower or same 
jlt jump/branch less than 
jmi jump/branch minus 
jne jump/branch not equal 

bhi branch higher 
bhis 

jpl jump/branch positive 
jra jump/branch 

ble 
branch less than or equal 

bles 
jbsr jump/branch to subroutine 
jvc jump/branch no overflow 

bls 
branch lower or same 

blss 
jvs jump/branch on overflow 

bit 
branch less than 

bits 
bmi 

branch minus 
bmis 
bne 

branch not equal 
bnes 
bpi 

branch positive bpls 
bra 

branch 
bras 
bsr 

subroutine branch 
bsrs 
bvc 

, branch no overflow 
bvcs 
bvs 

branch on overflow 
bvss 
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Test Conditions, Decrement and Branch 
dbcc Decrement and Branch on Carry Clear 
dbcs Decrement and Branch on Carry Set 
dbeq Decrement and Branch on Equal 
dbf Decrement and Branch on False 
dbge Decrement and Branch on Greater Than or Equal 
dbgt Decrement and Branch on Greater Than 
dbhi Decrement and Branch on High 
dble Decrement and Branch on Less Than or Equal 
dbls Decrement and Branch on Low or Same 
dblt Decrement and Branch on Less Than 
dbmi Decrement and Branch on Minus 
dbne Decrement and Branch on Not Equal 
db pI Decrement and Branch on Plus 
dbra Decrement and Branch Always (same as dbf) 
dbt Decrement and Branch on True 
dbvc Decrement and Branch on Overflow Clear 
dbvs Decrement and Branch on Overflow Set 

Shift Instructions Miscellaneous Classes 
aslb abcd add decimal with extend 
aslw arithmetic shift left addQb 
asH addQw add Quick 
asrb addQI 
asrw arithmetic shift right addxb 
asrl addxw add extended 
Islb addxl 
Islw logical shift left bchg test a bit and change 
IsII belr test a bit and clear 
Isrb bset test a bit and set 
Isrw logical shift right btst test a bit 
Isrl cmpmb 
rolb cmpmw compare memory 
rolw rotate left cmpml 
roll chk check register against bounds 
rorb dent decrement count and branch nz 
rorw rotate right divs signed divide 
rorl divu unsigned divide 
roxlb exg exchange registers 
roxlw rotate left with extend 
roxll 

extw 
sign extend 

ext! 
roxrb jmp jump 
roxrw rotate right with extend jsr jump to subroutine 
roxrl lea load effective address 

link link and allocate 
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Miscellaneous Classes, continued 
moveml 

move multiple registers 
movemw 
movepl 

move peripheral 
movepw 
moveq move quick 
muls signed multiply 
mulu unsigned multiply 
nop no operation 
pea push effective address 
reset reset machine 
rte return from exception 
rtr return and restore codes 
rts return from subroutine 
sbcd subtract decimal with extend 
stop halt machine 

subqb 
subqw subtract quick 
subql 

subxb 
subxw subtract extended 
subxl 
swap swap register halves 
trap trap 
trapv trap on overflow 
unlk unlink 
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l!iscellaneous Classes, continucc 

t:Ovcr;l 
J:lC)VCDl'7 

novepl 
t1ovep~,· 

r.oveq 
rouls 
t::ulu 
nop 
rca 
reset 
rte 
rtr 
rts 
sbcc! 
sto., 

subGb 
sul;q\1 
sulql 

sl~bxb 

s u1:. Xl: 

subxl 

Sl:ap 
trap 
trnpv 
ur.ll~ 

move mUltiple retisters 

move peri?heral 

nove Guick I 
si&ned mUltiply I 
ur.signed wuItipIy I 
no operz:tion 
push effective ~d~rcss : 
reGet m~chil1e I 
return fror.. exception 
return ~nc restore cocles I 
return fror.. subroutine I 
subtr.:;.ct decir.ull with e~:t end I 
halt nachine I 

subtract quick 

subtract extendeL 

s'!.,cp rer;ister hal Vt!S 

tr~p 

traF on overflo,·, 
unlink 
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"..£" INTERFACE NOTES FOR 68000 UNIX. 

UNISOFT Corporation 

Second Edition, li May 1982. 

These notes describe the way in which the UNISOFT 68000 "c" programming 
language represents data in storage, and how that data is passed between 
functions and subroutines. Also descr ibed is the env ironnent of a func
tion, and the calling mechanism for functions. 

The information in these notes is intended for programmers who must have 
detail ed knowledge of the interface mechanisms -in order to match "c" 
code with the assembler. It is also intended for those who wish to 
write new system functions or mathematical functions. 

19 May 1982 
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1. GENERAL INFORMATION 

When a "e" program is compiled and assembled, the various parts of 
the program are split out into three parts. These are: 

1. The executable code of the program. This is known as the ~ in 
UNIX terminology. 

2. The initialized data area. This contains literal constants, char
acter strings, and so on. 

3. The uninitialized or ".BSS" data areas. 

These three data areas are called: 

.text 

.data 
• bss 

These three parts of the program appear in the above order. The 
compiler/assembler combination produces the first two. The loader actu
ally generates the .bss area at load time. 

The .bss area is cleared to zero (0) by the system at load 
time. This is a feature of the system, and can be relied 
upon. 

During execution of a program, the stack area contains indeter
minate data. In other words, its previous contents (if any) cannot be 
relied upon. 
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~. DATA REPRESENTATIONS 

In general, all data elements of whatever size, are stored such 
that their least significant bit is in the highest addressed byte, and 
their most significant bit is in the lowest addressed byte. The list 
below describes the representation of data. 

char 

Values of type char occupy 8 bits. Such values can be aligned on 
any byte boundary. 

short 

long 

Values of type short occupy 16 bits. Values of type short are 
aligned on word (16-bit) address boundaries. 

Values of type long occupy 32 bits. A long values is the same as an 
int value in 68000 "C". Values of this type are aligned on word 
(16-bit) boundaries. 

float 

Values of type float occupy 32 bits. All float values are automat
ically converted to type double to do arithmetic operations. 
Values of type float are aligned on word (16-bit) boundaries. A 
float value consists of a sign bit, followed by an 8-bit biased 
exponent, followed by a 23 bit mantissa. 

double 

Values of type double occupy 64 bits. Values of this type are 
aligned on word (16-bit) boundaries. A double value consists of a 
sign bit, followed by an 8-bit biased exponent, followed by a 55 
bit mantissa. 

pointers 

All pointers are represented as long (32-bit) values. Pointers are 
aligned on word (16-bit) boundaries. 

arrays 

The base address of an array value is always aligned on a word 
(16-bit) address boundary. 

Elements of an array are stored contiguously, one after the other. 
Elements of multi-dimensional arrays are stored in row-major order. That 
is, the last dimension of an array varies the fastest. 

When a multi-dimensional array is declared, it is possible to omit 
the size specification for the last dimension. In such a case, what is 
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allocated is actually an array of pointers to the elements of the last 
dimension. 

Structures and Unions 

Within structures and unions, it is possible to obtain unfilled 
holes of size char, due to the compiler rounding addresess up to 
l6-bit boundaries to accomQdate word-aligned elements. 

This situation can best be demonstrated by an example. 
the following structure: 

struct { 
int x; 
char y; 
short z; 

} ; 

I. This is a 32-bit element .1 
I. Takes up a single byte .1 
I. Aligned to a l6-bit boundary .1 

Consider 

The total number of bytes declared above is seven: four for the int, one 
for the ~, and two for the short. 

In reality, the 'z' field which is a short, will be aligned on a l6-bit 
boundary by the "c" compiler. In this case, the compiler inserts a hole 
after the ~ element, 'y', to align the short element, 'z'. The net 
effect of these machinations is a structure that behaves I ike this: 

x; 
struct { 

int 
char y; 
char dummy; 
short z; 

}; 

I. This is a 32-bit element .1 
I. Takes up a single byte .1 
1* Fills the structure .1 
I. Aligned to a 16-bit boundary .1 

The "c" compiler never reorders any parts of a structure. 

Similar considerations apply to arrays of structures or unions. Each 
element of an array (other than an array of char) begins on a 16-bit 
boundary. 

For a detailed treatment of data storage, consult "The 'c' Program
ming Language, by Kernighan and Ritchie". 
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l. CALLING MECHANISMS AND PARAMETER PASSING MECHANISMS. 

This part of the "c" interface notes de scr ibe s the interface s 
between functions. 

~.~. Parameter Passing in~. 

The "c" programming language is unique in that it really has only 
functions. The effect of a subroutine is achieved simply by having a 
function which does not return a value. 

The other unique part of "c" is that parameters to functions are 
always passed by value. The "c" programming languge has no concept of 
declaring parameters to be passed by reference, as there is in languages 
such as Pascal. In order to pass a parameter by reference in a "c" 
program, the programmer must explicitly pass the address of the parame
ter. The called function must be aware that it is receiving an address 
instead of a value, and the appropriate code must be present to handle 
that case. 

When a function is called, its parameters (if any) are evaluated, 
and are then pushed onto the stack in reverse order. All parameters are 
pushed onto the stack as 32-bit longs. If a parameter is shorter than 
32 bits, it is expanded to a 32-bit value, with sign-extension if neces
sary. 

The calling procedure is responsible for popping the parameters off 
the stack. 

Consider a "c" function call like this: 

ferry (charon, 7, &styx, 1«10); 

After evaluation, but just before the call, the stack looks like this; 

+-------------------------------------+ 
SP ---> I value of variable 'charon' I 

+-------------------------------------+ 
I 7 I 
+-------------------------------------+ 
I address of variable 'styx' I 
+-------------------------------------+ 
I 1024 I 
+---------~---------------------------+ 
I • • • previous stack contents • • • I 
I I 
+-------------------------------------+ 
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Functions are called by iS,suing either a 'bsr' instruction, or a 
addressing range or not, and whether the "c" optimizer was used. The 
and then branches to the indicated function. So, after the call, on en
try to the function, the stack looks like this: 

+-------------------------------------+ 
SP ---> I Return address I 

+-------------------------------------+ 
value of variable 'charon' 

+-------------------------------------+ 
7 

+-------------------------------------+ 
address of variable 'styx' 

+-------------------------------------+ 
1024 

+-------------------------------------+ 
I ••• previous stack contents • • • I 
I I 
+-------------------------------------+ 

In each function, register A6 is used as a stack frame base. The 
stack location referenced by A6 contains the return address. 

~.~. Setting ~ the Stack in ~ Called Routine. 

Upon entry into the function, the prolog code is executed. The 
prolog code is responsible for allocating enough space on the stack for 
the local variables, plus enough space to save any registers that this 
function uses. 

Then the prolog code ensures that there is enough stack space available 
for the function. 
If there is not enough space, the system grows the stack to allot more 
space. The prolog code looks like this: 

link a6,#-.Fl 
tstb sp@(-page_size) 
moveml #.SI,a6@(-.Fl) 

The' .Fl' constant is the size of the stack frame for the local vari
ables, plus four bytes -for each register variable. 

The 'page_size' constant is an implementation dependent constant. It is 
used to probe the stack region at some place below the current stack 
top. If the probe generates a trap, the system grows the stack by an 
amount sufficient to include the probe address. 

Lastly, the' .SI' constant is a mask to determine which registers need 

19 May 1982 
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to be saved on the stack for this particular function. This is of 
course dependent on the register variables that the programmer declared 
for that particular routine. 

1.1. Allocation of Local Variables and Registers. 

A total of nine registers are available for register variables. 
Five of these are the 68000 data (D) registers, and four are the 68000 
addres s (A) registers. The ava Hable A regis ters are A2. through AS. 
The available D registers are D3 through D7. 

Any register variable declared as a pointer variable is always 
allocated to an address register. Non pointer variables are assigned to 
data registers. Register variables are allocated to registers in the 
order in which they are declared in the "e" source program, starting at 
the high end (AS or D7) of the appropriate type of register. 

If there are more register variables of either kind than there are 
registers to accomodate them, the remaining variables are allocated on 
the stack as local variables, just as if the register attribute had 
never been given in the declaration. 

Upon completion of the prolog code, the stack then looks like this: 

+-------------------------------------+ 
I I 
I Register Save Area I 

SP ---> I I. 
+-------------------------------------+ 
I I 
I Local Variables I 
I I 
+-------------------------------------+ 

A6 ---> Old A6 I 
+-------------------------------------+ 

Return addr ess I 
+-------------------------------------+ 

value of variable 'charon' I 
+-------------------------------------+ 
I 7 I 
+-------------------------------------+ 
I address of variable 'styx' I 
+-------------------------------------+ 

1024 I 
+-------------------------------------+ 
I • • . pr ev ious s tac k content 5 • • • I 
I I 
+-------------------------------------+ 

19 May 1982 
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2.~. Returning From A Function ~ Subroutine. 

Upon reaching a 'return' statement, either explicit or implicit, 
the function executes the epilog code. 

If the function has a return value, generated from a 

return(expression)j 

statement, the value of the expression (which is synonymous with the 
value of the function) is placed in register DO. 
The epilog code is then executed to effect a return from the function: 

moveml 
unlk 
rts 

a6@(-.F1),I.S1 
a6 

The 'moveml' instruction restores any registers which were saved during 
the prolog. The stack frame base pointer in A6 is then put back to the 
point where A6 once again points to the return address. The function is 
then exited via the 'rts' instruction, which pops the stack to the state 
it was in prior to the original call, and then returns to the function 
that called it. 

19 May 1982 
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4. SYSTEM CALLS 

This section describes the way in which the C compiler handles sys
tem calls. 

!.l. Interface ~ System Calls 

The C compiler generates code for system calls in the following 
way: 

1. The system call number is placed in register DO, 

2. The first parameter is placed in register AO; the second parameter 
goes in register Dl; the third parameter is placed in register AI; 
and the fourth parameter is placed in register D2, 

3. A 'TRAP #0' instruction is executed. 

The C compiler sometimes generates code which uses register D2, so 
if your code uses D2, you must save it before executing the system call. 

On return from the system call, errors are signalled by the car~1 
flag being set. 

4.1. System Call Descriptions. 

Number. Name 

o 
1 
2 
3 
4 
5 

6 
7 
8 
9 

10 

11 
12 
13 
14 
15 

exit 
fork 
read 
write 
open 

close 
wait 
creat 
link 
unlink 

exec 
chdir 
time 
mknod 
chmod 

Description 

Not assigned. 
Terminate a process. 
Fork a new process. 
Read from a file. 
Write to a file. 
Open a file for reading or writing. 

Close a file. 
Wait for a process to terminate. 
Create a new file. 
Link to a file. 
Remove a directory entry. 

Execute a file. 
Change current working directory. 
Get date and time. 
Make a directory or a special file. 
Change mode of a file. 
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16 
17 
18 
19 
20 

21 
22 
23 
24 
25 

26 
27 
28 
29 
30 

31 
32 
33 
34 
35 

36 
37 
38 
39 
40 

41 
42 
43 
44 
45 

46 
47 
48 
49 
50 

chown 
break 
stat 
seek 
getpid 

mount 
umount 
setuid 
getuid 
stime 

ptrace 
alarm 
fstat 
pause 
utime 

stty 
gtty 
access 
nice 
ftime . 

sync 
kill 

tell 

dup 
pipe 
times 
prof 
locking 

setgid 
getgid 
sig 
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Change owner and group of a file. 
Change memory allocation. 
Get status of a file. 
Position in a file. 
Get process identification. 

Mount a file system. 
Unmount a file system. 
Set user ID. 
Get user ID. 
Set time. 

Process trace. 
Schedule signal after specified time. 
Get file status. 
Stop until signal. 
Set file times. 

Control device. 
Con tro 1 dev ice. 
Determine accessibility of a file. 
Set program priority. 
Get date and time. 

Update the super block. 
Send signal to kill a process. 
Not assigned. 
Not as signed. 
Obsolete. 

Duplicate an open file descriptor. 
Create an interprocess channel. 
Get process times. 
Make execution time profile. 
File concurrency control. 

Set group ID. 
Get group ID. 
Catch or ignore signals. 
Not assigned. 
Not assigned. 
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51 
52 
53 
54 
55 

56 
57 
58 
59 
60 

61 
62 
63 

aect 
phys 
lock 
ioct1 

mpxchan 

exece 
umask 
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Turn accounting on or off. 
101ap user virtual memory to physical memory. 
Lock a process in primary memory. 
Control dev ice. 
Not assigned. 

Not implemented. 
Not as signed. 
Not assigned. 
Exe c ut e a f He • 
Set file creation mode mask. 

Not assigned. 
Not assigned. 
Not as signed. 
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~. OPTIMIZATIONS. 

This section describes some of the ways in which the programmer can 
optimize the use of the "e" langauge. 

The "e" compiler can be run such as to optimize the code it gen
erates, to make that code both compact and fast. Using a "e" command 
line as follows: 

cc -0 file 

generates optimized code. The option for optimized code generation is 
an upper-case '0'. 

If a "e" program contains a 'do' loop of the form: 

register short X; 
X = 10; 
do { 

statenent 
} while (--x !- -1); 

Such a loop is optimized to use the 'dbra' instruction, resulting in 
faster execution. 

~ . .l. Use Of Register Variables 

The decision as to whether to use declare a variable in a register 
depends on the number of times that variable is referenced in the func
tion. 

If a variable is used more than twice in a function, it can be 
declared as a register variable. 

If a variable is used less than twice in a function, it is not use
ful to declare it as a register variable, because the amount of time 
spent saving and restoring that register is more than the time saved in 
using a register instead of a location on the stack. 

19 May 1982 
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The C Programming Language - Reference Manual 

Dennis M. Ritchie 

Bell Laboratories, Murray Hill. New Jersey 

This manual is reprinted. with minor changes. from The C Programming Language. by Brian W. Ker
nighan and Dennis M. Ritchie. Prentice-Hall. Inc .. 1978. 

1. Introduction 
This manual describes the C language on the DEC POP-II. the DEC VAX-I\. the Honeywell 6000. 

the IBM System/370. and the Interdata 8/32. Where differences exist. it concentrates on the PDP-II. but 
tries to point out implementation-dependent details. With few exceptions. these dependencies follow 
directly from the underlying properties of the hardware: the various compilers are generally quite compa-
tible. . 

2. Lexical conventions 
There are six classes of tokens: identifiers. keywords. constants. strings. operators. and other separa

tors. Blanks. tabs. newlines. and comments (collectively. "white space") as described below are ignored 
except as they serve to separate tokens. Some white space is required to separate otherwIse adjacent 
identifiers. keywords. and constants. 

If the input stream has been parsed into tokens up to a given character. the next token is taken to 
include the longest string of characters which could possibly conslllute a token. 

2.1 Comments 
The characters /. introduce a comment. which terminates with the characters. /. Comments do not 

nest. 

2.2 Identifiers (Names) 
An identifier is a sequence of leiters and digits; the first character must be a letter. The underscore _ 

counts as a letter. Upper and lower case letters are different. No more than the first eight characters are 
significant. although more may be used. External identifiers, which are used by various assemblers and 
loaders. are more restricted: 

DEC POP-II 
DEC VAX-II 
Honeywell 6000 
IBM 360/370 
Interdata 8/32 

2.3 Keywords 

7 characters. 2 cases 
8 characters, 2 cases 
6 characters. I case 
7 characters. I case 
8 characters. 2 cases 

The following identifiers are reserved for use as keywords. and may not be used otherwise: 

int extern else 
char register for 
float typedef do 
double static while 
struct goto switch 
union return case 
_long sizeof default 
short break entry 
unsigned continue 
auto if 

The entry keyword is not currently implemented by any compiler but is reserved for future use. Some 

t UNIX is • Tradernart of Bell uboralories. 

----- ---------------------------------
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implementations aJso reserve the words toz:traD and &sa 

2.4 CODStaDts 
There are severa! kinds of constants. as listed below. Hardware characteristics which aft'ect sizes are 

summarized in §2.6. 

2.4.1 IDtqer CODStaDts 
An intqCf constant consistinl of a sequence of dilits is taken to be oc:W if it beains willi 0 (diait 

zero), decimal otherwise. The dilits 8 and 9 have oc:W value 10 and 11 teSJ*lively. A sequence or 
dipts preceded by Ox or ox (dipt zero) is taken to be a hexadecimal intepr. The hexadecimal diaits 
include • or A throu... t or r with values 10 throuan 1 S. A decimal constant whOle value exceeds the 
lacpst signed mxhine int ..... is taken to be lonq; an oc:W or hex constant which exceeds the tars
unsigned mac:hine intepr is likewise taken to be 1011q. 

2.4.2 ExpUcit 10DI CODStaDts 
A decimal, oc:ta.l. or hexadecimal intepf constant immediately rollowed by 1 (letter eU) or to i.s a lonl 

constanL As discussed below, on some mKhines intepr and lana values may be considered identicaL 

2.4.3 Chancter coascaats 
A character constant is a character endosed in sinale quotes. as in ' x,. The value of • chander 

constant is the numerical value of the character in the machine's character set. 
Certain non-graphic: characters. the sin", quote ' and the blcksllSh \. may be represented aa:ordin, 

to the followina table of esc:&1Je sequences: 

newline NL (LF) \za 
horizontal tab HT \t 
blclcspKe as \1:) 

CR \Z' 
FF \f 
\ \\ 

\' 
ddtl \dtJd 

The esca!)e \ddd consists of the blckslash rollowed by 1. 2. or 3 octal dilits which are taken to specify the 
vaJue of the desired character. A ~al case of this construction is \0 (not rollowed by a dilid, which 
indicates the character NUL. If the character rollowinl a bac:lcslash is not one of those Sl'OCifted. the 
backslash is ignored. 

2.4.4 Flo,tial CODSlIDts 
A floating constant consists of an int~er pan. a decimal point. a fraction pan. an • or So and an 

optionaJly signed int01er eXl'QnenL The int01ef and fraction partS both consist of a sequence of dilits. 
Either the integer pan or the fraction part (not both) may be missinl: either the decimal point or the. 
and the exponent (not both) may be missin .. Every tlOitina constant is taken (0 be double-precision. 

2.5 Striap 
A stnn~ is a sequence of characters surrounded by double quotes. as in " ••• It. A suinl has type 

"array of characters" and storale class sta1:ie (see §4 below) and is initialized with (he liven characters. 
All strings. even when written identically. are distinc:L The comlriler places a null byte \0 at the end of 
each strin~ so that programs which scan the strinl can find itS end. In a slrin.. (he double qUOle c:harK. 
ter " must be preceded by a \; in addition. the same esca!)eS as described for character constantS may be 
used. FinaJly, a \ and an immediately followinl newline are ignored. 

2.6 Hardware characteristics 
The iollowin~ table summarizes certain hardware pro!)enies which vary from machine to machine. 

Although these affect prO!fam portability. in practice they are less of a problem than milht be thoutht a 
pnon 
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DEC PDP·II Honeywell 6000 IBM 370 Interdata 8/32 

ASCII ASCII EBCDIC ASCII 
char 8 bits 9 bits 8 bits 8 bits 
int 16 36 32 32 
ahort 16 36 16 16 
lonq 32 36 32 32 
float 32 36 32 32 
e!ouble 64 72 64 64 
range ±10:38 ±IO:38 ±10:76 ±1O:76 

The VAX·ll is identical to the PDP·ll except that integers have 32 bits. 

3. S),Dtu notation 
In the syntax notation used in this manual, syntactic categories are indicated by ilQlic type, and literal 

words and characters in bole! type. Alternative categories are listed on separate lines. An optional ter· 
minal or non-terminal symbol is indicated by the subscript "opt," so that 

( apnssion." I 

indicates an optional expression enclosed in braces. The syntax is summarized in § 18. 

4. What's ia a Dame? 
C bases the interpretation of an identifier upon two attributes of the identifier: its storage CGSS and its 

ty/¥. The storage class determines the location and lifetime of the storage associated with an identifier; 
the type determines the meaning of the values found in the identifier's storage. 

There are four declarable storage classes: automatic, static, external, and resister. Automatic vari· 
abies are local to each invocation of a block (§9.2), and are discarded upon exit from the block; static 
variables are local to a block. but retain their values upon reentry to a block even after control has left 
the block; external variables exist and retain their values throughout the execution of the entire program, 
and may be used for communication between functions, even separately compiled functions. Register 
variables are (if possible) stored in the fast registers of the machine; like automatic variables they are 
local to each block and disappear on exit from the block. 

C suppons several fundamental types of objects: 
Objects declared as characters (char) are large enough to store any member of the implementation's 

character set, and if a genuine character from that character set is stored in a character variable. its value 
is equivalent to the integer code for that character. Other quantities may be stored into character vari
ables. but the implementation is machine·dependent. 

Up to three sizes of integer, declared ahort int. int. and lonq into are available. Longer 
integers provide no less storage than shoner ones. but the implementation may make either short 
intesers. or long integers, or both. equivalent to plain integers. "Plain" integers have the natural size 
suggested by the host machine architecture; the other sizes are provided to meet special needs. 

Unsigned integers. declared unlliqned, obey the laws of arithmetic modulo 2" where n is the 
number of bits in the representation. (On the PDP-II, unsigned long quantities are not supponedJ 

Singje-precision floating point (float) and double-precision floating point (douDle) may be 
synonymous in some implementations. 

Because objects of the foregoing types can usefully be interpreted as numbers. they will be referred 
to as arithmetic types. Types char and int of all sizes will collectively be called mtegral types. float 
and e!ouDle will collectively be called floating types. 

Besides the fundamental arithmetic types there is a conceptually infinite class of derived types con-
structed from the fundamental types in the following ways: 

a"ays of objects of most types; 
jilnclions which return objects of a given type; 
pomters to objects of a given type; 
SD'UClUres containing a sequence of objects of various types: 
umons capable of containing anyone of several objects of various types. 

In general these methods of constructing objects can be applied recursively. 
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s. Objects and IvaJues 
An obj«r is a manipulatable region of storage; an Ivai,. is an expression ref"rring to an object. An 

obvious example of an lvalue expression is an identifier. There are operators which yield lvalues: for 
example, if :: is an expression of pointer type. then d is an lvalue expression referrina to the object to 
which! points. The name ulvalue" comes from the assignment expression::1 • ::2 in which the left 
operand ::1 must be an lvalue expression. The discussion of each operator below indicates whether it 
expectS lvalue operands and whether it yields an lvalue. 

6. Conversions 
A number of operators may, dependina on their operands. cause conversion of the vaJue of an 

operand from one type to another. This section explains the result to be expected from such conver
sions. §6.6 summarizes the conversions demanded by most ordinary operators: it wiD be supplemented as 
required by the discussion of each operaUtr. 

6.1 Characten and intqen 
A character or a shon inteaer may be used wherever an inteaer may be used. In aU cases the value 

is convened to an inteaer. Conversion of a shoner inteaet to a lonpr always involves sian extension; 
intCiers are signed quantities. Whether or nOI sign-extension occurs for characters is machine dependen~ 
but it is guaranteed that a member of the standard character set is non-neptive. or the machines treated 
by this manual. only the POP-II sign-extends. On the POP-II. character variables ranae in value from 
-128 to 127; the characters of the ASCII alphabet are aU positive. A character constant specified with an 
octal escape suffers sign extension and may appear negative: for example. ' \377' has the value -1. 

When a longer inteaer is convened to a shorter Of to a c~, il is trUncated on the left: excess bits 
are simply discarded. 

6.2 Float and double 
All· floatinl arithmetic in C is carried out in double-precision; whenever a float: appears in an 

expression it is lenltheneci to double by zero-paddinl its fraction. When a deubl. must be converted 
to Uca1:. for example by an assignment. the dcw:.l. is rounded before truncation to fleat lenlth. 

6.3 Floatinl and iDtecral 
Conversions of floating values to intean1 type tend to be rather machine-dependent: in panic:ular the 

direction of truncation of neptive numbers varies from machine to machine. The result is undefined if 
the value will not fit in the space provided. 

Conversions of intearal values to floatina type are well behaved. Some loss or precision occun if the 
destination lacks sufficient bits. 

6.4 Pointers aad iDlqen 
An int~er or lonl intqer may be added to or subtracted from a pointer: in such a case the first is 

converted as specified in the discussion of the addition operatof. 
Two pointers to objectS of the same type may be subtracted: in this case the result is converted to an 

inteaer as specified in the discussion of the subtraction operator. 

6.5 U nsipe«! 
Wl'Ienever an unsigned int~er and i plain int~er are combined. the plain int~er is converted to 

unsigned and the resutt is unsigned. The value IS the leul unsilfted int~er congruent to the signed 
int~er (modulo 2wordliU). In a 2's complement representation. this conversion is conceptual and there is 
no actual change in the bit pattern. 

Wl'Ien an unsigned int~er is convened to lODq. the value of the result is the same numerically as 
that of the unsilfted integer. Thus the conversion amountS to paddinl with zeros on the fefL 

6.6 Aritbmetic: convenions 
A great many operators cause conversions and yield result types in a similar way. This pattern will 

be called the "usual arithmetic conversions." 

First. any operands of type char or shcrt are converted to ut, and any of type f!eae are con
verted to double. 



- 5 -

Then, if either operand is double, the other is converted to double and that is the type of the 
result. 
Otherwise, if either operand is long, the other is converted to long and that is the type of the 
result. 
Otherwise. if either operand is unsigned, the other is converted to unsigned and that is the type 
of the result. 
Otherwise. both operands must be int, and that is the type of the result. 

7. ExpressioDs 
The precedence of expression operators is the same as the order of the major subsections of this sec

tion, highest precedence first. Thus. for example. the expressions referred to as the operands of + (§7.4) 
are those expressions defined in §§7 .1-7 .3. Within each subsection. the operators have the same pre
cedence. Left- or right-associativity is specified in each subsection for the operators discussed therein. 
The precedence and associativity of all the expression operators is summarized in the grammar of §18. 

Otherwise the order of evaluation of expressions is undefined. In particular the compiler considers 
itself free to compute subexpressions in the order it believes most efficient. even if the subexpresslons 
involve side effects. The order in which side effects take place is unspecified. Expressions involving a 
commutative and associative operator (*, +. &. I ... ) may be rearranged arbitrarily. even in the presence 
of parentheses; to force a particular order of evaluation an explicit temporary must be used. 

The handling of overflow and divide check in expression evaluation is machine-dependent. All exist
ing implementations of C ignore integer overflows; treatment of division by O. and all noating-point 
exceptions. varies,between machines. and is usually adjustable by a library function. 

7.1 Primary expressions 
Primary expressions involving •• ->. subscripting, and function calls group left to right. 

primary-upnssion: 
I.ntiji~r 

conslllnt 
strIng 
( apnsslon) 
primary-upnssion [ apresslon ] 
primary-upresslon ( expreSSion-list. ) 
primary-IWllue • i.ntifi~r 
prlmary-expresslon -> identijier 

apnssion-list: 
expression 
expreSSion-list , apnssion 

An identifier is a primary expression. provided it has been suitably declared as discussed below. Its type 
is specified by its declaration. If the type of the identifier is "array of ... ". however. then the value of 
the identifier-expression is a pointer to the first object in the array. and the type of the expression is 
"pointer to ...••. Moreover. an array identifier is not an Ivalue expression. Likewise. an identifier which 
is declared "function returning ... ". when used except in the function-name position of a call. is con
verted to "pointer to function returning ... ". 

A constant is a primary expression. Its type may be into long. or double depending on its form. 
Character constants have type in1:; noating constants are double. 

A string is a primary expression. Its type is originally "amy of char"; but following the same rule 
liven above for identifiers, this is modified to "pointer to char" and the result is a poiRter to the first 
character in the string. (There is an exception in certain initializers; see §8.6.) 

A parenthesized expression is a primar)! expression whose type and value are identical to those of the 
unadorned expression. The presence of parentheses does not affect whether the expression is an Ivalue. 

A primary expression followed by an expression in square brackets is a primary expression. The 
intuitive meaning is that of a subscript. Usually. the primary expression has type "pointer to ... ". the 
subscript expression is into and the type of the result fs ..... n. The expression £, [£2] is identical (by 
definition) to .. ( (E1 ) + (£2) ). All the clues needed to understand this notation are contained in this sec
tion together with the discussions in §§ 7.1, 7.2. and 7.4 on identifiers. -. and + respectively; §14.3 below 
summarizes the implications. 
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A function call is a primary expression followed by parentheses contaln!n, a possibly empty, 
comma-separated list of expressions which constitute the actual arguments to the function. The primary 
eJq)ression must be of type "function returning ..... , and the result of the function call is of type ••... ". 
As indicated below. a hitherto unseen identifier followed immediately by a left parenthesis is contextually 
declared to represent a function returning an integer; thus in the most common case. integer-valued 
functions need not be declared. 

Any actual arguments of type float are converted to 40uble before the call: any of type char or 
short are converted to in1:: and as usuaJ. array names are'converted to pointers. No other conversions 
are performed automaticaJly; in particular. the compiler does not compare the types of actual arauments 
with those of formai arguments. If conversion is needed. use I ClSt: see §7.2. S.7. 

In preJ)aring for the call to a function. a copy is made of each actuaJ parameter; thus. all Il'J\II'Mnt· 
passin, in C is strictJy by value. A function may change the values of its formal parameters. but these 
changes cannot atrect the values of the actuaJ panmeters. On the other hand. it is possible to pas a 
pointer on the understandin, that the function may change the value of the object to which the pointer 
points. An amy name is a pointer eJq)ression. The order of evaluation of arguments is undefined by the 
languagtr. take nOle that the various compilers dUfer. 

Recursive calls to any function are permined. 
A primary expression followed by a dot followed by an identifter is an expression. The fina expres

sion must be an IvaJue namin, a structure or a union. and the identifier must name a member 0( the 
structure or union. The result is an Ivalue referrinl to the named member of the structure or union. 

. A primary expression followed by an arrow (built from a - and a » followed by an identifier is an 
expression. The first expression must be a poinler to a structure or a union and the identifter must name 
a member of that structure or union. The result is an Ivalue referrinl to the named member 0( the struc· 
ture or union to which the pointer expression points. 

Thus the expression !1 ->MOS is the same as (11111). MOS. Structures and unions are discussed in 
§8.S. The rules given here for the use of structures and unions are not enforced strictJ,. in order to allow 
an escape from the typinl mechanism. See §14.1. 

7.2 Unary operators 
Expressions with unary openlOrs groul' riabt-to-Ieft. 

U~1t: 

• e:cprasioll 

& /Wliw 
-~iOll 

! apras/Oll 

- apnssHJIf 

... /vaiw 
- /Wliw 
IWlIw ... 
IWlir.w-
( ryr--NlIIW l apt'USi0lf 
sizeof apra.siolf 
sizeof (ry,.fIIlIIW l 

The unary • operator means ;ndir«tiotr. the expression must be a pointer, and the result is an Ivalue 
referring to the object to which the exl'ression points. If the type of the expression is "pointer to ... " • 
the type of the result is ..... to. 

The result of the unary " openeor is a poinler to the object referred to by the Ivalue. If the type of 
the Ivalue is t •••• t •• the type of the result is "pointer to ... ". 

The result of the unary - operator is the negative of its operand. The usual arithmetic conversions 
are performed. The negative of an unsigned quantity is computed by subtr.u:tinl its value from 2", 
where " is the number of bitS in an ine There is no unarY + opentor. 

The resUlt of the 10Iica1 negation operator ! is 1 if the value of its operand is O. 0 if the value of its 
operand is non-zero. The type of the result is int:. It is apI'licable to any arithmetic type or to pointers. 

The - operator yields the one's complemenl of itS operand. The usual arithmetic conversions are 
performed. The type of the operand must be Integra!. 

The object referred to by the lvalue operand of prefix ++ is incremented. The value is the new value 
of the operand. but is not an Ivalue. The expression -x is equivalent to x+-1. See the discussions of 
addition (§7..+) and assignment operators (§7.14) for information on conversions. 
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The Ivalue operand of prefix - is decremented analogously to the prefix ++ operator. 
When postfix ++ is applied to an Ivalue the result is the value of the object referred to by the lvalue. 

After the result is noted. the object is incremented in the same manner as for the prefix ++ operator. 
The type of the result is the same as the type of the Ivalue expression. 

When postfix - is applied to an Ivalue the result is the value of the object referred to by the Ivalue. 
After the result is noted, the object is decremented in the manner as for the prefix - operator. The type 
of the result is the same as the type of the Ivalue expression. 

An expression preceded by the parenthesized name of a data type causes conversion of the value of 
the expression to the named type. This construction is called a cast. Type names arc described in §8. 7. 

The sizeof operator yields the size. in bytes. of its operand. (A byte is undefined by the language 
except in terms of the value of Bizeof. However. in all existing implementations a byte is the space 
required to hold a char.) When applied to an array. the result is the total number of bytes in the array. 
The size is determined from the declarations of the objects in the expression. This expression is semanti
cally an integer constant and may be used anywhere a constant is required. Its major use is in communi
cation with routines like storage allocators and 1/0 systems. 

The sizeof operator may also be applied to a parenthesized type name. In that case it yields the 
size, in bytes. of an object of the indicated type. 

The construction sizeof (typt!) is taken to be a unit. so the expression sizeof (typt! ) -2 is the 
same as (sizeof (typt!) ) -2. 

7.3 Multiplicative operators 
The multiplicative operators *, /, and ~ group left-ta-right. The usual arithmetic conversions are 

performed. 

multipJicative-apression: 
expressIon * ~ssion 
expression I apression 
expression ~ expression 

The ~inary * operator indiCates multiplication. The * operator is associative and expressions with 
several multiplications at the same level may be rearranged by the compiler. 

The binary / operator indicates division. When positive integers are divided truncation is toward O. 
but the form of truncation is machine-dependent if either operand is negative. On all machines covered 
by this manual, the remainder has the same sign as the dividend. It is always true that (a/b) *b + a~b 
is equal to & (jf b is not 0). 

The binary ~ operator yields the remainder from the division of the first expression by the second. 
The usual arithmetic conversions are performed. The operands must not be float. 

7.4 Additive operaton 
The additive operators + and - group left-ta-right. The usual arithmetic conyersions are performed. 

There are some additional type possibilities for each operator. 

additive-expression: 
expression + ~ssion 
expression - apression 

The result of the + operator is the sum of the operands. A pointer to an object in an array and a value of 
any integral type may be added. The latter is in all cases converted to an address offset by multiplying it 
by the length of the object to which the pointer points. The result is a pointer of the same type as the 
original pointer. and which points to another object in the same array. appropriately offset from the origi
nal object. Thus if p is a pointer to an object in an array, the expression P+1 is a pointer to the next 
object in the array. 

No fun her type combinations are allowed for pointers. 
The + operator is associative and expressions with several additions at the same level may be rear

ranged by the compiler. 
The result of the - operator is the difference of the operands. The usual arithmetic conversions are 

performed. Additionally, a value of any integral type may be subtracted from a pointer. and then the 
same conversions as for addition apply. 

If two pointers to objects of the same type are subtracted. the result is convened (by division by the 
length of the object) to an int representing the number of objects separating the pointed-to objects. 
This conversion will in general give unexpected results unless the pointers point to objects in the same 
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array. since painters. even to objects of the same type. do not necessarily crurer by a multiple of the 
object-length. 

7.5 Shift operalOn 
The shift operators « and » group len-to-ri&hL 80th perform the usual arithmetic conversions on 

their operan~ each of which must be intecral Then the n&ht operand is converted to int; the type of 
the result is that of the len operand. The result is undefined it the ri&ht operand is neptive., or areater 
than or equal to the length of the object in bits. 

sJrjft-cqwa.siofl: 
~,,«~ 

tr:t:prmiQ" » ~ 
The value of 1:1 «1:2 is E1 (interpreted II a bit pattern) left-shined 1:2 biCS; vacated bits are o.ft1lec1. 
The vatue of !1 »!2 is 11 ri&ht-shined z:z bit positions. The ri&ht shift is guaranteed to be tolica1 (0. 
fiU) if 11 is un.iqned: otherwise it may be (and is. on the POP-II) arithmetic: (ftll by a copy of the sian 
bit>. 

7.6 I.elatloul operaton 
The relational operators 1fOU1' left-to-ri&hC. but this fld is not very useful: .<bee: does not mean 

what it seems to. 

rdatio~1I: 
eJq1t'aJio" < ~ 
t:JqftSfio" > eqnssioII 
t:JqftSfio" <-~ 
eJq1t'aJio" >- cpntSJiDII 

The operators < (less than), > (areater than), <- (less than or equal to) and >- (areater thaD or equal to) 
aU yield 0 it the specifted relation is false ancl I if it is true. The type of the result is iA1:. The usual 
arithmetic conversions are performed. Two pointers may be compared; the result ~ds on the relative 
lOcations in the address SPICe of the painted-CO objects. Pointer comparison is ponable only .. beD the 
pointers paint to objects in the same array. 

7.7 Equality operaton 

«pMI~OIl: 

eJq1t'aJio" - &qJIa3itM 
~ 1- &qJI'a7ioII 

The - (equal to) and the I- (not equal to) operators are exactly analolOus to the relational OperalOrs 
except for their lower precec1ence. (Thus.<1» - c<4 is 1 whenever .<1» and c:<d haw the same 
truth-value). \ 

A painter may be compared to an intepr', but the result is machine dependent unless the incepr is 
the constant O. A pointer to which 0 hu been assiped is luaranteeci not to point to any object, anci wiD 
appear to be equal to 0; in conventional usqe. such a pointer is consic1erec1 to be nulL 

7.1 Bitwise AND operator 

4iid-eJq11 fSIIOIf: 

QfftSSitJ" Ii ~ 

The Ii operator is associative and expressions involviftl Ii may be rearran_ The usual arithmetic 
conversions are performed: the result is the bitwise AND function of the operands. The operator applies 
onty to inlClJ'4l1 operands. 

7.9 Binn. exclusive OR operator 

taCJusiWI-(J'~OIl: 

~" .. aprusio" 

The .. operalor is associalive and expressions involvinl .. may be rearran_ The usual arithmetic 
convenions are performed; the reswt is the bitwise exclusive OR (unction of the operands. The operator 
applies only to intClJ'4l1 operands. 
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incJusive-or-expresslon: 
expression I expression 
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The I operator is associative and expressions involving I may be rearranged. The usual arithmetic 
conversions are performed: the result is the bitwise inclusive OR function of its operands. The operator 
applies only to integral operands. 

7.11 LOlical AND operator 

/oglcal-and-expression: 
expression "" expression 

The "', operator groups left-to-right. It returns 1 if both its operands are non-zero. 0 otherwise. Unlike 
", "" guarantees left-to-right evaluation: moreover the second operand is not evaluated if the first 
operand is O. 

The operands need not have the same type. but each must have one of the fundamental types or be 
a pointer. The result is always int. 

7.12 Lolical OR operator 

!ogica/-or-expression: 
expression I I expression 

The I I operator groul'S left-to-right. It returns 1 if either of its operands is non-zero. and 0 otherwise. 
Unlike I, II luarantees left-to-right evaluation: moreover. the second operand is not evaluated if the 
value of the first operand is non-zero. 

The operands need not have the same type, but each must have one of the fundamental types or be 
a ~inter. The result is always into 

7.13 Conditional operator 

conditiona/-expression: 
expression ? expression : expression 

Conditional expressions group right-to-Ieft. The first expression is evaluated and if it is non-zero. the 
result is the value of the second expression, otherwise that of third expression. If possible. the usual 
arithmetic conversions are performed to bring the second and third expressions to a common type: other
wise, if both are pointers of the same type, the result has the common type: otherwise. one must be a 
pointer and the other the constant 0, and the result has the type of the pointer. Only one of the second 
and third expressions is evaluated. 

7.14 AIIipment operaton 
There are a number of assignment operators, all of which group right-to-Ieft. All require an Ivalue as 

their left operand, and the type of an assignment expression is that of its left operand. The value is the 
value stored in the left operand after the assignment has taken place. The two parts of a compound 
assignment operator are separate tokens. 

assignment-f!XPression: 
llIa/ue - expression 
IlIalue ... expression 
llIa/ue - expn$Slon 
IlIalue .- expressIOn 
IlIalue 1- expression 
IlIalue ~ expreSSion 
IlIalue »- expression 
IlIaIue «- expression 
IlIaIue ,,- expression 
llIa/ue "'- t!Jq1nsslon 
illalue I- expression 

In the simple assignment with -, the value of the expression replaces that of the object referred to by 
the Ivalue. If both operands have arithmetic type, the right operand is convened to the type of the left 
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pre1*8tory to the assilftmenL 
, The behavior oC an expression of the (orm B1 op- E2 may be interred by takilll it IS equivalent to 

&1 • B1 op (E2); however. E1 is evaluated only onCe. In .... and -e. the left operand may be • 
pointer. in which case, the (jntearal) ript operand is converted as explained in 17.4; ail ript operuds 
and all non· pointer left operands must have arithmetic type. 

The compilers c:urrendy allow a pointer to be assilfted to an intepr', an intepr to I painter, and I 
pointer to a pointer of another type. The assilftment is a pure copy operation. with no conwrsion. Thil 
usqe is nonportable, and may produce pointers which caUil addressin. exceptions when used. HOwe'ller. 
it is luaraDteed that assilftmeftt of the c:onstanl 0 to I pointer will produce I null pointer clislinlllishable 
rrom I pointer to any objIcL 

7.15 Coauaa operator 

crJIIIIM-eqJfarirJlI: 
cqII'GJioIr , d/IIes:riIHI 

A pair of expressions ~ted by I comma is evaluated left-to-riaht and the value of the left expe_ion 
is diIcIrded. The type and value or the result are the type and value of the rilhl operand. This operator 
lI'Oups left·to-ripL In conteldS where comma is aiven I special meani .... ror example in I lisa of lCluai 
arauments to runc:Uons (17.1) and lists of inilializers (18.6), the comma operator IS delcribed in this sec
lion c:aa only appear in parentheses: ror example. 

tea, (1:-3, 1:+2), c) 

has three 1J'IUIMIlts. the second of which ha the value 5. 

8. Declaradou 
Oec:Iantions are used to specif'y the interpretation which C lives to ach identifter: they do naI 

necessarily reserve storqe associated with the identifter. Oedandons have the rorm 

dlcltltatioll: 
_J..-~"- dlcllualllNisI • 
~~ 'II' 

The declarators in the declarator-list contain the idenlifters beinI dedIred. The decl-specifters colllisl of • 
sequence oC type and storace class specifiers. 

d«J.sp«ijim: 
ry"'Jp«iftfr d«J.sp«~. 
SlC-SPCifle' _J.sp«~. 

The list mUll be se1f'-consistent in I way described below. 

1.1 Storqe daa speci8ers 
The sc-specifters are: 

sc·spcifir. 
AUto 
S1:at:i.c 
enlzoza 
:'Iq'1.teZ' 
ty]:)c.f 

The typec!ef !1)eCifter does not reserve storap and is c:alJed I "!lorap class specifier" only ror syntactic 
convenience: it is discussed in §8.8. The meaninas of the various storap classes were discussed in 14. 

The auto. static:. and :'eqis'CeZ' declarations also serve as definitions in that they ca ... an 
approl'riate amount or storqe to be reserved. In the eztezoza cue there mUll be an extemal definition 
(§10) for the given identifters somewhere outside the (unction in which they are c1ectared. 

A 1:Iq'13'C.Z' declaralion is best thousht of as an AUto <iedantion. topther with a hint to the com
piler that the variables declared will be heavily used. Only the first rew such cI.eclarations are etl'ective. 
Moreover. only variables of certain t}'lJeS wiD be stored in !'eIisters: on the PDP·II. they are in'C. char. 
or pointer. One otber resuiction applies to resister variables: the address-of operalor .. cannot be ,"Hed 
to them. Smaller. faster prosrams can be expected if relister declaralions are used appropriately. but 
future improvements in code generation may render them unnecessary. 
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At most one sc-specifier may be given in a declaration. If the sc-specifier is missing from a declara
tion. it is taken to be auto inside a function. extern outside. Exception: functions are never automatic. 

1.2 Type specifiers 
The type-specifiers are 

typt!-SfJI!Cif ~r: 
char 
ahort 
int 
lone; 
un8ic;ned 
float 
double 
strllCt-or-union-SfJI!Cifi~r 

typerk/-Nlmt! 

The words lone;. ahort. and unaic;ned may be thought of as adjectives; the following combinations are 
acceptable. 

ahort int 
lone; int 
unaic;ned int 
lone; float 

The meaning of the lut is the same as double. Otherwise. at most one type-specifier may be given in a 
declaration. If the type-specifier is missing from a declaration. it is taken to be into 

Specifiers for structures and unions are discussed in f8.S; declarations with 1:y])edef names are dis
cussed in §8.8. 

1.3 [)ecllrators 
The declarator-list appearing in a declaration is a comma-separated sequenCe of declarators. each of 

which may have an initializer. 

t/«lararor-/isc 
inll-t/«larator 
init-ti«laratOr I declaratOr-list 

init-declarator: 
t/«larator initia[iztr. 

Initializers are discussed in §8.6. The specifiers in the declaration indicate the type and storage class of 
the objects to which the declarators refer. Declarators have the syntax: 

t/«larator: 
_ntif~r 

( declarator ) 
* t/«larato,. 
t/«laratDr () 
t/«larator [ constant-expnssion. ] 

The grouping is the same as in expressions. 

1.4 Munin, of declarators 
Each declarator is taken to be an assertion that when a construction of the same form as the declara

tor appears in an expression. it yields an object of the indicated type and storage class. Each declarator 
contains exactly one identifier: it is this identifier that is declared. 

If an unadorned identifier appears as a declarator. then it has the type indicated by the specifier head
ing the declaration. 

A declarator in parentheses is identical to the unadorned declarator. but the binding of complex 
declarators may be altered by parentheses. See the examples below. 

Now ilIl2~ne a declaration 
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'1' D1 

where '1' is a tYpe-sl*ifier (Jike iA1:. etc.) and 01 is a declarator. Suppose this declaration makes the 
identifier bave type .. . .. '1'." where the •• . .. .. is emptY if 01 is just a plaiD identifier (so that the type of 
x in "1nC x" is just iAc). Then if D1 has the fonn 

.D 

the type of the contained identifter is •• . .• pointer to '1'." 
If 01 has the form 

DO 

then the eontained idenWler has the type ••••• function muminl '1'." 
If 01 has the form 

D [co".",r-apreuioIf1 

or 

DC] 

then the eontainecl identifter has type ••••• array or '1'.'. In the flm case the eonstalle expressiOll is aa 
expression whose value is determinable ae eompiJe time. and whose type is in1:. (Constane expressions 
are defined precisel, in 115.) Wben several "amy or' speciftc:ations are adj-=enc. a multklimensional 
arra, is created: the collSWle expressions which ~fY the bounds of the arrays may be rnissinl oniy for 
the tint member of the sequence. This elision is useful when the array is external and the acmaJ 
deflnition, which allocates 510,.... is liven elsewhere. The ftm constant-expression may aJao be omitted 
when the declarator is followed by initialization. III this cue the size is calc:uJateci fram the number of 
initial elements supplied. . 

An array may be eonstructeci fram one 0( the blsic types. fram a painter. fram I SII'UCtUnI or union. 
or from another array (to senerate a multi-dimensianai array). 

Not all the possibilities allowed by the syntax above an actua11y P,eI"l'ftitted. The resuiclions are as 
foUows: functions may nat return arrays. SU'UCtUres. unions or functions. althoqh they may return 
painters to such thinas; there are no amys of functions. althoulh there may be amys of poinlel'l to 
functions. Likewise a suw:aare or union may not contaiD a (unction. but it may contain I pointer to a 
function. 

As an example. the declaration 

inc 1, d.~ , ! (), .fi~ (), ( ."U) () ; 

declares an intept 1. I pointer i~ to an inteaer. I (unction ! fetUmilll an intept. a function !1~ 
retuminl a pointer to an ine .. er. and a pointer ):In to a function which retUmI an inlepr'. It is espe
dally useful to eompare the lUI two. The bindinl of .up () is • C fi~ () ). so that the dedantion SUI
gesu. and the same construction in an expression requires. the callinl of a function tip. and then usilll 
indirection throulh the (pointer) result to yield an intepr. In the declarator C."f1) n. the oxua 
parentheses are necessary. as they are also in an expression. to indicate that indirection throuch I pointer 
to a function yields a function. which is then called: it returns an ineepr'. 

As another example, 

tloac ta[11], .a~(111; 

dectares an array of !loac numbers and an array of pointers to floac numbers. Finally. 

staCie 1nc xld(31 [5] (71; 

dectares a static three-dimensional amy of int...,. with rank 3xSx1. In eomplete deIail. xld is an 
amy of three items: eadl item is an array or flve arrays: each of the latter amys is an array of sevea 
inteprs. Any of the expressions xlc!. xld(1]. xld[U [j]. xld(i] [j] (]c) may reasonably appear iD 
an exfl'8SSion. The tim three hive tYOe "array." the lUI has type i.A1:. 

I.S SlrUc:t1Ire aDd anion declantioaa 
:\ structure is an object consistinl of a sequence of named members. Each member may have any 

type. :\ union is an object which may. at a given time. contain anyone of several members. Structure 
and union ~tiers have the same form. 
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strIICl-or-union-~cifi~r: 

SI1'UCI-or-union ( struCl-tieci-/isl I 
struct-or-union identifi~r ( struct-deci-/isl I 
SI1'UCt-or-umon identifi~r 

SI1'UCt-or-union: 
.truct 
\mion 

The struct-decl-list is a sequence of declarations for the members of the structure or union: 

SlrUcl-d«/-/ist: 
strucl-d«iDrallon 
struCl-deciDralion strucl-d«/-/isl 

stnlct-tkciDralion: 
lY~-~ifier struct-deciDralor-/isl ; 

SI1'UCI-d«lIlralor-list: 
strucl-declaralOr 
slJ'Uct-d«iDralor I sl11lct-deciDrator-lisl 

In the usual case. a struct-declarator is just a declarator for a member of a structure or union. A struc
ture member may also consist of a specified number of bits. Such a member is also called a field; its 
!enlth is set off from the field name by a colon. 

stnICl-d«iDrator: 
d«iDralor 
d«/aralOr : conSlQnt~r~SSlon 
: coflSlIInl-eJePression 

Within a structure. the objects declared have addresses which increase as their declarations are read left
to-rilht. Each non-field member of a structure begins on an addressing boundary appropriate to its type; 
therefore. there may be unnamed holes in a structure. Field members are packed into machine integers; 
they do not straddle words. A field which does not fit into the space remaining in a word is put into the 
next word. No field may be wider than a word. Fields are assigned right-ta-Ieft on the PDP-II. left-to
rilht on other machines. 

A struct-declarator with no declarator. only a colon and a width. indicates an unnamed field useful 
for padding to conform to externally-imposed layouts. As a special case. an unnamed field with a width 
of 0 specifies alilnment of the next field at a word boundary. The "next field" presumably is a field. not 
an ordinary structure member. because in the latter case the alignment would have been automatic. 

The IanlUlle does not restrict the types of thinlS that are declared as fields. but implementations are 
not required to support any but inteler fields. Moreover. even int fields may be considered to be 
unsipted. On the PDP-l1. fields are not signed and have only integer values. In all implementations. 
there are no amys of fields. and the address-of operator , may not be applied to them. so that there are 
no pointers to fields. 

A union may be thought of as a structure all of whose members begin at offset 0 and whose size is 
sufticient to contain any of its members. At most one of the members can be stored in a union at any 
time. 

A structure or union specifier of the second form. that is. one of 

.truct identijiB ( SlrUct-deci-list I 
Wlien identjflB ( Sll'UCI-d«I-iisl ) 

dec:Jares the identifier to be tbe structure I/lg (or union tag) of tbe structure specified by the list. A subse
quent declaration may then use the tbird form of specifier. one of 

.truct idenliflB 
Wlien idenl"~r 

Structure tagS aUow definition of self-referential structures; they also permit the long part of the declara
tion to be given once and used several times. It is illegal to declare a structure or union which contains 
an instance of itself. but a structure or union may contain a pointer to an instance of itself. 
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The names of members and taIS rnay be the same as ordinary variables. However. names 0( tap 
and members must be mutually distinct. 

Two structures may share a common initial sequence of members: that is. the same member may 
appear in two different structures if it has the same type in both and if all previous members are the same 
in both. (Actually. the compiler checks only that a name in two different strUctures has the same type 
and offset in both. but if precedinl members differ the construction is nonponableJ 

A simple example 0{ a structure declaration is . 

S1::'Uct t%lCde ( 

I; 

chu tvord(20); 
1n1: cOtm1:; 
S1::'UC1: tDode *lett; 
S~ tDode *riqht; 

which contains an array of 20 characters. an intepl'. and two pointerS to similar structures. Once this 
declaration has been given. the declaration 

stract tDode ., *sp; 

dec!ares • to be a structure of the given son and sp to be a pointer to I structure of the liven sort. With 
these declarations. the expression 

sp->ec:nm1: 

refers to the c:cnmt field of the structure to which sp pointS: 

•• lett 

refers to the left subtree poincer 0{ the structure s; and 

•• riqht->tvord(Ol 

refers to the first character of the tvord member 0{ the nlht subtree of .. 

1.6 Initializatioa 
A declarator may specify an initial value ror the identifter bein, dedared. The inicwa. is preceded 

by -. and consists of an expression or a list of values nested in bnces. 

initiaJa.r. 

- ~0If 
- ( mititlJizIIrolist) 
- ( inititlJizIlr-[i# , 

iniliaJ;z..li$& 

~" 
i",tiaJiZl!'-list , inilitll __ list 
( i nttializJtr-list I 

All the expressions in an initiaJizer for a static or external variable must be constant expressions. 
which are described in §IS. or expressions which reduce to the address of a previously declared variable. 
possibly offset by a constant expression. Automatic or register variables may be initiaJized by arbitrary 
expressions involvinl constants. and previously declared variables and runctions. 

Static and external variables which are not initialized are guaranteed to start ot! as 0: automatic and 
register variables which are not initialized are guaranteed to start at! as garba ... 

When an initializer applies to a scailu (a pointer or an object of arithmetic type). it consists of a sin
gle expression. perhaps in braces. The initial value of the object is taken from the expression: the same 
conversions as ror assill1ment are performed. 

When the declared variable is an a~. (a structure or array) then the initialize!' consists of a 
brace-enclosed.. comma-separated list of iniliaiizers for the members of the aarepte. written in increas
ing subscript or member order. Ir the aurell1e contains subaareaates. this rule applies recursively to 
the members of the aggreille. Ir there are fewer initializers in the list than there are members of the 
aggrepte. then the aggreaate is padded with 0'5. It is not permitted to initialize unions or automatic 
aggregates. 
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Braces may be elided as follows. If the initializer begins with a left brace. then the succeeding 
comma-separated list of initializers initializes the members of the aggregate; it is erroneous for there to 
be more initializers than members. If. however. the initializer does not begin with a left brace. then only 
enough elements from the list are taken to account for the members of the aggregate; any remaining 
members are left to initialize the next member of the aggregate of which the current aggregate is a part. 

A final abbreviation allows a char array to be initialized by a string. In this case successive charac
ters of the string initialize the members of the array. 

For example. 

int x [] • I 1, 3, 5 ) i 

declares and initializes x as a I-dimensional array which has three members. since no size was specified 
and there are three initializers. 

float y[4] [3] • I 
11,3,5), 
12,4,6), 
13,5,7), 

I ; 

is a completely-bracketed initialization: 1. 3. and 5 initialize the first row of the array y [0], namely 
y [0] [0]. y [0] [1], and y [0] [2]. Likewise the next two lines initialize y [1] and y [2]. The initial
izer ends early and therefore y [3] is initialized with O. Precisely the same effect could have been 
achieved by 

float y(4] [3] • I 
1, 3, 5, 2, 4, 6, 3, 5, 7 

I ; 

The initializer for y begins with a left brace. but that for y. [0] does not, therefore 3 elements from the 
list are used. Likewise the next three are taken successively for y[1] and y[2]. Also, 

float y[4] [3] • { 
{ 1 I, I 2 I, I 3 I, 14 I 

I ; 

initializes the first column of y (regarded as a two-dimensional array) and leaves the rest O. 
Finally. 

char msq[) • "Syntax error on line ,..\n"; 

shows a character array whose members are initialized with a string. 

8.7 Type names 
In two contexts (to specify type conversions explicitly by means of a cast. and as an argument of 

sizeof) it is desired to supply the name of a data type. This is ac:c:omplished using a "type name." 
which in essence is a declaration for an object of that type which omits the name of the object. 

ty~-flQme: 

ty~-$p«ifi~r abstract-declarator 

abstract-d«larator: 
~mpry 

( abstract-d«larator ) 
• abstract-declarator 
abstract·declarator () 
abstract·declarator [ consrant-expression"" ] 

To avoid ambiguity. in the construction 

( abstract-d«larator ) 

the abstract-declarator is required to be non-empty. Under this restnctton. it is possible to identify 
uniquely the location in the abstract-declarator where the identifier would appear if the construction were 
a declarator in a declaration. The named type is then the same as the type of the hypothetical identifier. 
For example. 



iZl1: 
iZl1: • 
iZl1: • [3] 
iZlt: (.) [3] 
iZl1:.() 
iZlt: (.) () 
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name respectively the t)'I'eS uintepr:' "pointer to int..-:· "array of 3 pointers to inteprS.'· upointer 
to an array of 3 inteprS." ufunc:lion returnins pointer to intepr:' and "pointer to function relUmifti aD 

int.,." 

'.1 Typede( 
Dedarations whose Ustora .. class" is ~.t do not deftne scorqe. but insleld define idenlifters 

which can be used later as if they were type keywords naminl funciamencal or derived typeS. 

typMtf-fttlmt: 

ifM1Ib/W 

Within the scope oC a clectaration involvina ~t. ac:h identifier ~ftI as put oC any declarator 
therein become syntaCtically equivalent to the type keyword naminl the type UIOCialed with the identifter 
in th~ way described in 18.4. For example. alter 

~.t iZl1: M%I.ZS, .a.ICDP I 
~.t 81::UC1: ( ~l. ~e, ta,) ~l.a: 

the construc:lions 

M%t.a eu.stace; 
eaten 1a.ICDP 8=ic:p; 
cc.pla z, .ZJlI 

are aU Iepi declarations: the type of ctiStaDc. is iZlt:. that -or M=ic:p is "pointer to tAt:.·· and thal of 
z is the specified structure. ZI' i. a pointer to such a structure. 

~.s.t does noc introduce brand new types. only synonyms for types which could be specified in 
another way. Thus in the example above cI1atazu:. is considered to have exactly the same type as any 
other int: object. 

9. Statements 
Except as indicated. statements are executed in sequence. 

9.1 Expression statemeal 
~oSl stalements are expression statements. which have the form 

Usually expression statements are assipments or function caUs. 

9.2 Compouad statemeat. or black 
So that several stalements can be used where one is expected. the compound statement (also, and 

equivalently, called "block") is provided: 

CDmpolllld-sza,.".m: 
I d«ltuGnoll-list., •• ".",..Iist., I 

d«itJranoll-list: 
r1«itJratitJ1I 
d«ituatlO1I r1«laratitJII-list 

suz,.",."t-lisr. 
sm,.",.", 
Sttlwrrw", sm.".",.list 

If any of the identifiers in the declaration·list were previously dedared. the OUler dedaration is pushed 
down for the dural ion of the block. after which it resumes its force. 
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Any initializations of auto or reqister variables are performed each time the block is entered at 
the top. It is currently possible (but a bad practice) to transfer into a block: in that case the initializations 
are not performed. Initializations of static variables are performed only once when the program begins 
execution. Inside a block. extern declarations do not reserve storage so initialization is not permitted. 

9.3 Conditional statement 
The two forms of the conditional statement are 

if (aprtssion) statement 
if (expression) statement else statement 

In both cases the expression is evaluated and if it is non-zero. the first substatement is executed. In the 
second case the second substatement is executed if the expression is O. As usual the "else" ambiguity is 
resolved by connecting an else with the last encountered else-less if. 

9.4 While statement 
The while Stalement has the form 

While (expression) statement 

The substatement is executed repeatedly so long as the value of the expression remains non-zero. The 
lest takes place ';)cfore each execution of the stalement. 

9.S Do statement 
The eSo statement has the form 

eSo statement while (expression) ; 

The subslalement is executed repeatedly until the value of the expression becomes zero. The test takes 
place after each execution of the statement. 

9.6 For stateme-:at 
The for statement has the form 

for (expression-I.,,; expresslon-]. ; expreSSion-]. ) statement 

This statement is equivalent to 

expression-J ; 
while (exprtsslon-]) 

SIIllement 
expresslOn-] ; 

Thus the first expression specifies initialization for the loop: the second specifies a test. made before each 
iteration. such that the loop is exited when the expression becomes 0; the third expression often specifies 
an incrementation which is performed after each iteration. 

Any or all of the expressions may be dropped. A missing exprtssion-1 makes the implied While 
clause equivalent to .while (1); other missing expressions are simply dropped from the expansion above. 

9.7 Switch stalement 
The .witch statement causes control to be transferred to one of several statements depending on 

the value of an expression. It has the form 

8Wi tch (expression) starement 

The usual arithmetic conversion is performed on the expression. but the result must be into The state
ment is typically compound. Any statement within the statement may be labeled with one or more case 
prefixes as follows: 

case constant-exprtsslon : 

where the constant expression must be into No two of the case constants in the same switch may have 
the same value. Constant expressions are precisely defined in §lS. 

There may also be at most one statement prefix of the form 
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aefault : 

When the swi tell statement is executed. its expression is evaluated and compared with ach case con
stanL If one of the case constants is equal to the value of the expression. concrol is passed to the state
ment followinl the matched case prefix. If no case constant matches the expression. and if there is a 
aefault prefix. control passes t4 the prefixed statemenL If no case matches and if there is no default 
then none of the statements in the switch is executed. 

cue and aefaul t prefixes in themselves do not alter the Row of control. which continua unim
peded across such prefixes. To exit from a swiICh. see brule., 19.8. 

Usually the statement that is the subjecl of a switch is compound. Oedantions may appear at the 
head of this statement. but initializalions of automatic or register variables are ineft'ective. 

9.1 Break statemeat 
The stalement 

break 

causes tennination of the smallest enciosinl wbU .. do. for. or swi tell statement: control PISIIS to the 
statement (oUowinl the terminated statemenL 

9.9 Coatiaue statemeat 
The stalemenl 

c:OD1:l.nue ; 

causes conlrol to pass to the loop-continuation ponion of lhe smallest enc10sina vb11.. cIo. or foZ' state
ment; that is to the end of the loop. More precisely. in each of the Slalements 

wb.:i.le ( ••• ) do ( toZ' ( ••• ) 

contu: ; 
) 

c:ODtin: ; 
) wbUe ( ••• ); 

c:r:mtiJl: ; 

a continue is equivalent to qoto COJltiA (Followinl the ccmt1n: is a null statement. 19.13'> 

9.10 I.etum statemeat 
A function returns to its caller by means of the return statement. which has one of the forms 

retuzon ; 
retu:n ~" ; 

In the fim case the returned value is undefined. In the second case. the value of the expression is 
returned to the caller of the funerion. If required. the expression is convened. as if by assipment. to the 
type of the funerion in which it appears. Aowinl oft' the end of a funerion is equivalent to a return with 
no returned value. 

9.11 Goto stateme1lt 
Conrrol may be transferred unconditionally by means of the statement 

qoto I.'ftlji~ ; 

The identifier must be a label (§9.12) located in the current function. 

9.12 Labeled statemeat 
Any statement may be preceded by label prefixes of the form 

i~ntiji~ : 

which serve to declare the identifier as a label. The only use of a label is as a target of' a qato. The 
scope of a [abel is lhe current function. excludinl any sub-blocks in which the same identifier hu been 
redeclared. See § 11. 
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9.13 Null statement 
The null statement has the form 

A null statement is useful to carry a label just before the I of a compound statement or to supply a null 
body to a looping statement such as while. 

10. External definitions 
A C program consists of a sequence of external definitions. An external definition declares an 

identifier to have storage class extern (by default) or perhaps static. and a specified type. The type
specifier (§8.2) may also be empty. in which case the type is taken to be into The scope of external 
definitions persists to the end of the file in which they are declared just as the effect of declarations per
sists to the end of a block. The syntax of external definitions is the same as that of all declarations. 
except that only at this level may the code for functions be given. 

10.1 External function definitions 
Function definitions have the form 

jUnction-definition: 
decl-specijiers."jUnction-declllralDr jUnction-body 

The only sc-specifiers allowed among the decl-specifiers are extern or static; see §11.2 for the distinc
tion between them. A function declarator is similar to a declarator for a "function returning ..... except 
that it lists the formal parameters of the function being defined. 

jUnction-declllrator: 
deciDralDr ( parameter-list." ) 

parameter-list: 
Idlntifler 
identifier , paramerer-list 

The function-body has the form 

jUnction-body: 
decillratlon-list compound-starement 

The identifiers in the parameter list. and only those identifiers. may be declared in the declaration IiSl. 
Any identifiers whose type is not given are taken to be into The only storage class which may be 
speCified is register: if it is specified. the corresponding actual parameter will be copied. if possible. 
into a register at the outset of the function. 

A simple example of a complete function definition is 

int max(a, b, c) 
int a, b, c; 
I 

int m; 

m • (a > b) ? a : b; 
return ( (m > c) ? m c); 

Here int is the type-specifier: max (a, b, c) is the function-declarator: int a, b, c; is the 
declaration-list for the formal parameters: ( ••• I is the block giving the code for the statement. 

C convens all float actual parameters to double. so formal parameters declared float have their 
declaration adjusted to read double. Also. since a reference to an .array in any context (in panicular as 
an actual parameter) is taken to mean a pointer to the first element of the array. declarations of formal 
parameters declared "array of ..... are adjusted to read "pointer to ...... Finally. because structures. 
unions and functions cannot be passed to a function. it is useless to declare a formal parameter to be a 
structure. union or function (pointers to such objects are of course permitted). 
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10.2 External data deftmtioDS 
An external data definition has the form 

daTrl"/initiott: 
d«ltzrtltio" 

The storage class of such data may be exte:n (which is the default> or static. but not auto or 
r89l.ster. 

11. Scope rules 
A C program need not aU be compiled at the same time: the source text of the PfOIfUIl may be kept 

in several files. and precompiled routines may be loaded from libraries. Communication amon, the func
tions of a prosram may be carried out both throulh explicit caUs and throulh manipulation of external 
dalL 

Therefore. there are two kinds of scope to consider: first. what may be called the IcicJzl sco,. of an 
identifier. which is essentially the resion of a PfOlram durin, which it may be U!ed without drawinl 
"undefined identifier" diaanemia: and second. the scope associated with external identifiers. which is 
characterized by the rule that references to the same external identifier are references to the same object. 

11.1 Lexical scope 
The lexical scope of identifiers declared in external definitions persists from the definition throulh 

the end of the source file in which they appear. The lexical scope of identifiers which are formal parame
ters persists throulh the function with which they are associated. The lexical scope of identifiers declared 
at the head of blocks persists until the end of the block. The lexical scope of labels is the whole of the 
function in which they appear. 

Because all references to the same external identifier refer to the same object (see flt.2) the com
piler checlcs aU declaralions of the same external identifier for compatibility; in effect their scope is 
increased to the whole file in which they appear. 

In all cases. however. if an identifier is explicitly dectamd at the head of a block. includinl the block 
conslitulinl a function. any declaration of that identifier outSide the block is suspended until the end of 
the block. 

Remember also (f8.S) that identifiers associated with ordinary variables on the one hand and those 
associated with structure and union members and tall on the other form two disjoint classes which do 
not conflict. Members and tall follow the same scope rules as olher identifiers. 1:yJ:Iec1et names are in 
the same class as ordinary identifiers. They may be redeclared in inner blocks. but an explicit type must 
be given in the inner declaration: 

eypec1et float distance; 

auto int distance; 

The int must be present in the second declaration. or it would be talcen to be a declaration with no 
declarators and Iype d1stancet. 

11.2 Scope of externals 
If a function refers to an identifier declared to be extern. then somewhere among the files or 

libraries constituting the complete program there must be an external definition for the identifier. All 
functions in a given program which refer to the same external identifier refer to the same object. so care 
must be taken that the type and size Specified in the definition are compatible with those specified by each 
function which references Ihe dalL 

The appearance of the extern keyword in an external definition indicates that storale for the 
identifiers being declared will be allocated in another file. Thus in a multi-file program. an extemaJ data 
definition without the extern SlJeCifier must appear in exactly one of the files. Any other files which 
wish to give an externaJ definition for the identifier must include the extern in the definition. The 
identifier can be initialized only in the declaration where storage is allocated. 

Identifiers declared sta1!l.c at the top level in extemal definitions are not visible in other files. 
Functions may be declared S1!&1!ic. 

·'1 15 a~ Ihal Ille Ice IS Ihlft lIere. 
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12. Compiler control lines 
The C compiler contains a preprocessor capable of macro substitution. conditional compilation. and 

inclusion of named files. Lines beginning with I communicate with this preprocessor. These lines have. 
syntax independent of the rest of the language; they may appear anywhere and have effect which lasts 
(independent of scope) until the end of the source program file. 

12.1 Token replacement 
A compiler-control line of the form 

.define ifM;,ti/i~r tok~n-s"ing 

(note: no trailing semicolon) causes the preprocessor to replace subsequent instances of the identifier with 
the given string of tokens. A line of the form 

,define id~nti/i~r( ifMntifwr, ••• ,ifMnti/i~r) tok~n-s"ing 

where there is no space between the first identifier and the (. is a macro definition with arguments. Sub
sequent instances of the first identifier followed by a (. a sequence of tokens delimited by commas. and a 
) are replaced by the token string in the definition. Each occurrence of an identifier mentioned in the 
formal parameter list of the definition is replaced by the corresponding token string from the call. The 
actual arguments in the call are token strings separated by commas; however commas in quoted strings or 
protected by parentheses do not separate arguments. The number of formal and actual parameters must 
be the SlIme. Text inside a string or a character constant is not subject to replacement. 

In both forms the replacement string is rescanned for more defined identifiers. In both forms a long 
definition may be continued on another line by writing \ at the end of the line to be continued. 

This facility is most valuable for definition of "manifest constants." as in 

,define TABSIZE 100 

int table[TABSIZE]i 

A control line of the form 

.uncSef ifMnti/i~r 

causes the identifier's preprocessor definition to be forgonen. 

12.2 File inclusion 
A compiler control line of the form 

'include "jiknatne" 

causes the replacement of that line by the entire contents of the file fi'~nam~. The named file is searched 
for first in the directory of the original source file. and then in a sequence of standard places. Alterna
tively. a control line of the form 

lincluc!e </iknatne> 

searches only the standard places. and not the directory of the source file. 
linclude's may be nested. 

12.3 Conditional compilation 
A compiler control line of the form 

.if consTllnt-upnssion 

checks whether the constant expression (see §15) evaluates to non-zero. A control line of the form 

tifcSef i.n'ifi~r 

checks whether the identifier is currently defined in the preprocessor; that is. whether it has been the 
subject of a 'define control line. A control line of the form 

lifndef i.n'ifi~r 

checks whether the identifier is currently undefined in the preprocessor. 
All three forms are followed by an arbitrary number of lines. possibly containing a control line 

------------------------



1.1 •• 
and then by a conU'OI line 

I.ndif 
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Ir the checked condition is true then any lines between ,.1 •• and '.ndif are ilftored. Ir the checlced 
condition is false then any lines between the test and an ,.1 •• or. ladcinl an ,.1 ... the •• ftd1t.. are 
ianored. 

These constructions may be nested. 

12.4 LiDe coatrol 
For the benefit or other preprocessors which aenerate C pt'OII'ImJ. a line of the form 

.11n. COIUIJIIII i."tif. 
causes the compiler to believe. for pUI1JOS&S of error dialllostics. th.t lhe line number of the next source 
line is given by the constant and the current input file is named by the identifter. Ir the identifter is 
absent the remembered file name does not chanp. 

13. Implicit dedatatiou 
It is nOI always necessary to specify both the slorap class and lhe type of identifiers in a decJaration. 

The slorage class is supplied by the context in extemal deftnitions and in declarations of formal parame
ters and structure members. In a dectaration inside I function. if I storaae class but no type is liven. the 
identifter is assumed to be 1nt: ir a type but no storale class is indicated. the identifter is assumed to be 
au1:C. An exception to the Iauer rule is made for functions. since aueo functions are meaninliesl (C 
beinl incapable of compilinl code into the slaCk)~ if the type of an identifier is "(unction mumin, ...... it 
is implicitly declared to be .xeera. 

In an expression. an identifter followed by ( and not already declared is contextually declared to be 
"(unction returninl 1%1e". 

14. Types revisited 
This section summarizes the operations which can be performed on objects of certain types. 

14.1 Structures aad lIaiou 
There ate only two thinl! that can be done with a structure or union: nlme one of its members (by 

means of the. operator); or take its address (by unary .). Other operations. such as assilllini from or 
to it or passinl it as a parameler. draw an error message. In the future. it is expected that these opera
tions. bUI not necessarily others. will be allowed. 

§7.1 says that in a direct or indirect structure reference (with • or -» the name on the nlht muse 
be a member of the Slruc:ture named or poinled to by the expression on the left. To aJIow an escape 
from the typing rules. this restriction is not firmly enforced by the compiler. In fact. any lvalue is allowed 
before •• and that Ivalue is then assumed to have the form of the structure of which the name on the 
right is a member. Also. Ihe expression before a -> is required only to be a pointer or an intepr. If a 
pointer. it is assumed to point to a structure of which the name on the nlht is a member. If an intepr. 
it is taken to be the absolute address. in machine stora!C units. of the appropriate structure. 

Such constructions are non-portable. 

14.2 FUDctioDS 
There are only two thinl! that can be done with a function: call it. or take its address. Ir the name 

of a function appears in an expression not in the function-name position of a call. a poinler to the func
tion is generated. Thus. to pass one function to another. one might say 

ine f () ; 

q(t); 

Then the definition of q might react 



q(funcp) 
int (*funcp) () ; 
I 
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Notice that f must be declared explicitly in the calling routine since its appearance in q (f) was not fol
lowed by (. 

14.3 Arrays, pointers, and subscripting 
Every time an identifier of array type appears in an expression, it is convened into a pointer to the 

first member of the array. Because of this conversion, arrays are not lvalues. By definition, the subscript 
operator [] is interpreted in such a way that E1 [E2] is identical to * ( (E1 ) + (E2) ). Because of the 
conversion rules which apply to +. if E1 is an array and E2 an integer. then E1 [E2] refers to the E2-th 
member of E1. Therefore. despite its asymmetric appearance. subscripting is a commutative operation. 

A consistent rule is followed in the case of multi-dimensional arrays. If E is an n-dimensional array 
of rank iXjX •.• xk. then E appearing in an expression is converted to a pointer to an (n-l)
dimensional array with rank j x ... x k. If the * operator, either explicitly or implicitly as a result of 
subscripting. is applied to this pointer. the result is the pointed-to (n-l)-dimensional array. which itself 
is immediately converted into a pointer. 

For example. consider 

int x[3] [5] i 

Here x is a 3xS array of integers. When x appears in an expression. it is converted to a pointer to <the 
first of three) S-membered arrays of integers. In the expression x til, which is equivalent to * (x+i). x 
is first convened to a pointer as described: then i is convened to the type of x. which involves multiply
ing i by the length the object to which the pointer points. namely 5 intCier objects. The results are _ 
added and indirection applied to yield an array (of 5 integers) which in tum is convened to a pointer to 
the first of the integers. If there is another subscript the same argument applies again: this time the 
result is an integer. 

It follows from all this that arrays in C are stored row-wise (last subscript varies fastest) and that the 
first subscript in the declaration helps determine the amount of storage consumed by an amy but plays 
no other part in subscript calculations. 

14,4 Explicit pointer convenions 
Certain conversions involving pointers are permitted but have implementation-dependent aspects. 

They are all specified by means of an explicit type-conversion operator. §§7.2 and 8.7. 
A pointer may be convened to any of the integral types large enough to hold it. Whether an int or 

lonq is required is machine dependent. The mapping function is also machine dependent. but is 
intended to be unsurprising to those who know the addressing structure of the machine. Details for 
some particular machines are given below. 

An object of integral type may be explicitly converted to a pointer. The mapping always carries an 
integer converted from a pointer back to the same pointer, but is otherwise machine dependent. 

A pointer to one type may be convened to a pointer to another type. The resulting pointer may 
cause addressing exceptions upon use if the subject pointer does not refer to an object suitably aligned in 
storage. It is guaranteed that a pointer to an object of a given size may be convened to a pointer to an 
object of a smaller size and back again without change. 

For example. a storage-allocation routine might accept a size (in bytes) of an object to allocate. and 
return a char pointer: it might be used in this way. 

extern char *alloc()i 
double *dpi 

dp - (double *) alloc(sizeof(double»; 
*dp - 22.0 I 7.0; 

alloc must ensure (in a machine-dependent way) that its return value is suitable for conversion to a 
pointer to double: then the use of the function is portable. 



- 24-

The pointer rel'resentation on the PDP-II corre5llOnds to a 16-bit integer and is measured in bytes. 
chaJ:S have no aJianment requirements; everything else must have an even address. 

On the Honeywell 6000. a pointer corresponds to a 36-bit integer. the word part is in the left 18 bi~ 
and the two bits that select the character in a word just to their righL Thus chaJ: pointers are measured 
in units of 216 bytes: everything else is measured in units of 211 machine words. ~l. quantities and 
agreples containinl them must lie on an even word address (0 mod 219). 

The IBM 370 and the Interdata 8/32 are similar. On both. addresses are measured in bytes: elemen
tary objects must be aiilfted on a boundary equal to their lenllh. so pointers to short must be 0 mod 2. 
to iD.t and float 0 mod 4. and to double 0 mod 8. Aareptes are aiianed on the striaest boundary 
required by any of their constituents. 

1 S. Coutant exprestio ... 
In several places C requires ex."essions which evaluate to a constant: after c.... as array bounds. 

and in initializers. In the first two cases. the eXl'ression can involve only integer consWlts. character con
stants. and sizeof eXllressions. possibly connected by the binary operators 

.. - . I ,. • .. « » - I- < > <- >-
or by the unary operatOtS 

or by the temary operator 

1: 

Parentheses can be used for lfOupin .. but not for function cails. 
More latitude is permitted for initializers: besides constant expressions as discussed above.. one can 

also apply the unary • operator to extemal or Slalic objects. and to extemal or static: arrays subscripted 
with a constant expression. The unary • can also be apptied implicitly by appearance of unsubscripted 
arrays and functions. The basic rule is that initializers must evaluate either to a constani or to the 
address of a previously declared external or static: object plus or minus a conSWIL 

16. Portability considerations 
Certain partS of C are inherently machine dependent. The following list of potential trauble spots is 

not meant to be ail-indusive. but to point out the main ones. 
Purely hardware issues like word size and the properties of Roating point arithmetic and integer divi

sion have proven in practice to be not much of a problem. Other facets of the hardware are reflected in 
differinl implementations. Some of these. particularly sign extension (converting a negative character 
into a neptive integer) and the order in which bytes are placed in a word. are a nuisance that must be 
carefully watched. Most of the others are only minor problems. 

The number of :eq:i.steJ." variables thai can actually be placed in registers varies from machine to 
machine. as does the set of valid types. Nonetheless.. the compilers all do thin.. properly for their own 
machine: excess or invalid J."eq:i.steJ." declantions are ilftored. 

Some difficulties arise only when dubious <:odin, practices are used. It is exceedinaly unwise to write 
PfOll'3m5 that depend on any of these propenies. 

The order of evaluation of function arauments is not specified by the lanaua,e. It is rilht to left on 
the PDP-II. and VAX-II. left to rilht on the others. The order in which side etfects take place is also 
unspecified. 

Since character constang are reaily objects of type into multi-character character constants may be 
permitted. The specific implementation is very machine dependent. however. because the order in which 
characters are ISSilfted to a word varies from one machine to another. 

Fields are assigned to words and characters 10 integers ript-lo-Ieft on the PDP-ll and VAX-ll and 
left-to-right on other machines. These differences are invisible to isolated prosrams which do not indulle 
in type punnin, (for example. by convening an 1nt pointer to a CMJ." pointer and inspec:tin, the 
pointed-to storaae). but must be accounted for when conforminl to extemally-imposed storace layouts. 

The languale accepted by the various compilers differs in minor details. Most notably. the current 
PDP· t I compiler will not initialize structures containin, bit-fields. and does not aa:e;n a few assignment 
operators in certain contexts where the value of the assignment is used. 
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17. ADacbroDisms 
Since C is an evolvinl lanluage. certain obsolete constructions may be found in older programs. 

Although most versions of the compiler support such anachronisms. ultimately they will disappear. leav
inl only a portability problem behind. 

Earlier versions of C used the form -op instead of op- for assilnment operators. This leads to 
ambiluities. typified by 

which actually decrements x since the • and the - are adjacent. but which milht easily be intended to 
usiln -1 to x. 

The syntax of initializers has changed: previously. the equals siln that introduces an initiali~r was 
not present. so instead of 

1nt x - 1; 

one used 

11lt x 1; 

The chanle was made because the initialization 

int f (1 +2) 

resembles a function declaration closely enoulh to confuse the compilers. 
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II. SyalU SumllW'J 
This summary or C synlax is intended more ror aidinl comprehension than as an exact scatement of 

the Ilnplp. 

11.1 Expressioas 
The basic expressions are: 

~fI: 

pri",." 
• cqJrftSitHr 

A~" 
- cqJrftSitHr 
r apteSIio" 

-~" ++ iwI_ 
-/wI1w 
iwllw++ 
iwllw-
dallef apraJio" 
( f11»o".".) ~ 

DqIfftIiO" bi"", upraIiM 
DqIfftIiO" ? ~ : DqIIaJioII 
1_1w tUPOII ~ 
DqJtaIioIf , etpIftJiOII 

SIr;". 
( t:IqftSJitM ) 
pri",." ( apraJio"./iSl". ) 
pritrW117 ( t!JqItaSiGII] 
/WI1w • i .. /ltil 
",WG17 -> idl"tiji. 

iwllw: 
i_rip. 
",trW117 [ aprasioll ] '_I.. . idtl1mf,. 
",,,,.,, -> idl""jieo 
.~IO" 
( IWlI .. ) 

The primary-expression operators 

() (] -> 

hive highest priority and Il'oup left·to-rilhL The unlry operators . . -

... -

hive priority below the primary operators but hilher than any binary operator, Md group ript.to-lerL 
Binary operators group left-to-ript: they have priority dec:reasinl as indicated to.elow. The conditional 
operator groups right to left. 
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binop: .. 1 " + 
» « 
< > <- >--- I-, 

" II 
?: 

Assignment operators all have the same priority. and all group right-to-left. 

asgnop: 
_ +- -- *- 1_ ,,- »_ «_ ,_ A_ 1_ 

The comma operator has the lowest priority. and groups left-to-right. 

18.2 Declarations 

thcJllration: 
d«/-sp«ifi~rs init-d«larator-list." ; 

df!C/-S{Ncifi~rs: 

ry~-$pf!Cifi~r df!C1-sp«ifi~rs .. 
sc-spt!Cifi~r d«1-s~cifi~rs .. 

sc-sp«i{ler: 
auto 
static 
extern 
register 
typedef 

ry~-S{Ncifi~r: 

char 
short 
int 
long 
unsiqned 
float 
dOuble 
slnlct-or-union-~cifi~r 
. ry~def-Nlme 

init-declarator-list: 
intt-declarator 
init·thclarator I init·d«larator·list 

init·declarator: 
declarator initia/i:~r .. 

declarator: 
identifi~r 
( d~clarator ) 
.. d~cJarator 
d~clarator () 
d~cJaralor [ conslQnt-apr~ssiono" l 
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strfII:HI'-Ullio".sp«ijir. 
s1:Z'UCt I Sll"Ult:t-fJ«I·IUI ) 
suuc:t i.III1/1e' I #I'IC, __ MiM ) 
stnct i."lir_ 
=1011 ( SllVt:ki«I·I. ) 
UDicm i.lllir,.. ( stnct __ I·1i8I ) 
UDicm i.lll1j1fr 

#l'flt:kJ«J.1i# 
~/JuaJjo" 
Sll'Ull:t-dtlciludtio" stnct-d«1-1i8I 

stnct-d«iludtioll: 
I'/,..spcif- 1InCt ... 1Iua .... 1. ; 

Sll'lll:ki«1IutI .... ,i81: 
Slrflll:t-d«1IurutIr 
Slrflll:t-d«1IuaJr , fInII:t ... IturI .... 1i8I 

ill;1itI1izttr: 

.~" 
• I illilitllizllr-I. ) 
• I illilitllar-I. , 

i"ilitlOz.-lic 
cprasiM 
ill;tilJl;""li., ill;titlJizJlr.l. 
( ill;I.I;""Ii. ) 

1'/,..".".: 
I'/,..sp«ij¥r alJ8lrfm-d«illrator 

abwact-d«11UtI1Or. 
emp" 

11.3 Stalemeats 

( absll'crcr-d«laratOr ) 
• ab~/1UtI1OI 
aMtrtlCl-d«llUtItOr () 
abstracl-d«JaltltOr [ COlfSlllllt""i!!JtPIftflitHf .. 1 

COmpoUlld-SIII,.",."r. 
I d«larallon-list .. sla,.",.",.,ill .. ) 

d«laltlllo"./ilr. 
d«larIlIIO" 
d«larallOll d«lllraIIOII·list 



statemt!nt-list: 
statement 
statemt!nt statement-list 

statement: 
compound-statement 
expression ; 
if (expression) statement 
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if (expression) statement else statement 
while (expression) statement 
do statement while (expression) ; 
for (expression-] oPI ; expresslOn-2,., ; expression-loll' ) statement 
8wi tch (expression) statement 
CAse constant-expresslon: statement 
defAul t : statement 
breAk ; 
continue ; 
return ; 
return expression ; 
goto Identifier ; 
itkntifier : statement 

18.4 Ezternal definitions 

program: 
external-dejinltlon 
f!JCtrrnal-tkjinlllon program 

exrernal-tkjinition: 
functlon-tkjinltion 
data-tkjinttion 

function-dejinition: 
type-specifier,., function-declarator function-body 

function-declarator: 
declarator ( parameter-list .. ) 

paramt!trr-/ist: 
ickntifier 
itkntifier , paramt!ter-list 

function-body: 
type-decl-/ist junction-statement 

function-statement: 
I declaration-list. statement-list ) 

dJJta-dejinilion: 

18.S Preprocessor 

extern"", type-specifier"", init-declarator-list"", ; 
stAtico,", type-specifier"", mit-declarator-Itst"", ; 
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tel. tin. i.lItiji~ lOUlt-S'",. 
tel.tin. i.lItlji~( idtllltlf_, ••• , idtllltij1#r) fOUlt-sm. 
lunel.t iMlItlf_ 
Unclud. "jiklfll1lW ft 
.incluel. <fl~IfIIII'W> 
.it COIUIIIIII~" 
tUel.t idtllltjf,. 
utDd..t idtllltif_ 
•• 1 •• 
tad1t 
.lin. COIlSlltlIll idtltttijW 







Recent Changes to C 

November 15, 1978 

A few extensions have been made to the C language beyond what is described in the reference docu
ment ("The C Programming Language." Kernighan and Ritchie. Prentice-Hall. 1978), 

I. Structure usilnment 

Structures may be assigned. passed as arguments to functions. and returned by functions. The types 
of operands taking part must be the same. Other plausible operators. such as equality comparison. have 
not been implemented. 

There is a subtle defect in the PDP·II implementation of functions that return structures: if an inter
rupt occurs during the return sequence. and the same function is called reentrantly during the interrupt. 
the value returned from the first call may be corrupted. The problem can occur only in the presence of 
true interrupts. as in an operating system or a user program that makes significant use of signals; ordinary 
recursive calls are quite safe. 

2. EDumeratioD type 

There is a new data type analogous to the scalar types of Pascal. To the type-specifiers in the syntax 
on p. 193 of the C book add 

with syntax 

'''''''''S/Mciji,r 

,""",.spteijitr: 
enum ( ,nu",./ist I 
enum ientijitr ( ,,,,,m-/ist I 
enum idlntijitr 

,,,,,,,,./ist: 
,nunwrQIOr 
,num-/isl, ,nUmtralor 

,numtralOr: 
idlnlijitr 
kMnliji,r - constllnt-expnssion 

The role of the identifier in the enum-specifier is entirely analogous to that of the structure tag in a 
struct-specifier; it names a P8nicular enumeration. For example. 

enum color I chartreuse, burqundy, claret, winedark Ii 

enum color .cp, coli 

makes color the enumeration-tag of a type describing various colors, and then declares cp as a pointer 
to an object of that type, and col as an object of that type. 

The identifiers in the enum-list are declared as constants, and may appear wherever constants are 
required. If no enumerators with - appear, then the values of the constants begin at 0 and increase by I 
as the declaration is read from left to right. An enumerator with. gives the associated identifier the 
value indicated; subsequent identifiers continue the progression from the assigned value. 

Enumeration tags and constants must all be distinct. and, unlike structure tags and members. are 
drawn from the same set as ordinary identifiers. 

Objects of a given enumeration type are regarded as having a type distinct from objects of all other 
types. and lint Oags type mismatches. In the PDP·ll implementation all enumeration variables are treated 
as if they were into 

._----- --------- -- -------



Screen Updating and Cursor Mo\·ement Optimization: 
A Library Package 

Kenneth C. R. C. Arnold 

Computer Science Division 
Department of Electrical Engineering and Computer Science 

University of California, Berkeley 
Berkeley, California 94720 

This document describes a package of C library functions which allow the user to: 
• update a screen with reasonable optimization, 
• get input from the terminal in a screen-oriented fashion, and 
• independent from the above, move the cursor optimally from one point to another. 

These routines all use the letc/termcap database to describe the capabilities of the 
terminal. 
Ac:kno""ledgements 

This package would not exist without the work of Bill Joy, who, in writing his editor. 
created the capability to generally describe terminals, wrote the routines which read this data
base, and. most importantly, those which implement optimal cursor movement, which routines . 
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tant, as were both willing to waste time listening to me rant and rave. The help and lor support 
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Screen Package 

1. Oveniew 
In making available the generalized terminal descriptions in /etc/termcap. much informa

tion was made available to the programmer. but little work was taken out of one's hands. The 
purpose of this package is to allow the C programmer to do the most common type of terminal 
dependent functions, those of movement optimization and optimal screen updating, without do· 
ing any of the dirty work, and (hopefully) with nearly as much ease as is necessary to simply 
print or read things. 

The package is split into three parts: (I) Screen updating; (2) Screen updating with user 
input; and (3) Cursor motion optimization. 

It is possible to use the motion optimization without using either of the other two, and 
screen updating and input can be done without any programmer knowledge of the motion op
timization, or indeed the database itself. 

1.1. Terminology (or, Words You Can Say to Sound Brilliant> 

In this document, the following terminology is kept to with reasonable ",.:.,sistency: 

window: An internal representation containing an image of what a section of the terminal screen 
may look like at some point in time. This subsection can either encompass the entire ter
minal screen, or any smaller portion down to a single character within that screen. 

termiNli: Sometimes called IBmiNli JC1'ft". The package's idea of what the terminal's screen 
currently looks like. i.e., what the user sees now. This is a special screen: 

sa«,,: This is a subset of windows which are as large as the .erminal screen. i.e .• they start at 
the upper left hand comer and encompass the lower right hand corner. One of these. 
sldser, is automatically provided for the programmer. 

1.2. Compilinl Tbinls 
In order to use the library, it is necessary to have certain types and variables defined. 

Therefore, the programmer must have a line: 

#include < curses.b > 
at the top of the program source. The header file < curses.h > needs to include < sluy.h > , 
so the one should not do so oneselfl. Also, compilations should have the following form: 

c:c [flags] file ... -lcurses -ltermlib 

1.3. Screen UpdatiDI 

In order to update the screen optimally, it is necessary for the routines to know what the 
screen currently looks like and what the programmer wants it to look like next. For this pur
pose, a data type (structure) named WINDO W is defined which describes a window image to 
the routines. including its starting position on the screen (the (y, x) co-ordinates of the upper 
left hand comer) and its size. One of these (called curser for current screen) is a screen image 
of what the terminal currently looks like. Another screen (called stdser, for standard screen) is 
provided by default to make changes on. 

A window is a purely internal representation. It is used to build and store a potential im· 
age of a portion of the terminal. It doesn't bear any necessary relation to what is really on the 
terminal screen. It is more like an array of characters on which to make changes. 

When one has a window which describes what some part the terminal should look like, 
the routine refresh() (or wrefresh() if the window is not suiser) is called. re!resh() makes the ter-

1 The screen packale also uses the Standard 110 library. so <c:unes.b> includes <sldlo.b>. It is redundant 
(but harmless) for the proarammer to do it. too. 
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minal. in the area covered by the window. look like that window. Note. therefore. that chang
ing something on a window does 1101 change the termmal. Actual updates to the terminal screen 
are made only by calling refteshO or wrejreshO. This allows the programmer to maintain 
several different ideas of what a portion of the terminal screen should look like. Also. changes 
can be made to windows in any order, without regard to motion efficiency. Then. at will. the 
programmer can effectively say "make it look like this." and let the package worry about the 
best way to do this. 

1.4. Naming Conventions 
As hinted above. the routines can use several windows. but two are automatically given: 

curser. which knows what the terminal looks like. and sldser. which is what the programmer 
wants the terminal to look like next. The user should never really access curser directly. 
Changes should be made to the appropriate screen. and then the routine rejreshO (or 
'I4'rejresh() should be called. 

Many functions are set up to deal with stdser as a defanlt screen. For example. to add a 
character to sIdser. one calls addchO with the desired character. If a different window is to be 
used, the routine waddchO (for window-specific addch() is provided2• This convention of 
prepending function names with a "w" when they are to be applied to specific windows is con
sistent. The only routines which do not do this are those to which a window must always be 
specified. -

In order 10 move the current (y, x) co-ordinates from one point to another, the routines 
moveO and wmoveO are provided. However, it is often desirable to first move and then per
form some I/O operation. In order to avoid c!umsyness, most 1/0 routines can be preceded by 
the prefix "mv" and the desired (y, x) co-ordinates then can be added to the arguments to the 
function. For example, the calls 

move(y, x); 
addch(ch); 

can be replaced by 
mvaddch (y, x. ch); 

and 
wmove(win, y, x); 
waddch (win, ch); 

can be replaced by 
mvwaddch(win. y. x. ch); 

Note that the window description pointer (win) comes before the added (y. x) co-ordinates. If 
such pointers are need. they are always the first parameters passed. 

2. Variables 
Many variables which are used to deseribe the terminal environment are available to the 

programmer. They are: 
type name 
WINDOW • curser 
WINDOW • stdser 
char • Der_term 

description 
current version of the screen (termina! screen). 
standard screen. Most updates are usually done here. 
default terminal type if type cannot be determined 

l Actually. addch() is reall)' a "#define" micro with IraumenlS. 15 Ife most of the "functions' which deal wllh 
Jldscr 15 I deflult. 
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bool My_term 

char • tty type 
int LINES 
int COLS 
int ERR 
int OK 

Screen Package 

use the terminal specification in De/_Ierm as terminal. 
irrelevant of real terminal type 
full name of the current terminal. 
number of lines on the terminal 
number of columns on the terminal 
error flag returned by routines on a fail. 
error flag returned by routines when things go right. 

There are also several "#define" constants and types which are of general usefulness: 

reg 
bool 
TRUE 
FALSE 

storage class "register" (e.g., reg int i,') 
boolean type, actually a "char" (e.g .• bool doneit,') 
boolean "true" flag (1). 
boolean "false" flag (0). 

3. t:sage 

This is a description of how to actually use the screen package. In it, we assume all upc 
dating, reading, etc. is applied to sldser. All instructions will work on any window. with chang
ing the function name and parameters as mentioned above. 

3.1. Staninll up 
In order to use the screen package, the routines must know about terminal characteristics, 

and the space for curser and sldser must be allocated. These functions are performed by in
itserO. Since it must allocate space for the windows, it can overflow core when attempting to do 
so. On this rather rare occasion, mitserO returns ERR. i"ilserO must always be called before 
any of the routines which affect windows are used. If it is not, the program will core dump as 
soon as either curser or sldser are referenced. However. it is usually best to wait to call it until 
after you are sure you will need it, like after checking for startup errors. Terminal status 
changing routines like ,,/0 and ermodeO should be called after inllserO. 

Now that the screen windows have been allocated. you can set them up for the run. If 
you want to, say, allow the window to scroll. use scrollokO. If you want the cursor to be left 
after the last change, use lea veok O. If this isn't done, re/reshO will move the cursor to the 
window's current (y, x) co-ordinates after updating it. New windows of your own can be creat
ed, too, by using the functions "ewwinO and subwinO. de/wi"O will allow you to get rid of old 
windows. If you wish to change the official size of the terminal by hand, just set the variables 
LISES and COLS to be what you want, and then call initscr(). This is best done before, but can 
be done either before or after, the first call to initserO, as it will always delete any existing sldser 
and/or curser before creating new ones. 

3.2. The Nitty-Gritty 

3.2.1. Output 
Now that we have set things up, we will want to actually update the terminal. The basic 

functions used to change what will go on a window are addchO and move(). addch() adds a 
character at the current (y, x) co-ordinates, returning ERR if it would cause the window to ille
gally scroll, i.e., printinl a character in the lower right-hand comer of a terminal which au
tomatically scrolls if scrollinl is not allowed. move() changes the current (y, x) co-ordinates to 
whatever you want them to be. It returns ERR if you try to move off the window when scrol
ling is not allowed. As mentioned above, you can combine the two into mvaddch() to do both 
things in one fell swoop. 

The other output functions, such as addstrO and printwO, all call addchO to add characters 
to the window. 

After you have put on the window what you want there, when you want the portion of 
the terminal covered by the window to be made to look like it, you must call rejreshO. In order 

-3-



Screen Package 

to optimize finding changes. rejreshO assumes that any part of the window not changed since 
the last rejreshO of that window has not been changed on the terminal. i.e .• that you have not 
refreshed a portion of the terminal with an overlapping window. If this is not the case, the rou
tine touehwmO is provided to make it look like the entire window has been changed, thus mak
ing rejreshO check the whole subsection of the terminal for changes. 

If you call wrejreshO with curser, it will make the screen look like curscr thinks it looks 
like. This is useful for implementing a command which would redraw the screen in case it get 
messed up. 

3.2.2. Input 
Input is essentially a mirror image of output. The complementary function to addchO is 

gf'tehO which. if echo is set. will call addehO to echo the character. Since the screen package 
needs to know what is on the terminal at all times. if characters are to be echoed. the ltv must 
be in raw or cbreak mode. If it is not. gf'tehO sets it to be cbreak. and then reads in the ~harac. 
ter. 

3.2.3. Miscellaneous 
All sorts of fun functions exists for maintaining and changing information about the win

dows. For the most part, the descriptions in section 5.4. should suffice. 

3.3. Finishing up 
In order to do certain optimizations, and. on some terminals. to work at all, some things 

must be done before the screen routines start up. These functions are performed in getttmod£l{J 
and serrf'rmO. which are called by imtscrO. In order to clean up after the routines, the routine 
endwm () is provided. It restores tty modes to what they were when inirscrO was first called. 
Thus. anytime after the call to initscr, endwinO should be called before exiting. 

4. Cursor Motion Optimization: Standing Alone 
It is possible to use the cursor optimization functions of this screen package without the 

overhead and additional size of the screen updating functions. The screen updating functions 
are designed for uses where parts of the screen are changed, but the overall image remains the 
same. This includes such programs as eye and vi3• Certain other programs will find it difficult 
to use these functions in this manner without considerable unnecessary program overhead. For 
such applications, such as some "crt hacks"· and optimizing cat (} )-type programs. all that is 
needed is the motion optimizations. This, therefore. is a description of what some of what goes 
on at the lower levels of this screen package. The descriptions assume a certain amount of 
familiarity with programming problems and some finer points of C. None of it is terribly 
difficult, but you should be forewarned. 

4.1. Terminal Information 
In order to use a terminal's features to the best of a program's abilities, it must first know 

what they ares. The letc/termcap database describes these, but a certain amount of decoding is 
necessary, and there are, of course, both efficient and inefficient ways of reading them in. The 
algorithm that the uses is taken from vi and is hideously efficient. It reads them in a tight loop 
into a set of variables whose names are two uppercase letters with some mnemonic value. For 

l Eye .ctually uses these functions •• 1 does not. 

• Graphics prOlr.ms desilned to run on ch.racter-oriented termin.ls. I could n.me many. but they come and 
10. so the list would be quickly out of date. Recently. there h.ve been prOlrams such as rocket and lun. 

, If this comes as any surprise to you, there's this tower in Pans they're thinkinl of junkinl th.t I can let you 
have for a sonl. 
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example. HO is a string which moves the cursor to the "home" position6. As there are two 
types of variables involving ttys, there are two routines. The first. gerrmode{), sets some vari
ables based upon the tty modes accessed by &tty(2) and stty(2) The second, seltermO, a larger 
task by reading in the descriptions from the lelc/termcap database. This is the way these rou
tines are used by intIScr{): 

if (isatty(O» ( 
gettmodeO; 

} 
else 

if (sp - getenv (-TERM-» 
setterm(sp); 

setterm (Def term); 
_puts(Tl); -
_puts(VS); 

iSQtty{) checks to see if file descriptor 0 is a terminal7• If it is. gettmodeO sets the terminal 
rescription modes from a gtty(2) getenv{) is then called to get the name of the terminal, and 
t lat value (if there is one) is passed to serrerm{), which reads in the variables from 
letc/termcap associated with that terminal. (geten-d) returns a pointer to a string containing 
the name of the terminal, which we save in the character pointer sp,) If iSQtty(} returns false. 
the default terminal Del_term is used. The Tl and VS sequences initialize the terminal (...putsO 
is a macro which uses rpulsO (see termcap(3» to put out a string). It is these things which 
endwmO undoes. 

4.2. Movement Optimizations, or, Getting Over Yonder 

Now that we have all this useful information, it would be nice to do something with its. 
The most difficult thing to do properly is motion- optimization. When you consider how many 
different features various terminals have (tabs, backtabs. non-destructive space, home se
quences, absolute tabs, .... ,) you can see that deciding how to get from here to there can be a 
decidedly non-trivial task. The editor yi uses many of these features, and the routines it uses 
to do this take up many pages of code. Fortunately, I was able to liberate them with the 
author's permission, and use them here. 

After using gettmodeO and settermO to get the terminal descriptions, the function mvcurO 
deals with this task. It usage is simple: you simply tell it where you are now and where you 
want to go. For example 

mvcur(O, 0, LINES/2, COLS/2) 

would move the cursor from the home position (0, 0) to the middle of the screen. If you wish 
to force absolute addressing, you can use the function tgOIOO from the termllb(7) routines, or 
you can tell mvcurO that you are impossibly far away, like Cleveland. For example, to abso
lutely address the lower left hand comer of the screen from anywhere just claim that you are in 
the upper right hand comer: 

mvcur(O, COLS-t, LINES-t, 0) 

6 The2 names are identical to those variables used in the lelc/fermca" database to' describe each capability. See 
Appendix A for a complete list of those read, and termcap(S) for a full description. 

1 ISlJrryO is defined in the default C library function routines. It does a Itty(2) on the descriptor and checlts the 
return value. 

• Actually, it call be emotionally fulfillinl just to lei the information. This is usually only true. however. if you 
have the social life of a kumquat. 
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5. The Functions. 
In the following definitions. ht" means that the "function" is really a .. #define" macro 

with arguments. This means that it will not show up in stack traces in the debugger. or, in the 
case of such functions as oddch{), it will show up as it's "w" counterpart. The arguments are 
given to show the order and type of each. Their names are not mandatory, just suggestive. 

5.1. Output Functions 

addch(ch) + 
char ch; 

waddch (win. ch) 
W/SDOW • ...... m; 
char ch; 

Add the character ch on the window at the current (y, x) co-ordinates. If the character is 
a newline ('\n') the line will be cleared to the end, and the current (y, x) co-ordinates will 
be changed to the beginning off the next line if newline mapping is on. or to the next line 
at the same x co-ordinate if it is off. A return ('\r') will move to the beginning of the 
line on the window. Tabs ('\1') will be expanded into spaces in the normal tabstop posi
tions of every eight characters. This returns ERR if it would cause the screen to scroll 
illegally. 

addstdstr> t 
char ·Slr; 

waddstr(win. str) 
Wll,'DO W ·wm; 
char ·str; 

Add the string pointed to by str on the window at the current (Y. x) co-ordinates. This re
turns ERR if it would cause the screen to scroll illegally. In this case, it will put on as 
much as it can. 

box(win, vert, hor) 
W/SDOW ·wm; 
char vert, hor; 

Draws a box around the window using vert as the character for drawing the vertical sides, 
and hor for drawing the horizontal lines. If scrolling is not allowed, and the window en
compasses the lower right-hand comer of the terminal, the comers are left blank to avoid 
a scroll. 

clearO t 

wclear(win) 
WINDO W ·win; 

Resets the entire window to blanks. If win is a screen, this sets the clear flag, which will 
cause a clear-screen sequence to be sent on the next re/resh() call. This also moves the 
current (y, x) co-ordinates to (0. 0), 
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clearok(scr, boolf} t 
WIN DO W ·scr; 
bool boo£(,' 

Screen Packaae 

Sets the clear flag for the screen ser. If boo/fis TRUE, this will force a clear-screen to be 
printed on the next rejreshO, or stop it from doing so if boo/fis FALSE. This only works 
on screens. and, unlike clear 0, does not alter the contents of the screen. If seT is curser, 
the next refreshO call will cause a clear-screen. even if the window passed to rejreshO is 
not a screen. 

clrtoboc () t· 

wclrtobot (win) 
WI.";DO W ·win; 

Wipes the window clear from the current (y, x) co-ordinates to the bottom. This does 
not force a clear-screen sequence on the next refresh under any circumstances. This has 
no associated "my" command. 

clrtoeolO t 

wclrtoeoH win) 
WINDOW ·win; 

Wipes the window clear from the current (y, x) co-ordinates to the end of the line. This 
has no associated "my" command. 

delchO . 

wdelch (win) 
WINDOW ·win; 

Delete the character at the current (y. x) co-ordinates. Each character after it on the line 
shifts to the left. and the last character becomes blank. 

deleteln(} 

wdelete) n (win) 
~,lNDOW ·win: 

Delete the current line. Every line below the current one will move up, and the bottom 
line will become blank. The current (y, x) co-ordinates will remain unchanged. 

eraseO t 

werase(win) 
WINDO W "win; 
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Erases the window to blanks without selling the clear flag. This is analagous to clearO. 
except that it never causes a clear-screen sequence to be generated on a refreshO. This 
has no associated "rn,'" command. 

lnsch(c) 
char c; 

"'insch (win. c) 
WI/I."DO W ·win; 
char c; 

Insert c at the current (y, x) co-ordinates Each character after it shifts to the right. and 
the last character disappears. 

insertln 0 

"'insertln (,vin) 
WI,\'DO W • ..... in; 

Insert a line above the current one. Every line below the current line will be shifted 
down, and the bottom line will disappear. The current line will become blank, and the 
current (y, x) co-ordinates will remain unchanged. 

move(y, x) t 
int y, X,' 

"'movehvin, y, x) 
WINDOW ·win; 
int y, x; 

Change the current (y, x) co-ordinates of the window to <.v, xL This returns ERR if it 
would cause the screen to scroll illegally. 

overlay (winl, ",in2) 
WINDOW -Win I, -Win),' 

Overlay winl on win). The contents of winl, insofar as they fit, are placed on win) at 
their starting (y, x) co-ordinates. This is done non-destructively, i.e., blanks on wml 
leave the contents of the space on win2 untouched. 

overwrite(wlnl, win2) 
WINDOW -Winl. -Win2,' 

Overwrite winl on win2. The contents of winl, insofar as they fit, are placed on win) at 
their starting (y, x) co-ordinates. This is done destructively, i.e., blanks on winl become 
blank on win). 

printw «(mt, aral, 8112, ••• ) 
char "lmt,' 
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wprintw(''t'in, fmt, al'll, ar&2, .• J 
WINDO W ·win; 
char jmt; 

Screen Package 

Performs a print/O on the window starting at the current (y. x) co-ordinates. It uses 
addsrrO to add the string on the window. It is often advisable to use the field width op
tions of p"ntj() to avoid leaving things on the window from earlier cal1s. This returns 
ERR if it would cause the screen to scroll iIIegal1y. 

refresbO t 

wrefresh (win) 
WINDOW ·win: 

Synchronize the terminal screen with the desired window. If the window is not a screen. 
only that part covered by it is updated. This returns ERR if it would cause the screen to 
scroll illegally. In this case, it wil1 update whatever it can without causing the scroll. 

standout 0 t 

",standout (win) 
W/,VDO W ·win; 

standendO t 

wstandend (win) 
WINDOW ·win: 

Start and stop putting characters onto win in standout mode. srandourO causes any charac
ters added to the window to be put in standout mode on the terminal (if it has that capa
bility). standendO stops this. The sequences SO and SE (or US and UE if they are not 
defined) are used (see Appendix A). 

5.2. Input Functions 

crmodeO t 

nocrmodeO t 

Set or unset the terminal to/from cbreak mode. 

ecboO t 

noechoO t 
Sets the terminal to echo or not echo characters. 
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letchO t 

wgetch (win) 
WINDOW ·win; 

Screen Package 

Gets a character from the terminal and (if necessary) echos it on the window. This re
turns ERR if it would cause the screen to scroll illegally. Otherwise, the character gotten 
is returned. If noecho has been set, then the window is left unaltered. In order to retain 
control of the terminal, it is necessary to have one of noecho, cbreak, or rawmode set. If 
you do not set one, whatever routine you call to read characters will set cbreak for you, 
and then reset to the Qriginal mode when finished. 

letstr(str) t 
char ·slr; 

wletstrhrin, str) 
Wl.NDO W -Win,' 
char ·SIr,' 

Get a string through the window and put it in the location pointed to by str, which is as
sumed to be large enough to handle it. It sets tty modes if necessary, and then calls 
,elchO (or wgelcMwin) to get the characters needed to fi)) in the string until a newline or 
EOF is encountered. The newline stripped off the string. This returns ERR if it would 
cause the screen to scro)) illegally. 

nwO t 

DorawO t 

Set or unset the terminal tolfrom raw mode. On version 7 lJSIX' this aJso turns of new
line mapping (see nl(». 

scanw{lmt, lral, 1112, ••• ) 
char ~mt,' 

wscanw(wiD. Imt, 1111, a112, ••• ) 
WINDOW -Win: 
char ~mt: 

Perform a sca1f!() through the window using Imt, It does this using consecutive ,elchO's 
(or wgetch(win)'s). This returns ERR if it would cause the screen to scroll illegally. 

5.3. Miscellaneous FUDctioDs 

del WiD (win) 
WINDO W -Win: 

'UNIX is a trademark of Bell Laboratories. 
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delwin(win) 
W/.VDO W ·WIn; 

Screen Packalf 

Deletes the window from existence. All resources are freed for future use by caHoe(J). 
If a window has a subwlnO allocated wlndow inside of it. deleting· the ouler window the 
subwindow is not affected. even though this does invalidate it. Therefore. subwindows 
should be deleted before their outer windows are. 

endwinO 

Finish up window routines before exit. This restores the terminal to the state it was be
fore InltScrO (or getrmodeO and seuerm()) was called. It should always be called before 
exiting. It does not exit. This is especially useful for resetting tty stats when trapping ru
bouts via signaH2). 

getyx(win, y, x) t 
WINDOW • ..... in; 
tnt y. x: 

Puts the current (y. x) co-ordinates of win in the variables yand x. Since it is a macro. 
not a function, you do not pass the address of y and x. 

inchO t 

winch (win) t 
WJ.\'DO W ·Wtn; 

Returns the character at the current (Y. x) co-ordinates on the given window. This does 
not make any changes to the window. This has no associated "my" command. 

initscrO 

Initialize the screen routines. This must be called before any of the screen routines are 
used. It initializes the terminal-type data and such. and without it. none of the routines 
can operate. If standard input is not a tty. it sets the specifications to the terminal whose 
name is pointed to by Del_term (initialy ~dumb~). If the boolean My_term is true. 
Del_term is always used. 

leaveok (win, boolf) t 
WINDOW ·WIn: 

bool boo/.t 

Sets the boolean nal for leavinl the cursor after the last chanle. If booif is TRUE. the 
cursor will be left after the last update on the terminal. and the current (Y. x) co-ordinates 
for win will be changed accordingly. If it is FALSE. it will be moved to the current (y, x) 
co-ordinates. This flal (initialy FALSE) retains its value until changed by the user. 

longname(termbu(, name) 
char ·termbu/. ·"am~: 
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Fills in name with the long (ful!) name of the terminal described b~' the termcap entry in 
termbuf It is generally of little use. but is nice for telling the user in a readable format 
what terminal we think he has. This is available in the global variable rryrype. Termbu/is 
usually set via the termlib routine rgerenrO. 

mV1fin(win, y, x) 
WIXDOW -Wm; 
im Y. x; 

Move the home position of the window win from its current starting coordinates to (y. xl. 
If that would put part or all of the window off the edge of the terminal screen. mvwin{) re
turns ERR and does not change anything. 

WINDOW • 
ne"'winmnes, coIs, begin_y, begin_x) 
int lines. cols. beglnJ. begin_X; 

Create a new window with lines lines and cols columns starting at posItion 
(begtnJ. begin_x). If either lines or cols is 0 (zero), that dimension will be set to (Lll';ES 
- begmJ) or (eOLS - begin_x) respectively. Thus. to get a new window of dimen
sions LINES x eOLS, use new'I4l1nro. O. O. 0), 

010 t 

DonlO t 

Set or unset the terminal to/from nl mode. i.e., start/stop the system from mapping 
<RETLRN> to <LINE·FEED>. If the mapping is not done, rejresh() can do more 
optimization. so it is recommended, but not required, to turn it off. 

scrollok (win, booW 1-

WINDOW -Wm; 
bool boolf; 

Set the scroll flag for the given window. If boolfis FALSE, scrolling is not allowed. This 
is its default setting. 

touch win (win) 
WINDOW -Win; 

Malee it appear that the every location on the window has been changed. This is usually 
only needed for refreshes with overlapping windows. 

WINDOW· 
subwln (win, lines, cols, belin_y, belio_x) 
WINDO W -Win; 
illl Jines, cols, begin...,Y, begin_x; 

Create a new window with lines lines and cols columns starting at position 
(begm...,Y. begin_x) in tbe middle of the window win. This means that any change made to 
either window in the area covered by the subwindow will be made on both windows. 
beginJ. begin_x are specified relative to the overall screen, not the relative (0, 0) of Win. 

If either lines or cols is 0 (zero), that dimension will be set to (LINES - begin...,Y) or 
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(COLS - begin_x) respectively. 

unctrl (ch) t 
char ch; 

This is actually a debug function for the library, but it is of general usefulness. It returns 
a string which is a representation of ch. Control characters become their upper-case 
equivalents preceded by a ".". Other letters stay just as they are. To use unclrlO, you 
must have #include < unctrl.h > in your file. 

5.4. Details 

gettmodeO 
Get the tty stats. This is normally c~lled by inirscr{). 

mvcur (Iasty, lastx, Dewy, Dewx) 
int lasty, lasa, newy, newx,' 

Moves the terminal's cursor from (laslY, lasa) to (newy, newx) in an approximation of op
timal fashion. This routine uses the functions borrowed from ex version 2.6. It is possi
ble to use this optimization without the benefit of the screen routines. With the screen 
routines, this should not be called by the user. moveO and re/reshO should be used to 
move the cursor position, so that the routines know what's going on. 

scroll (win) 
WnVDO W ·win; 

Scroll the window upward one line. This is normally not used by the user. 

savettyO t 

resettyO t 

SQverty() saves the current tty characteristic flags. resertyO restores them to what savertyO 
stored. These functions are performed automatically by inllscrO and endwinO. 

setterm (name) 
char ·name; 

Set the terminal characteristics to be those of the terminal named name. This is normally 
called byinitscrO. 

tstpO 

If the new tty(4) driver is in use, this function will save the current tty state and then put 
the process to sleep. When the process gets restaned, it restores the tty state and then 
calls wrefresh(curscr) to redraw the screen. inJISCrO sets the signal SIGTSTP to trap to this 
routine. 
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Appendix A 

1. Capabilities from termcap 

1.1. Disclaimer 

The description of terminals is a difficult business. and we only attempt to summarize the 
capabilities here: for a full description see the paper describing termcap. 

1.2. Overview 

Capabilities from termcap are of three kinds: string valued options. numeric valued op
tions, and boolean options. The string valued options are the most complicated. since they may 
include padding information, which we describe now. 

Intelligent terminals often require padding on intelligent operations at high (and some
times even low) speed. This is specified by a number before the string in the capability. and 
has meaning for the capabilities which have a P at the front of their comment. This normally is 
a number of milliseconds to pad the operation. In the current system which has no true pro
gramm.,:-'le delays, we do this by sending a sequence of pad characters (normally nulls. but can 
be changed (specified by PO). In some cases, the pad is better computed as some number of 
milliseconds times the number of affected lines (to the bottom of the screen usually, except 
when terminals have insert modes which will shift several lines.) This is specified as, e.g .• 12*. 
before the capability. to say 12 milliseconds per affected whatever (currently always line). 
Capabilities where this makes sense say P*. 

1.3. Variables Set By setlermO 

Type Name 
char • AL 
bool AM 
char • BC 
bool BS 
char • BT 
bool CA 
char • CD 
char • CE 
char • CL 
char • CM 
char • DC 
char • DL 
char • DM 
char • DO 
char • ED 
bool EO 
char • El 
char • HO 
bool HZ 
char • IC 
bool IN 
char • 1M 
char * IP 
char • LL 
char * MA 
bool MI 
bool NC 

variables set by serrermO 

Pad Description 
p. Add new blank Line 

Automatic Margins 
Back Cursor movement 
BackSpace works 

p. Back Tab 
Cursor Addressable 

p. Clear to end of Display 
P Clear to End of line 
p. CLear screen 
P Cursor Motion 
p. Delete Character 
p. Delete Line sequence 

Delete Mode (enter) 
DOwn line sequence 
End Delete mode 
can Erase Overstrikes with ' , 
End Insert mode 
HOme cursor 
HaZeltine - brain damage 

P Insert Character 
Insen·Null blessing 
enter Insert Mode (IC usually set, too) 

p. Pad after char Insened using 1M + IE 
quick to Last Line, column 0 
ctrl character MAp for cmd mode 
can Move in Insen mode 
No Cr: \r sends \r\n then eats \n 
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Type 
char • 
bool 
char 
char • 
char • 
char • 
char • 
char • 
char • 
char • 
char • 
char • 
boo I 
char • 
char • 
char • 
char • 
char • 
bool 

~ame 

~D 
OS 
PC 
SE 
SF 
SO 
SR 
TA 
TE 
T1 
t,;C 
DE 
tJL 
UP 
US 
VB 
VE 
VS 
XN 

Appendix A 

variables set by settermO 

Pad Description 
Non-Destructive space 
OverStrike works 
Pad Character 
Standout End (may leave space) 

P Scroll Forwards 
Stand Out begin (may leave space) 

P Scroll in Reverse 
P TAb (not -lor with padding) 

Terminal address enable Ending sequence 
Terminal address enable Initialization 
Underline a single Character 
Underline Ending sequence 
UnderLining works even though !OS 
UPline 
Underline Starting sequencelO 

Visible Bell 
Visual End sequence 
Visual Stan sequence 
a Newline gets ealen after wrap 

Names starting with X are reserved for severely nauseous glitches 

1.4. Varfables Set By lettmodeO 
variables set by gettmodeO 

type name 
boo! ~ONL 
boo! GT 
bool UPPERCASE 

description 
Term can't hack linefeeds doing a CR 
Guy indicates Tabs 
Terminal generates only uppercase letters 

10 US and UE. if they do not exist in the termcap entry. are copied from SO and SE in Htr",,,() 
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AppeDdlJ: B 

1. 
The WINDOW structure 

The WIl'DOW structure is defined as follows: 

# defiDe Wll'DOW struet _ win_st 

Itruct _ win_st ( 
short 
Ihort 
short 
Ihort 
bool 
boo! 
boo! 
char 
short 
short 

} : 

# defiDe 
# defiDe 
# defiDe 
# defiDe 
# defiDe 

_cury. _curx: 
_maxy. _maxx: 
_begy. _begx: 
_flags: 
_clear: 
_leave: 
_scroll: 
•• -y; 
• _firstch: 
• _lastch: 

SUBWIN 
-ENDLll'E 
-FULLWIl' 
:SCROLL WI1' 
_STANDOUT 

01 
02 
04 
010 
0200 

_"If')' and _curx are the current (y, x) co-ordinates for the window. New characters ad
ded to the screen are added at this point. _max)" and _maxx are the maximum values allowed 
for Ccury, _curx). _beg}' and _begx are the starting (y, x) co-ordinates on the terminal for the 
window, i.e., the window's home. _cury, _curx, _maxy, and _maxx are measured relative to 
Cbeg)", _begx), not the terminal's home. 

_clear tells if a clear-screen sequence is to be generated on the next refreshO call. This is 
only meaningful for screens. The initial clear-screen for the first rejreshO call is generated by 
initially setting clear to be TRUE for curser, which always generates a clear-screen if set. ir
relevant of the dimensions of the window involved. _leave is TRUE if the current (y, x) co
ordinates and the cursor are to be left after the last character changed on the terminal, or not 
moved if there is no change. _scroll is TRUE if scrolling is allowed . 

...y is a pointer to an array of lines which describe the terminal. Thus: 

_y(iJ 

is a pointer to the Ith line, and 

_y(jJUJ. 

is the fth character on the Ith line. 

Jags can have one or more values or'd into it. _Sl.IBWIN means that the window is a 
subwindow, which indicates to delwinO that the space for the lines is not to be freed. END· 
LINE says that the end of the line for this window is also the end of a screen. Fl.rLLWIN 
says that this window is a screen. _SCROLL WIN indicates that the last character of this 
screen is at ·the lower right-hand corner of the terminal~ i.e., if a character was put there. the 
terminal would scroll. _STANDOLT says that all characters added to the screen are in stan
dout mode. 

II All variables not normally aa:essed directly by the user are named with an initial" .. to avoid conflicts with 
the user's variables. -
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1. Examples 
Here we present a few examples of how to use the package. They attempt to be represen· 

tative. though not comprehensive. 

1. Screen 1.; pdatinl 
The following examples are intended to demonstrate the basic structure of a program us· 

ing the screen updating sections of the package. Several of the programs require calculational 
sections which are irrelevant of to the example. and are therefore usually not included. It is 
hoped that the data structure detinitions give enough of an idea to allow understanding of what 
the relevant portions do. The rest is left as an exercise to the reader. and will not be on the ti· 
nal. 

2.1. Twinkle 
This is a moderately simple program which prints pretty patterns on the screen that might 

even hold your interest for 30 seconds or more. It switches between patterns of asterisks. put· 
tlng them on one by one in random order. and then taking them off in the same fashion. It is 
more efficient to write this using only the motion optimization. as is demonstrated below. 

# Include <curses.h> 
# include <signal.h> 

I-
- the Idea jor this program was a product of the imagination of 
- Kurt Schoens. Not responsible jor minds lost or stolen . . / 
# define 
# define 
# define 

NCOlS 80 
·NLINES 24 
MAXPA TTERNS 

struct locs { 
char y. x; 

} ; 

typedef struct lacs lOCS; 

LOCS 

int 

mainO ( 

layout[NCOlS - NLINES); 

Pattern. 
Numstars: 

char 
int 

srand (getpid 0); 

initscrO; 
signal (SIGINT, die); 
noechoO; 
nonlO; 

-getenvO; 
dieO; 

leaveok(stdscr, TRUE); 
scrollok(stdscr, FALSE); 

4 

;. current board layout -/ 

;. current pattern number -/ 
Ie number 0/ stars In pattern -/ 

;. initialize random sequence -/ 
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for (;:) ( 

l-

make board (): 
putoo ('.): 
PU100(' '); 

Appendix C 

I- make the board setup -/ 
I-puron'·'s-/ 
I- cover up ..... ith ' • s -/ 

• On program eXIt, move the cursor to the lower left corner by 
• drrect addreSSing, since current location is not guaranteed. 
• We lIe and say we used to be at the upper right corner to guarantee 
• absolute addressing . . / 

die () ( 

l-

sigoaHSIGINT. SIG_IGJI.;L 
mvcur(O, eOLS-I, LINES-I, 0); 
endwinO; 
exit(O); 

• Make the current board setup. It picks a random pattern and 
• calls isonO to determine if the character is on that pattern 
• or not. 
-/ 

makeboard () { 

l-

reg lnt 
reg LOeS 

y, x; 
·Ip: 

Pattern - randO % MAXPATTER!'IIS; 
Ip - Layout; 
for (y - 0; y < NLINES; y+ +) 

for (x - 0; x < NeOLS; x + + ) 
If (ison(y. x» { 

} 
Numstars - ip - Layout; 

lp->y - y; 
lp++->x - x: 

• Return TR UE if (y, x) is on the amen' panern, 
-/ 

ison(y, x) 
reg lat y, x; { 

Iwltch (Pattern) { 
case 0: Ie alternating lines -/ 

retam !(y & 00; 
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puton(ch) 
reg char 

1.1. Life 

AppeDdls C 

case 1: Ie box-/ 
If (x > - LINES &tel y > - NeOLS) 

retarD F ALSE~ 
If (y < 3 II y > - NLI~ES - 3) 

retarD TRUE; 
retara (x < 311 x > - NeOLS - 3): 

case 2: Ie holy pattern! -/ 
retarD «x + y) & 01); 

case 3: Ie bar across center -/ 
ret1lrD (y > - 9 &tel y < - lS)~ 

} 
Ie NOTREACHED-/ 

reg LOeS 
reg lat 
reg LOeS 
LOeS 

-II'; 
r; 
-end: 
temp; 

end - &tLayout[Numstars); 
for (lp - Layout; Ip < end: 11'+ +) ( 

r - randO % Numstars: 
temp - -II'; 
-Ip - Layout[r]: 
Layout [r] - temp: 

for (lp - Layout~ II' < end: II' + +) ( 
mvaddch(Jp->y, Ip->x, ch); 
refreshO~ 

This program plays the famous computer pattern game of life (Scientific American, May, 
1974) . The calculational routines create a linked list of structures defining where each piece is. 
Nothing here claims to be optimal, merely demonstrative. This program, however, is a very 
good place to use the screen updatinl routines. as it allows them to worry about what the last 
position looked like, so you don't have to. It also demonstrates some of the input routines. 

# lDel1lde < curses.h > 
# lDel1lde <silna1.h> 

'* - Run a life game. This is a demonstration program for 
- the Screen Updating section of the -Icurses cursor packlzge. 
-/ 

'* linked list element-/ 

- 1'-



lnl 
strucl Ist_5t 

typede! stract Ist_5t 

Appeudix C 

y. x; 
-next. -last; 

LIST: 

I- (v, x) pOSITIon of piece· / 
I- doub~\' linked -/ 

LIST -Head: I- head oj linked fiST -/ 

main(ac. av) 
lut ac: 
char -a\ []. ( 

} . 

I-

lut die (): 

eva1args(ac. av); 

initscrO: 
signaI(SIGll'T. die); 
crmodeO; 
noechoO; 
nonlO; 

getstartO: 
for (;:) ( 

prboard(): 
updateO; 

- ThIs is the rOUTine which is called when rubout)s hit. 
• It resets the tty stats to their original values. This 
• IS the normal way oj leaving the program. 
-/ 

dieO ( 

l-

signaI(SlGINT. SIG_IGN); 
mvcudO. COLS-I. LINES-I. 0); 
endwinO; 
exit (0); 

I- evaluate arguments -/ 

I- inmafl:e screen package • / 
I- seT TO restore It}' stats • / 
I- set jor char-b}-char -/ 
Ie input-/ 
Ie jor optiml:auon-/ 

I- get starting positIon ./ 

I- print out current board • / 
I- update board position ./ 

I- Ignore rubouts -/ 
I- go to bottom oj screen - / 
I- set terminal to inlllal state ./ 

• Get the startmg position from the user. They keys u. i, o. j. I. 
• m ... and. are used jor moving their relallve directions from the 
• k key. Thus, u move diagonally up to the left • • moves directly down . 
• etc. x places a p,ece at the current positIon. W • takes it away. 
• The input can also be from a file. The list is built after the 
• board setup is ready . . / 

getstartO { 

reg char 
reg lnt 

c; 
x. y; 

- %0-



} 

I-

Appe~dls C 

box(stdser, T. '_'); 
move(1. 1); 

Ie box in the screen -/ 
I- move to upper left corner -/ 

do ( 
refreshO; I- print current position -/ 
If ({e-getchO) - - 'q') 

break; 
switch (e) ( 

case 'u': 
case T: 
case '0': 

case T: 
case'!,: 
case'm': 
case ':: 
case ':: 

case'r: 

case 'x': 

case 

adjustyx (c); 
break; 

mvaddstrCO, 0, "File name: ")~ 
getstr(buf) ; 
readfile (buf); 
break; 

addeh('X'); 
break; 

addch(' '); 
break: 

if (Head ! - NULL> 
dellist (Head); 

Head - malloc{slzeof (LIST»: 

I-
- loop through the screen looking for' x' s, and add a list 
• element for each one 
-/ 

for (y - 1; y < LINES - 1; y++) 
for (x - 1; x < COLS - 1; x++) ( 

move(y. x); 
If (jnehO - - 'x') 

addlist(y. x); 

I- start new [iSI -/ 

- Print out the current board position from the [inked list 
-/ 

prboardO ( 

reg LIST ·hp; 

-ll-



erase(); 
box(stdscr, 1. '_'); 

l-

Appendix C 

Ie clear OU1 los1 posll/on ./ 
Ie box in the screen ./ 

• go through the list adding each piece to the ne ...... ly 
• blank board 
./ 

(or (hp - Head: hp: hp - hp- > next> 
mvaddch(hp->y, hp->x, 'X'); 

refresh 0 : 

3, Motion optimization 

The following example shows how motion optimization is written on its own. Programs 
which flit from one place to another without reprd for what is already there usually do not 
need the overhead of both space and time associated with screen updating. They should instead 
use motion optimization. 

3.1. Twinkle 
The twinkle program is a good candidate for simple motion optimization. Here is how it 

could be written (only the routines that have been changed are shown): 

mainO ( 

reg char 
char 
lnt 

srand (getpid 0); 

11 (isatty(O» { 
gettmodeO; 

·sp: 
.getenv(); 
_putcharO, die(): 

11 (sp - geten v (-TERM") ) 
setterm (sp) ; 

signaI(SIGINT, die); 
} 
else I 

,. initlo":e random sequence ./ 

printf(-Need a terminal on %d\n", _tty _ch); 
exit(1); 

) 
_puts(TI}; 
_puts(VS); 

noechoO; 
non10; 
tputs(CL. NUNES, _putchar); 
for (;;) ( 

make board 0; 
puton('.); 
puton(' '); 

-l%-

;. make the board setup ./ 
;. put on '.' s ./ 
;. cover up with' 's • / 



Appendl:l C 

Ie 
- .JJutchar defined jor tpurs{) (and .JJuts{)) 
-/ 

"putchar(c) 
reg char c; ( 

putchar(c) : 

puton(ch) 
char ch; ( 

static lnt 
reg lOCS 
reg Int 
reg lOCS 
lOCS 

[asty. [astx; 
-[p; 
r: 
-end; 
temp; 

end - &layout[Numstars); 
(or ([p - layout; [p < end: [p+ +) ( 

r - randO % Numstars; 
temp - -lp; 
-[p - layout{r]; 
layout[r] - temp; 

(or Op - layout; Ip < end; lp+ +) 
;. prevent scrolling -/ 

If (!AM II Op->y < NLI~ES - 1/1 [p->x < NCOlS - 1» ( 
mvcur([asty, lastx, [p->y, Ip->x); 
putchar(ch) ; 
lasty - lp- > y; 
If ((Iastx - lp-> x + 1) > - NCOlS) 

If (AM) ( 

) 
else 

-13 -

[astx - 0; 
lasty+ +; 

lastx - NCOlS - 1; 
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A Tutorial Introduction to ADB 

J. F. MarfJnZllno 

s. R. 8ou,"~ 

Bell Laboratories 
Murray Hill. New Jersey 07974 

1. Iatrodactioa 
ADB is a new debugins program that is available on UNIX. It provides capabilities to 

look at "core" files resultins from aboned programs, print output in a variety of formats. patch 
t\ files. and run programs with embedded breakpoints. This document provides examples of the 

more useful features of ADB. The reader is expected to be familiar with the buic commands 
on UNlxt with the C lanluase. and with References I, 2 and 3. 

1. A Qaick Sa"" 

1.1. [ayocadoa 

ADB is invoked as: 

Id' oIIj8l. coreftl. 

where objfi/~ is an executable UNIX tile and conft/~ is a core imale file. Many times this will 
look like: 

•• Loat CON 
or"more simply: 

where the defaults are a.oul and con respectively. The filename minus (-) means ignore this 
argument as in: 

ad. - con 

ADB has requests for examining locations in either file. The ? request examines the 
contents of objfi/~. the / request examines the co'~ft/~. The general form of these requests is: 

address ? rormat 

or 

address / format 

1.1. Curteat Address 

ADS maintains a current address. called dot. similar in function to the current pointer in 
the UNIX editor. When an address is entered. the current address is set to that location, so 
that: 

()1l1i?1 

tUNIX is a Trademark of Bell Laboratories. 
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sets dot to octal 126 and prints the instruction at that address. The request: 

•• tO/d 

prints 10 decimal numbers starting at dot. Dot ends up referring to the address of the last item 
printed. When used with the ? or I requests, the current address can be advanced by typing 
newline: it can be decremented by typing ". 

Addresses are represented by expressions. Expressions are made up from decimal, octal, 
and hexadecimal integers, and symbols from the program under test. These may be combined 
with the operators +. - .•. % (integer division). & (bitwise and). I (bitwise inclusive or). # 
(round up to the next multiple). and - (not). (All arithmetic within ADB is 32 bits.) When 
typing a symbolic address for a C program. the user can type name or _name; ADB will recog
nize both forms. 

2.3. Formats 
To print data, a user specifies a collection of letters and characters that describe the format 

of the printout. Formats are "remembered" in the sense that typing a request without one will 
cause the new printout to appear in the previous format. The following are the most commonly 
used format letters. 

b one byte in octal 
c one byte as a character 
o ODe word iD octal 
d ODe word iD decimal 
f two words in fioatine point 
i PDP 11 instruction 
s a null termiDated character strine 
a the value of dot 
u one word as unsigned intecer 
n print a newline 
r print a blank space 

backup dot 

(Format letters are also available for "long" values. for example, 'D' for long decimal, and 'F' 
for double floating point.) For other formats see the ADB manual. 

2.4. General Request Meanings 

The general form of a request is: 

address.count command modifier 

which sets 'dot' to address and executes the command count times. 

The following table illustrates some general ADB command meanings: 

Command MeaDine 
? Print contents from a.out file 
I Print contents from core file 
- Print value of "dot" 

Breakpoint control 
S Miscellaneous requests 

Request separator 
Escape to shell 

ADB catches signals. so a user cannot use a quit signal to exit from ADB. The request Sq 
or SQ (or cntl-D) must be used to exit from ADB. 
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3. DebuuiD' C Procrams 

3.1. DebuiliDI A Core 1m.,. 
Consider the C program in Figure 1. The program is used to iIlWitrate a common error 

made by C programmers. The object of the program is to change the tower case -t- to upper 
case in the mini pointed to by charp and then write the character strinl to the file indicated by 
ltIument 1. The bUI shown is that the character ..,... is stored in the pointer charp instead of 
the string pointed to by charp. Executing the program produces a core file because of an OUI of 
bounds memory reference. 

AD B is invoked by: 

adlt Loat core 

The first debuuinl request: 

Sc 

is used to live a C bacletrace through the subroutines called. As shown in Figure 2 only one 
function (main) was called and the afluments argr and a"., have octal values 02 and 0177762 
respectively. Both of these values took reasonable: 02 - two arauments. 0177762 - address 
on stacie of parameter vector. 
The next request: 

SC 

is used to live a C bacletrace plus an interpretation of all the local variables in each function 
and their values in octal. The value of the variable cc looks incorrect since cc was declared as a 
character. 

The next request: 

$I' 

prints out the reaistefS inctudinl the Pl'Olram counter and an intefl'retation of the instruction at 
that location. 

The request: 

S. 

prints out the values of aU extemal variables. 

A map exists for each file handled by ADa. The map for the a.oul file is referenced by ? 
whereas the map for co,. file is referenced by /. Funhermore. a good rule of thumb is to use ? 
for instructions and / for data when looking at programs. To print out information about the 
maps type: 

This produces a repo" of the contents of the maps. More about these maps tater. 

In our example. it is useful to see the contents of the strinl pointed to by charp. This is 
done by: 

*c:harp/s 

which says use charp as a pointer in the con file and print the information as a character string. 
This printout clearly shows that the character buffer was incorrectly overwritten and helps iden
tify the error. Printing the locations around charp shows that the buffer is unchanged but that 
the pointer is destroyed. Using ADa similarly. we 'could print information about the arguments 
to a function. The request: 

maiD.al'lcJ Ii 

prints the decimaJ co~ image vaJue of the argument argc in the function mallf. 
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The request: 

*main.argv,3/0 

prints the octal values of the three consecutive cells pointed to by argv in the function main. 
Note that these values are the addresses of the arguments to main. Therefore: 

0177770/5 

prints the ASCII value of the first argument. Another way to print this value would have been 

"'/5 

The " means ditto which remembers the last address typed. in this case main.argc : the * 
instructs ADS to use the address field of the core file as a pointer. 

The request: 

prints the current address (not its contents) in octal which has been set to the address of the 
first argument. The current address. dot. is used by ADS to "remember" its current location. 
It allows the user to reference locations relative to the current address. for example: 

.~10/d 

3.2. Multiple Functions 

Consider the C program illustrated in Figure 3. This program calls functions.f. g. and h 
until the stack is exhausted and a core image is produced. 

Again you can enter the debugger via: 

.db 

which assumes the names a.out and core for the executable file and core image file respectively. 
The request: 

will fill a page of backtrace references to.f. g. and h. Figure 4 shows an abbreviated list (typing 
DEL will terminate the output and bring you back to ADS request level). 

The request: 

,SSC 

prints the five most recent activations. 

Notice that each function (f.g.h) has a counter of the number of times it was called. 

The request: 

fcnt/d 

prints the decimal value of the counter for the function I. Similarly gent and hent could be 
printed. To print the value of an automatic variable. for example the decimal value of x in the 
last call of the function h. type: 

h.x/d 

It is currently not possible in the exported version to print stack frames other than the most 
recent activation of a function. Therefore. a user can print everything with SC or the 
occurrencae of a variable in the most recent call of a function. It is possible with the SC request. 
however. to print the stack frame starting at some address as addres5SC. 
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3.3. Seninl Breakpoints 
Consider the C prosram in Alure S. This prOlram. which chanles tabs into blanks. is 

adapted from SojtWfln Too" by Kemilhan and Plauler. pp. 18·27. 
We will run this prosram under the control of ADB (see Filure 6a) by: 

adb a.oat -

Breakpoints are set in the prosram as: 

The requests: 

addnss:" Inqaesd 

sen"'+,,:" 
(opes +":11 
letc+":" 
tab,. + ":11 

set breakpoints at the start of these functions. C does not generate statement labels. Therefore 
it is currently not possible to plant breakpoints at locations other than function entry points 
witbout a knowledp of the code lenerated by tbe C compiler. The above addresses are 
entered as S11llbai +" sa that they will appear in any C backtrace since the flrst instruction of 
each function is a call to the C save routine (ap). Note that same of tbe functions are from 
the C library. 

To print the location of breakpoints one types: 

SIt 

The display indicates a count fteld. A breakpoint is bypassed COUllt -I times before causing a 
stop. The command field indicates the ADB requests to be executed each time the ·breakpoint is 
encountered. In our example no command fields are presenL 

By displayinl tbe orisinal instructions at the function .rtlzb we see that the breakpoint is 
set after the jsr to the C save routine. We can display the instructions usinl the ADS request: 

senab.!?I. 

This request displays five instructions staninl at seltab with the addresses of each location 
displayed. Another variation is: 

senall.5?1 

which displays the instructions with only the staninl address. 

Notice that we accessed the addresses from the a.out file with the ? command. In general 
when asking for a printout of multiple items. ADB will advance the current address the number 
of bytes necessary to satisfy the request: in the above example five instructions were displayed 
and the current address was advanced 18 (decimal) bytes. 

To run the program one simply types: 

:r 

To delete a breakpoint. for instance the entry to the function s,,,ab. one types: 

sertall+4:d 

To continue e:'Cecution of the program from the breakpoint type: 

:c 
Once the program has SlOPped (in this case at the breakpoint for /open). ADS requests can 

be used to display the contents of memory. For example: 

SC 
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to display a stack trace, or: 

tabs.3/8o 

to print three lines of 8 locations each from the array called tabs. By this time (at location 
fo/Wn) in the C program, serrab has been called and should have set a one in every eighth loca
tion of tabs. 

3.4. Advanced Breakpoint Usage 
We continue execution of the program with: 

:c 

See Figure 6b. Getc is called three times and the contents of the variable c in the function 
mam are displayed each time. The single character on the left hand edge is the output from the 
C program. On the third occurrence of getc the program stops. We can look at the full butTer 
of characters by typing: 

ibuf+6/20c 

When we continue the program with: 

:c 

we hit our first breakpoint at tabpos since there is a tab following the .,.his" word of the data. 

Several breakpoints of tabpos will occur until the program has changed the tab into 
equivalent blanks. Since we feel that rabpos is working, we can remove the breakpoint at that 
location by: 

tabpos+4:d 

If the program is continued with: 

:c: 

it resumes normal execution after ADB prints the message 

a.out :runninc 

The UNIX quit and interrupt signals act on ADB itself rather than on the program being 
debugged. If such a signal occurs then the program being debugged is stopped and control is 
returned to ADB. The signal is saved by ADB and is passed on to the test program if: 

:c: 

is typed. This can be useful when testing interrupt handling routines. The signal is not passed 
on to the test program if: 

:c: 0 

is typed. 

Now let. us reset the breakpoint at settab and display the instructions located there when 
we reach the breakpoint. This is accomplished by: 

sett.b+4:b settab.!?l.·· 

It is also possible to execute the ADB requests for each occurrence of the breakpoint but only 

• OW'"I to I bUI in early versions of ADB (includinl the version distributed in Generic 3 UNIX) these Slate· 
ments must be wrillen as: 

senalt+4:b senalt,!?la;O 
ptc+4,3:b lDaln.c!C;O 
senalt+4:b lenab,!?la; ,.ab/o;O 

Note thlt ;0 will set dot to zero Ind stop It the breakpoint. 
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stop after the third oc:currence by typin&: 

letc+4.J:II maia.c?C • 

This request will print the local variable r: in the function ",ain at each oc:currenc:e of the break
poinL The semicolon is used to separate multiple ADa requests on a sinlle line. 

Warnin&: settinl a breakpoint causes the value of dot to be chanpct executinl the pro
gram under ADa does not chanle dot. Therefore: 

sett.b+4:11 •• !11. 
fopea+4:11 

will print the last thinl dot was set to (in the example .fo~" +4) not the current location (.,
rab+4) at which the prolram is exoculin .. 

A breakpoint can be overwritten without tirst delednl the old breakpoinL For example: 

sen."+4:11 sen ... .!?I.; ptalt/. • 

could be entered after lypinl the above requests. 

Now the display of breakpoines: 

SIt 

shows the above request for the ."ab breakpoint. When the breakpoint at ."ab is encoun
tered the ADa requests are executed. Note that the location at sn,ab+4 has been chanled to 
plant the breakpoinl: aU the olher locations match their onlinal value. 

Usinl the functions. .r. .f and" shown in Filure 3. we can follow the execution of each 
function by plantin. non-stoppinl breakpoints. We call ADa with the executable proaram of 
Filure 3 as follows: 

.lIal -

Suppose we enter the followinl breakpoincs: 

h+4:11 hac/d; h.hll; h.hrl 
1+4:11 aCDe/d; a.p/; I.arl 
f+4:11 rme/d; r.ft/; r.Crl 
:r 

Each request line indicates that the variables are prinled in decimal (by the specification cD. 
Since the format is not changed. the d can be left off all but the tirsl request. 

The output in Figure 7 illustrates two poines. First. the ADa requests in the breakpoint 
line are not examined until the program under tcst is run. That means any errors in those 
ADa requeses is not detected unlil run time. At the localion of the error ADa stops running 
the program. 

The second point is the way ADa handles reaister variables. ADa uses the symbol table 
to address variables. Register variables. like .f../i' above. have pointers to uninitialized places on 
the stack. Therefore the message "symbol not found-. 

15: 

Another way of getting at the data in this example is to print the variables used in the call 

f+4:11 
1+4:11 
:c 

rme/d; f.aI; r.hl; f.al 
Icnel d; I.p/; I.q/; I. iiI 

The operator I was used instead of? to read values from the eOff! file. The output for each 
function. as shown in Figure 7, has the same format. For the function f, for example. it shows 
the name and value of the exrenral variable lent. It also shows the address on the stack and 
value of the variables a. b and fl. 
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Notice that the addresses on the stack will continue to decrease until no address space is 
left for program execution at which time (after many pages of output) the program under test 
aborts. A display with names would be produced by requests like the following: 

f+4:b fcnt/d; f.af'a-"d; f.bf'b-"d; f.ftf'fi-"d 

In this format the quoted string is printed literally and the d produces a decimal display of the 
variables. The results are shown in Figure 7. 

3.S. Other Breakpoint Facilities 

• Arguments and change of standard input and output are passed to a program as: 

:r aral arI2 ... < infile > oudile 

This request kills any existing program under test and starts the a.out afresh. 
• The program being debugged can be single stepped by: 

:s 

If necessary. this request will start up the program being debugged and stop after executing 
the first instruction. 

• ADB allows a program to be entered at a specific address by typing: 

address:r 

• The count field can be used to skip the first n breakpoints as: 

,n:r 

The request: 

,n:c 

may also be used for skipping the first n breakpoints when continuing a program. 

• A program can be continued at an address different from the breakpoint by: 

address:c 

• The program being debugged runs as a separate process and can be killed by: 

:k 

4. Maps 
UNIX supports several executable file formats. These are used to tell the loader how to 

load the program file. File type 407 is the most common and is generated by a C compiler 
invocation such as cc pgm.c. A 410 file is produced by a C compiler command of the form cc 
-n pgm.c:. whereas a 411 file is produced by cc -I pgm.c. ADB interprets these different file for
malS and provides access to the different segments through a set of maps (see Figure 8). To 
print the maps type: 

Sm 

In 407 files, both text (instructions) and data are intermixed. This makes it impossible 
for ADB to differentiate data from instructions and some of the printed symbolic addresses look 
incorrect~ for example, printing data addresses as offsets from routines. 

In 410 files (shared text), the instructions are separated from data and ? accesses the 
data part of the a.out file. The ? request tells ADB to use the second part of the map in the 
a.out file. Accessing data in the core file shows the data after it was modified by the execution 
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of the program. Notice also that the data segment may have grown during program execution. 

In 411 files (separated I &: D space). the instructions and data are also separated. How
ever. in this case. since data is mapped through a separate set of segmentation registers. the 
base of the data sqment is also relative to address zero. [n this case since the addresses over
lap it is necessary to use the ? operator to access the data space of the a.oul file. In both 410 
and 411 files the corresponding core file does not contain the program text. 

Figure 9 shows the display of three maps for the same program linked as a 401. 410. 411 
respectively. The b. e. and f fields are used by ADB to map addresses into file addresses. The 
-0· field is the length of the header at the beginning of the file (020 bytes for an a.oul file and 
02000 bytes for a con file). The -fl· field is the displacement from the beginninl of the file to 
the data. For a 407 file with mixed text and data this is the same as the length of the header. 
for 410 and 411 files this is the length of the header plus the size of the text portion. 

The -b" and "e" fields are the staninl and ending locations for a segment. Given an 
address. A. the location in the file (either a.oul or con) is calculated as: 

bl~A<e1 .. ftl,address - (A-bU+fi 
bZ~ A~ eZ .. ftl. address - (A - bZ) + fl 

A user can access locations by using the ADB defined variables. The S. request prints the vari
ables initialized by ADB: 

b base address 01 data seemeat 
Ii [ealth of tbe data sepla! 
s leaClh of the stack 
t lenlth of the test 
m execurioa type (407,410.411) 

In Figure 9 those variables not present are zero. Use can be made of these variables by 
expressions such as: 

<b 

in the address field. Similarly the value of the variable can be changed by an assignment 
request such as: 

f)2000>b 

that sets b to octal 2000. These variables are useful to know if the file under examination is an 
executable or core image file. 

ADS reads the header of the con image file to find the values for these variables. If the 
second file speCified does not seem to be a core file. or if it is missing then the header of the 
executable file is used instead. 

S. Ad.,anced Usace 

It is possible with ADB to combine formatting requests to provide elaborate displays. 
Below are several examples. 

5.1. Formatted dump 

The line: 

< b. -11404- SeD 

prints ~ octal words followed by their ASCII interpretation from the data space of the core 
image file. Broken down. the various request pieces mean: 

< b The base address of the data segment. 
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< b, -1 Print from the base address to the end of file. A negative count is 
used here and elsewhere to loop indefinitely or until some error con
dition Oike end of file} is detected. 

The format 404"SCn is broken down as follows: 

40 Print 4 octal locations . 

. 4" Backup the current address 4 locations (to the original start of the 
field) . 

8C Print 8 consecutive characters using an escape convention~ each 
character in the range 0 to 037 is printed as @ followed by the 
corresponding character in the range 0140 to 0177. An @ is printed 
as@@. 

n Print a newline. 

The request: 

<b,<d/404"SCn 

could have been used instead to allow the printins to stop at the end of the data segment «d 
provides the data segment size in bytes). 

The formatting requests can be combined with ADB's ability to read in a script to produce 
a core image dump script. ADB is invoked as: 

adb a.out core < dump 

to read in a script file, dump. of requests. An example of such a script is: 

120S. 
"0955s 
Sv 
-3n 
SIn 
-3n"C Stack Backtrace" 
SC 
-3n"C Extemal Variables" 
Se 
- 3n" Registers" 
Sr 
OSs 
- 3n· Data· Seament" 
<b,-IISona 

The request 1l0Sw sets the width of the output to 120 characters (normally, the width is 
80 characters). ADB attempts to print addresses as: 

symbol + oft'set 

The request .. 09555 increases the maximum permissible offset to the nearest symbolic address 
from 255 (default) to 4095. The request - can be used to print literal strings. Thus, headings 
are provided in this dump program with requests of the form: 

- 3n" C Stack Backerace" 

that spaces three lines and prints the literal string. The request 5v prints aU non-zero ADB 
variables (see Figure 8). The request OSs sets the maximum offset for symbol matches to zero 
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thus suppressing the printing of symbolic labels in favor of octal values. Note that this is only 
done for the printing of the data segment. The. request: 

<b.-1I80n. 

prints a dump from the base of the data segment to the end of file with an octal address field 
and eight octal numbers per line. 

Figure 11 shows the results of some formatting requests on the C prOlram of Figure 10. 

5.1. Directory Dump 
As another illustration (Figure 12) consider a set of requests to dump the contents of a 

directory (which is made up of an inteaer inumbe, followed by a 14 character name): 

adb dlr-
-n8t"IDum"8t" Name" 
0, -I? 118t14cD 

In this example. the a prints the inumbe, as an unsigned decimal inteaer. the 8t means that 
ADa will space to the next multiple of 8 on the output line. and the 14c prints the 14 character 
~~~ . 

5.l. lUst Dump 
Similarly the contents of the ilist of a file system. (e.g. /dev/srr:. on UNIX systems distri

buted by the UNIX Support Group: see UNIX Prolrammer's Manual Section V) could be 
dumped with the following set of requests: 

adb /d • .,/src -
02000>11 
1m <II 
< II. - I?" fI.p" 8ton" lin ks.uid.,jd" 8Ubn" .size" 8tIlND" addr" 8t8an" tlmes"8t2Y2Da 

In this example the value of the base for the map was changed to 02000 (by sayins ?m< II) 
since that is the start of an ilist within a file system. An artifice (bnt above) was used to print 
the 24 bit size field as a byte. II space. and a decimal inleaer. The last access time and last 
modify time are printed with the IY operator. Figure 12 shows portions of these requests as 
applied to a directory and file system. 

5.4. Connrtin. values 

ADa may be used to convert values from one representation to another. For example: 

011 - ods 

will print 

012 S8 #3. 

which is the octal. decimal and hexadecimal representations of 072 (octal). The format is 
remembered so that typing subsequent numbers will print them in the given formats. Charac
ter values may be converted similarly. for example: 

'a' - ~ 

prints 

a 0141 

It may also be used to evaluate expressions but be warned that aU binary operators have the 
same precedence which is lower than that for unary operators. 
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,. Patch inc 
Patching files with ADS is accomplished with the wflle. w or W, request (which is not like 

the ed editor write command). This is often used in' conjunction with the locare. 1 or L request. 
In general. the request syntax for I and ware similar as rollows: 

!I nlue 

The request 1 is used to match on two bytes, L is used for four bytes. The request w is used to 
write two bytes. whereas W writes four bytes. The value field in either locale or wrire requests 
is an expression. Therefore. decimal and octal numbers. or character strings are supported. 

In order to modify a file. ADS must be called as: 

adb -w filet file2 

When called with this option. file} and ,lile2 are created if necessary and opened for both read
ing and writing. 

For example. consider the C program shown in Figure 10. We can change the word 
"This" to "The • in the executable file for this program. ex 7. by using the following requests: 

adb -wex7 -
11 'Th' 
!W 'The t 

The request 11 starts at dot and stops at the first match of "Th· hlvina set dot to the address of 
the location found. Note the use of 1 to write to the a.our file. The form ,. would have been 
used for a 411 file. 

More frequently the request will be typed as: 

11 'Th'; 1s 

and locates the first occurrence of "Th· and print the entire string. Execution of this ADB 
request will set dot to the address of the "Th" characters. 

As another example of the utility of the patching facility. consider a C program that has 
an internal logic nag. The nag could be set by the user through ADS and the program run. 
For example: 

adb a.out -
:s a ... 1 a ... 2 
8ac/w 1 
:c 

The :s request is normally used to single step through a process or start a process in single step 
mode. In this case it stans a.our as a subprocess with arguments arel and a ... 2. If there is a 
subprocess running ADB writes to it rather than to the file so the w request' causes .lIDg to be 
changed in the memory of the subprocess. 

7. ADomalies 

Below is a list of some strange thi.nlS that users should be aware of. 
1. Function calls and arguments are put on the stack by the C save routine. PUlling break

points 'at the entry point to routines means that the function appears not to have been 
called when the breakpoint occurs. 

2. When printing addresses. ADB uses either text or data symbols from the a.our file. This 
sometimes causes unexpected symbol names to be printed with data (e.g. SQvr5+022). 
This does not happen if 1 is used for text (instructions) llnd / for data. 

--------------------- ------- -- ------
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3. ADB cannot handle C register variables in the most recently activated function. 
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Filure 1: C procram with pointer bug 

struct buf I 
int Hides; 
int nleft; 
char ·nextp: 
char bufflS 12] ; 
Ibb; 

struct buf ·obuf: 

char ·charp -this is a sentence.-: 

main(argc.argv) 
int arge; 
ehar ··argv; 
I 

char cc: 

i(arge < 2) ( 

• 14· 

print«-Input file missin&\n-); 
exit(S): 

ir«rc:reat(argv[IJ.obuO) < O){ 

I 

printfC"%s: not round\n-. argvU»; 
exiICS); 

charp - 'T': 
print(C-debug 1 %s\n-,chal1'): 

whiJe(cc- ·chal1' + +) 
pUlc(cc.obuO: 

mush(obuO: 
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Fil1lre 2: ADB output for C prlJll3m of Filure t 

adb a.out core 
Sc 
-main<02.0177762) 
SC 
-main(02.0177762) 

argc: 02 
arsy. 0177762 
cc: 02124 

Sr 
ps 0170010 
pc 0204 -main+0IS2 
sp 0177740 
r5 0177752 
r4 01 
r3 0 
r2 0 
rl 0 
rO 0124 
-main+OIS2: moy _obu(,(sp) 
$e 
sayrS: 0 
_obuf: 0 
_,harp: 0124 
_errno: 0 
(ou,: 0 

SIll 
te,,' map 'ex I" 
01 - 0 el - 02360 
02 - 0 el - 02360 
data mill' 'corer 
01 - 0 el - 03500 
02 - 0175400 e2 - 0200000 

fI - 020 
f2 - 020 

ft - 02000 
f2 - 05500 

-charp/!I 
0124: I I I iii Iii I I I I I i I j [ I i I I Iii I [ 1 1 [ I Iii I I I I I I 1 Lx 

charp/!I 
_charI': T 

_charp+02: this is a sentence. 

_charp+026: Inpu, file missinl 
main.aracld 
0177756: 2 
-main.ara,,/30 
0177762: 017777001777760177777 
0177770/5 
0177770: a.OUl 

-main.arc,,/Jo 
0177762: 017777001777760177777 
.,. /5 
0177770: LOUI 

.-0 

0177770 
.-IO/d 

0177756: 2 
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Fllure 3: Multiple function C prOlram for stack trace illustration 

inl fc:nl.aenl.hc:nl: 
h<x.y) 
( 

a(p.q) 
( 

fCa.b) 
{ 

mainO 
( 

inl hi; reaister inl hr: 
hi - x+l: 
hr - x-y+l: 
hent++ : 
hj: 
f(hr.hj): 

inl ai; reaisler inl ar: 
ai - q-p: 
,r - q-p+l: 
,c:nl++ : 
Ii: 
Mar.,j): 

inl ft: reaisler inl rr: 
Ii - 1+2-b: 
fr - a+b: 
fc:nt+ + ; 
fj: 
,(fr.ft); 

({J.l); 



Figure 4: ADS output for C Pl'OIram of Filure J 

adb 
$c 
"'(04452.04451 ) 
-g(04453.011124) 
-n02.0445I) 
." (04450.1)4447) 
-g(0445 1.011120) 
-f(02.04447) 
-h(~.0444S) 

-g(04447.01 1114), 
-r(02.04445) 
-h(04444.04443) 
HIT DEL KEY 
adb 
.!SC 
-h(04452.0445 J) 

lC: 
y: 
hi: 

-g(04453.01 I 124) 
p: 
q: 
gi: 
V-

-n 02. 0445 J) 
a: 
b: 
fl: 
fr: 

"h<04450.04447) 
x: 
y: 
hi: 
hr: 

-g(04451.011120) 
p: 
q: 
gi: 
sr: 

fc:nt/d 

04452 
04451 
? 

04453 
011124 
04451 
? 

02 
04451 
011124 
04453 

04450 
04447 
04451 
02 

04451 
011120 
04447 
04450 

Jcnt: 1173 
gc:nt/d 
-sent: 1173 
hc:nt/d 
_hent: 1172 
h.x/d 
022004: 2346 
Sq 
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Filure 5: C procram to decode tabs 

#define MAXLINE SO 
#define YES 1 
#define NO 0 
#define T ABSP S 

char input[l ·daca"; 
char ibur[SIS]; 
inl cabs[MAXLINE]; 

mainO 
( 

inl col. -plab; 
char c; 

pcab - labs; 
senab(pcab); '-Sel initial cab SlOPS -, 
col - 1; 
if(fopen(jnput.ibuO < 0) ( 

I 

printr<"%s : not found\n· ,input); 
exil(S); 

while«c - aetc(ibuO) ! - -1) ( 
switch(c) ( 

case '\1': ,- TAB -, 
while(tabpos(coJ) !- YES) ( 

putchar(' '); ,- put BLANK -, 
col++ : 

I 
break: 

case '\n':'-NEWLINE-' 
putchar('\n') ; 

default: 

col - I: 
break; 

putchar(c): 
col++ : 

,- Tabpos return YES if col is a tab stop -, 
tabpos(coJ) 
inl col: 
( 

if(col > MAXLINE) 
relurn(YES): 

else 
return (tabs [coU): 

,- Settab • Set initial tab stops -, 
settab(tabp) 
int -tabp; 
( 

inc i: 

forO - 0; i<- MAXLINE: i++) 
(i%TABSP) ? (tabs(j) - NO) : (tabsUJ - YES); 
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Flran 6.: ADS oatpat (or C procnm of Flran 5 

adlt a.oat
sett."+~:" 
ropell+~:" 
l.tC+~:" 
tu,..+~:" 
SIt 
breakpoints 
count bkpt 
1 -tabpos+04 
1 JelC+04 
1 fopen+04 
1 =$euab+04 
sen .... !?I. 
-set tab: j. 
-settab+04: til 
-seltab+06: elr 
-seuab+012: c:mp 
-settab+020: bit 
-setlab+022: 
sena .. .!?1 
-seltab: jsr 

tst 
clr 
c:mp 
bit 

:r 
a.out: runninl 

command 

d.csv 
-(sp) 
0177770(d) 
$0120.0 177770(rS) 
-senab+076 

rS.csv 
-(Sit) 
0171110(rS) 
SOl 20.01 11110(r.5) 
-settab+016 

breakpoint -settab+04: lit -(sp) 
setta"+~:. 
:C 

a.oul: runninl 
breakpoint Jopen+04: may 04(r5).nulslr+012 
SC 
JOl'ln(02302.02472) 
-main(01.0171110) 

cal: 01 
c: 0 
"lab: 03500 

tanoJ/So 
03500: 01 0 0 0 0 0 

01 0 0 0 0 0 
01 0 0 0 0 0 

0 0 
0 0 
0 0 
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Fieure 6b: ~DB output (or C proeram of Fieure 5 

:c: 
a.out: running 
breakpoint Jetc+04: moy 
Ibuf+6/%Oc 
_e1eanu+0202: This is 
:c: 
a.out: running 
breakpoint -cabpos+04: cmp 
t.bpos+4:d 
sett.b+":b settab.!?. 
settab+":b settab.!?a; 0 
letc:+4.3:b m.in.c?C; 0 
settab+":b settab.!?ia; ptab/o; 0 
SIt 
breakpoints 
count bkpt 
1 -cabpos+04 
J Jetc:+04 
1 Jopcn+04 

command 

m.in.c?C;O 

04(rS) .rl 

a tesl or 

50120.04(r5) 

1 -setcab+04 
-setcab: jsr 

bpt 
elr 
cmp 
bit 

setcab.S? ia;ptab? 0;0 
rS.csy 

-senab+04: 
-settab+06: 
-selcab+012: 
-selcab+020: 
-selcab+022: 
0177766: 
0177744: 
T0177744: 
hOI77744: 
i0177744: 
50177744: 

0177770 
@' 
T 
h 
i 
5 

01 77770(rS) 
$0120.01 77770(r5) 
-selcab+076 
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Fll1lre 7: ADa output (or C Pl'OIram with breakpoints 
•• sJ-
1t+4:. heat/.: h.Ili1: h.llrl 
1+ .. :1t leII.I.: l.aU: I.ul 
(+4:1t fell.I.: f.AI: f.lrl 
:r 
exJ: runninl 
rau: 0 

0177732: 214 
symbol not round 
f +4:" (eII.I.: f.al: Uti; f.AI 
1+4:. ICII.I.: .. pi: 1.41': l.aiI 
11+4:. ltad/.: lI.xI: 11.,/: 11.1111 
:c 
elt3: runnina 
renc 0 

0177146: I 
olm~o: I 
0177132: 214 
JCftc 0 
017m6: 2 
0lm30: 3 
0177112: 214 
henc 0 

Olm06: 2 
OlmlO: I 
0177672: 214 

rent: I 
0177666: 2 
0177670: 3 
0177652: 214 
..acnc I 
0171646: S 
0171650: 8 
0177632: 214 
HIT DEL 
f+4:" fell.I.: r.ar •••• : f.V' ••• : r.va - •• 
1+4:1t ICllf/4: .. .w-, • •• : 1."'-. • •• : .. air. • .• 
11+4:11 beatl.: It.srs ••• : Ia.,rlt ••• : II.Jairlti - •• 
:r 
exJ: runninl 
Jc:nr. 0 
0117746: a - I 
Ol717~0: b - 1 
0171132: ft - 214 
-lent: 0 
0171126: ~ - 2 
0171130: q - 3 
0177112: Ii - 214 

hent: 0 
0177706: :( - 2 
0177710: y - 1 
0177672: hi - 214 

fent: 1 
0177666: a - 2 
0177670: b - 3 
0177652: Ii - 214 
HIT DEL 
$tJ 
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Fllure 8: ADB address maps 

407.liles 

a.out hdr text+data 
I I 

0 D 

core hdr text+data stack 
I ..... J I 
0 D S E 

4/0.liles {shared text} 

a.out hdr text data 
I I I 

0 T B D 

core hdr data stack 
I ..... J I 

B D S E 

4// files (uptlraled I and D space) 

a.o ... t hdr text data 
I I I 

0 T 0 D 

core hdr data stack 
I ..... J I 

0 D S E 

The followinl adb variables are set. 

407 410 411 

b base of data 0 B 0 
d length of data D D-B D 
5 lenlth of stack S S S 
t lenlth of text 0 T T 



FJpre 9: ADS output (or maps 

adb map407 C:Ol'e407 
SIll 
text map 
bl - 0 
b2 - 0 
data map 
bl - 0 

'map401· 
el 
e2 

·core407· 

b2 - 0175400 
S" 

el 
e2 

variables 
d - 0300 
m - 0407 
s - 02400 
SCI 

adb map410 corMIO 
SIll 
text map 'map410· 
bl - 0 el 
b2 - 020000 e2 
data map 'core410· 
bl - 020000 el 
b2 - 0175400 e2 
S" 
variables 
b - 020000 
d - 0200 
m - 0410 
s - 02400 
t - 0200 
$q 

adb map411 COrMU 
Sal 
[ext map 
bl - 0 
b2 - 0 
data map 
bl - 0 

·map4U· 
el 
e2 

·core411· 

b2 - 0175400 
S" 

el 
e2 

variables 
d - 0200 
m - 0411 
s - 02400 
t - 0200 
$q 

·23 • 

- 0256 
- 0256 

- 0300 
- 0200000 

n - 020 
f2 - 020 

n - 02000 
f2 - 02300 

- 0200 n - 020 
- 020116 f2 - 0220 

- 020200 n - 02000 
- 0200000 f2 - 02200 

- 0200 
- 0116 

- 0200 
- 0200000 

n - 020 
f2 - 0220 

n - 02000 
f2 - 02200 
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'ilure 10: Simple C program for illustratinl formaUinl and patchinl 

char 
int 
int 
long 
float 
char 
mainO 
( 

strl [] .,.his is a character string"; 
one I; 
number 456; 
Inum 1234; 
fpt 1.25; 
str2{) "'his is the second character strin,"; 

one - 2; 
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Figure 11: ADD output iIIustratinl fancy formats 
adb map.nO eore410 
<b.-1/8ona 
020000: 0 064124 071551 064440 020163 020141 064143 071141 

_5trl +016: 061541 062564 020162 072163 064562 063556 o 02 

number: -number: 0710 0 02322040240 0 064124 071551 064440 -
_5tr2+06: 020163 064164 020145 062563 067543 062156 061440 060550 

_5tr2 +026: 060562 072143 071145 071440 071164 067151 0141 0 

savrS+02: 0 0 0 0 0 0 0 0 

< b.20/404-SCn 
020000: • .0 064124 ~-4'lt.S51 064440 @'@11ris ; 

020163 020141 064143 071141 5 a char 
061541 062564 020162 072163 acter 51 
064562 063556 0 02 rinl@'~'@b@' 

_number: 0710 0 02322040240 H@a@'@'R@d @@ 
o 064124 071551 064440 @'@This i 
020163 064164 020145 062563 5 the se 
067543 062156 061440 060550 cond cha 
060562 072143 071145 071440 raeter 5 
071164 067151 0147 0 trinl@'@'@' 
o 0 0 0 @'@'@'@'@'@'@'@' 
o 0 0 0 @'@'@'@'@'@'@'(!' 

da~ address not round 
< b.201404-Stb. 
020000: 0 064124 071551 064440 This i 

strl +06: 020163 020141 064143 071141 5 a char -strl +016: 061541 062564 020162 072163 aet=r sc -
-strl +026: 064562 063556 0 02 rin. 
_number: 
_number: 0710 0 02322040240 HR 
Jpt+02: 0 064124 071551 0~4440 This i 
_5tr2+06: 020163 064164 020145 062563 s the se 
_5tr2+016: 067543 062156 061440 060550 cond cha 
_str2+026: 060562 072143 071145 071440 raeters 
_str2~036: 071164 067151 0141 0 trinl 
savrS +02: 0 0 0 0 
savr5+012: 0 0 0 0 
data address not round 
< b.lO/2b8t"Zm 
020000: 0 0 

str 1: 0124 0150 Th - 0151 0163 is 
040 0151 
0163 040 s 
0141 040 a 
0143 0150 ch 
0141 0162 ar 
0141 0143 ac 
0164 0145 [e 

50 



- 26 -

Figure 12: Directory and lnode dumps 

adb dir-
- nt" I node" t" Name" 
0,-1 ?ut14en 

Inode Name 
0: 652 . 

82 
5971 cap.c 
5323 cap 
o pp 

adb / de"dsre -
OlOOO>b 
?m<b 
new map 
bl - 02000 
b2 - 0 
$" 
variables 
b - 02000 

'/dev/src' 
el 
e2 

- 0100000000 n - 0 
-0 1'2-0 

< b,-1 1" nags"Ston"lIoks"uid,lid" St3bo" size"Stbrdo" addr"StSuo·times· StlYloa 
02000: . Oags 073145 

links,uid.gid 0163 0164 0141 
size 0162 10356 
addr 28770 8236 25956 27766 25455 8236 25956 25206 
times 1976 Feb 5 08:34:56 1975 Dec 28 10:55:15 

02040: Oags 024555 
links.uid.gid 012 0163 0164 
size 0162 25461 
addr 8308 30050 8294 25130 15216 26890 29806 10784 
times1976 Aug 17 12:16:511976 Aug 17 12:16:51 

02100: Oags 05173 
Iinks.uid.gid 011 0162 0145 
size 0147 29545 
addr 25972 8306 28265 8308 25642 15216 231425970 
times 1977 Apr 2 08:58:01 1977 Feb 5 10:21:44 
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ADB Summary 

Command Summary 
a) formatted printing 

? formaT print from a.OUT file according to 
formaT 

I formaT print from core file according to 
formaT . 

- formaT print the value of dOT 

?w expr write expression into a.out file 
Iw expr write expression into core file 

?l expr locate expression in a.out file 
b) breakpoint and program control 
:b set breakpoint at dOl 
:e continue running program 
:d delete breakpoint 
:k kill the program being debugged 
:r run a.oul file under ADS control 
:s single step 
c) miscellaneous printing 
Sb print current breakpoints 
Sc: C stack trace 
Ie external variables 
Sf floating registers 
Sm print ADB segment maps 
Sq exit from ADB 
Sr general registers 
Ss set offset for symbol match 
Sv print ADB variables 
Sw set output line width 
d) calling the shell 

call shell to read rest of line 
e) assignment to variables 
> name assign dot to variable or register name 

Format Summary 
a 
b 
e 
d 
f 
i 
o 
D 
r 
s 
lit 
u 
s 
y . 
.. " 

the value of dot 
one byte in octal 
one byte as a character 
one word in decimal 
two words in floating point 
PDP 11 instruction 
one word in octal 
print a newline 
print a blank space 
a null terminated character string 
move to next n space tab 
one word as unsigned integer 
hexadecimal 
date 
backup dot 
print strina 

EspressioD Summary 
a) expression components 
decimal integer e.g. 256 
Getal inteaer e.g. 0277 
hexadecimal e.g. #ff 
symbols e.g. flag _main .main.argc 
uriables e.g. < b 
recisters e.g. < pc < rO 
(expression) expression grouping 
b) dyadic operators 
+ add 

subtract 
• mulliply 
~ integer division 
II: bitwise and 
I bitwise or 
# round up to the next multiple 
c) monadic operators 

not 
• contents of location 

integer negate 







Lint, a C Program Checker 

S. C. Johnson 
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ABSTRACT 

Lint is a command which examines C source programs, detecting a 
number of bugs and obscurities. It enforces the type rules of C more strictly 
than the C compilers. It may also be used to enforce a number of portability 
restrictions involved in moving programs between different machines and/or 
operating systems. Another option detects a number of wasteful, or error 
prone, constructions which nevertheless are, strictly speaking, legal. 

Lint accepts multiple input files and library specifications, and checks them 
for consistency. 

The separation of function between lint and the C compilers has both his
torical and practical rationale. The compilers tum C programs into executable 
files rapidly and efficiently. This is possible in part because the compilers do 
not do sophisticated type checking, especially between separately compiled pro
grams. Lint takes a more global, leisurely view of the program, looking much 
more carefully at the compatibilities. 

This document 'discusses the use of lint, gives an overview of the imple
mentation, and gives some hints on the writing of machine independent C 
code. 

July 26. 1978 



Introduction and US_Ie 

Lint, a C Program Checker 

S. C. Johnson 

Bell Laboratories 
Murray Hill, New Iersey 07974 

Suppose there are two C1 source tiles, file I.e and filel.c., which are ordinarily compiled and 
loaded together. Then the command 

lint fUel.c file2.e 

produces messages describinl inconsistencies and inefficiencies in the programs. The program 
enforces the typing rules of C more strictly than the C compilers (for both hiStorical and practi
cal reasons) enforce them. The command 

unt -p fUel.c fUe2.c 

will produce, in addition to the above messages, additional messages which relate to the porta
bility of the programs to other operatinl systems and machines. Replacing the -p by -b will 
produce messages about various error-prone or wasteful constructions which, strictly speaking. 
are nOl bugs. Sayin, - bp gets the whole works. 

The next several sections describe the major messales~ the document closes with sections 
discussin, the implementation and giving suggestions (or writing ponable C. An appendix 
gives a summary of the lint options. 

A Word About Philosopb,. 
Many of the facts which lint needs may be impossible to discover. For example, whether 

a given function in a program ever gets called may depend on the input data. Deciding whether 
exit is ever called is equivalent to solving the famous "halting problem," kn('··V1~ to be recur
sively undecidable. 

Thus. most of the lint algorithms are a compromise. If a function is never mentioned, it 
can never be called. If a function is mentioned, lint assumes it can be called~ this is not neces
sarily so, but in practice is quite reasonable. 

Lint tries to give information with a high degree of relevance. Messages of the form ".:c:a 
might be a bug" are easy to generate, but are acceptable only in proponion to the fraction of 
real bugs they uncover. If this fraction of real bugs is too small, the messages lose their credi
bility and serve merely to clutter up the output, obscuring the more imponant messages. 

Keeping these issues in mind, we now consider in more detail the classes of messages 
which lint produces. 

Unused Variables and Functions 

As sets of progr-uns evolve and develop. previously used variables and arguments to func· 
tions may become unused~ it is not uncommon for external variables, or even entire functions. 
to become unnecessary. and yet not be removed from the source. These "errors of commis
sion" rarely cause working programs to fail. but they are a source of inefficiency. and make 
programs harder to understand and change. Moreover. information about such unused vari
ables and functions can occasionally serve to discover bugs~ if a function does a necessary job, 
and is never called. something is wrong! 
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Lint complains about variables and functions which are defined but not otherwise men
tioned. An exception is variables which are declared through explicit extern statements but are 
never referenced; thus the statement 

extern float sin (); 

will evoke no comment if sin is never used. Note that this agrees with the semantics of the C 
compiler. In some cases, these unused external declarations might be of some interest; they 
can be discovered by adding the -x flag to the lint invocation. 

Certain styles of programming require many functions to be written with similar inter
faces; frequently, some of the arguments may be unused in many of the calls. The -y option 
is available to suppress the printing of complaints about unused arguments. When -y is in 
effect. no messages are produced about unused arguments except for those arguments which 
are unused and also declared as register arguments; this can 'be considered an active (and 
preventable) waste of the register resources of the machine. 

There is one case where information about unused, or undefined, variables is more dis
tracting than helpful. This is when lint is applied to some, but not all, files out of a collection 
which are to be loaded together. In this case, many of the functions and variables defined may 
not be used, and. conversely, many functions and variables defined elsewhere may be used. 
The -u flag may be used to suppress the spurious messages which might otherwise appear. 

Set/Used Information 

Lint attempts to detect cases where a variable is used before it is set. This is very difficult 
to do well; many algorithms take a good deal of time and space, and still produce messages 
about perfectly valid programs, Lint detects local variables (automatic and register storage 
classes) whose first use appears physically earlier in the input file than the first assignment to 
the variable. It assumes that taking the address of a variable constitutes a "use," since the 
actual use may occur at any later time, in a data dependent fashion. 

The restriction to the physical appearance of variables in the file makes the algorithm very 
simple and quick to implement, since the true flow of control need not be discovered. It does 
mean that lint can complain about some programs which are legal, but these programs would 
probably be considered bad on stylistic grounds (e.g. might contain at least two goto's). 
Because static and external variables are initialized to 0, no meaningful information can be 
discovered about their uses. The algorithm deals correctly, however, with initialized automatic 
variables, and variables which are used in the expression which first sets them. 

The set/used information also permits recognition of those local variables which are set 
and never used; these form a frequent source of inefficiencies, and may also be symptomatic of 
bugs. 

Flow of Control 

Lint attempts to detect unreachable portions of the programs which it processes. It will 
complain about unlabeled statements immediately following goto, break, continue, or return 
statements. An attempt is made to detect loops which can never be left at the bottom, detect
ing the special cases while( 1 ) and fore;;) as infinite loops. Lint also complains about loops 
which cannot be entered at the top; some valid programs may have such loops, but at best they 
are bad style, at worst bugs. 

Lint has an important area of blindness in the flow of control algorithm: it has no way of 
detecting functions which are called and never return. Thus. a call to exit may cause unreach
able code which lint does not detect; the most serious effe~ts of this are in the determination of 
returned function values (see the next section). 

One form of unreachable statement is not usually complained about by lint; a break state
ment that cannot be reached causes no message. Programs generated by yaee,2 and especially 
lex. 3 may have literally hundreds of unreachable break statements. The -0 flag in the C 
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compiler will often eliminate the resulting object code inefficiency. Thus, these unreached 
statements are of little importance, there is typically nothing the user can do about them, and 
the resulting messages would clutter up the lint output. If these messages are desired, lint can 
be invoked with the -b option. 

FUDCtiOD Values 
Sometimes functions return values which are never used; sometimes programs incorrectly 

use function "values" which have never been returned. Lint addresses this problem in a 
number of ways. 

Locally, within a function definition, the appearance of both 

retum ( apr ); 

and 

retum; 

statements is cause for alarm; lint will give the message 

function name contains return(e) and return 

The most serious difficulty with this is detecting when a function return is implied by flow of 
control reaching the end of the function. This can be seen with a simple example: 

f ( a ) { 
if ( a ) retum ( 3 ); 
gO; 
} 

Notice that, if a tests false, Jwill call I and then retum with no defined return value; this will 
trigger a complaint from lint If g, like exit, never returns, the message will still be produced 
when in fact nothing is wrong. 

In practice, some potentially serious bugs have been discovered by this feature; it also 
accounts for a substantial fraction of the "noise" messages produced by lint 

On a global scale, lint detects cases where a function returns a value. but this value is 
sometimes, or always, unused. When the value is always unused, it may constitute an 
inefficiency in the function definition. When the value is sometimes unused, it may represent 
bad style (e.g., not testing for error conditions). 

The dual problem. using a function value when the function does not retum one. is also 
detected. This is a serious problem. Amazingly, this bug has been observed on a couple of 
occasions in "working" programs; the desired function value just happened to have been com
puted in the function retum register! 

Type Checking 

Lint enforces the type checking rules of C more strictly than the compilers do. The addi
tional checking is in four major areas: across certain binary operators and implied assignments. 
at the structure selection operators, between the definition and uses of functions, and in the use 
of enumerations. 

There are a number of operators which have an implied balancing between types of the 
operands. The assignment, conditional ( '?: ). and relational operators have this property~ the 
argument of a return statement, and expressions used in initialization also suffer similar 
conversions. In these operations, char. short, int, lonl, unsilned. 90ar. and double types may 
be freely intermixed. The types of pointers must agree exactly, except that arrays of :c's can, of 
course, be intermixed with pointers to .i s. 

The type checking rules also require that. in structure references. the left operand of the 
- > be a pointer to structure. the left operand of the. be a structure. and the right operand of 
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these operators be a member of the structure implied by the left operand. Similar checking is 
done for references to unions. 

Strict rules apply to function argument and return value matching. The types float and 
double may be freely matched, as may the types char, short, int, and unsigned. Also, pointers 
can be matched with the associated arrays. Aside from this, all actual arguments must agree in 
type with their declared counterparts. 

With enumerations, checks are made that enumeration variables or members are not 
mixed with other types, or other enumerations, and that the only operations applied are -, ini· 
tialization, - -, ! -=. and function arguments and return values. 

Type Casts 

The type cast feature in C was introduced largely as an aid to producing more portable 
programs. Consider the assignment 

p - 1 : 

where p is a character pointer. Lint will quite rightly complain. Now. consider the assignment 

p - (char .)1 : 

in which a cast has been used to convert the integer to a character pointer. The programmer 
obviously had a strong motivation for doing this, and has clearly signaled his intentions. It 
seems harsh for lint to continue to complain about this. On the other hand, if this code is 
moved to another machine, such code should be looked at carefully. The -c flag controls the 
printing of comments about casts. When -c is in effect, casts are treated as though they were 
assignments subject to complaint: otherwise. all legal casts are passed without comment, no 
matter how strange the type mixing seems to be. 

Nonportable Character Use . 

On the PDP·ll, characters are signed quantities, with a range from -128 to 127. On 
most of the other C implementations, characters take on only positive values. Thus, lint will 
flag certain comparisons and assignments as being illegal or nonportable. For example, the 
fragment 

char c: 

if( (c - getchar(» < 0) .... 

works on the PDP·ll, but will fail on machines where characters always take on positive 
values. The real solution is to declare c an integer, since getchar is actually returning integer 
values. In any case, lint will say "nonportable character comparison". 

A similar issue arises with bitfields: when assignments of constant values are made to 
bitfields, the field may be too small to hold the value. This is especially true because on some 
machines bitfields are considered as signed quantities. While it may seem unintuitive to con· 
sider that a two bit field declared of type int cannot hold the value 3, the problem disappears if 
the bitfield is declared to have type unsigned. 

Assignments of longs to ints 

Bugs may arise from the assignment of long to an int, which loses accuracy. This may 
happen in programs which have been incompletely converted to use typedefs. When a typedef 
variable is changed from int to long, the program can stop working because some intermediate 
results may be assigned to ints, losing accuracy. Since there are a number of legitimate reasons 
for assigning longs to ints, the detection of these assignments is enabled by the -a flag. 
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Stranae Constructions 
Several perfectly legal, but somewhat strange, constructions are flagged by lint: the mes

sages hopefully encourage better code quality, clearer style. and may even point out bugs. The 
- b flag is used to enable these checks. For example, in the statement 

.p++ ~ 

the • does nothing; this provokes the message "null effect" from lint The program fragment 

unsigned x ; 
if( It < 0) ... 

is clearly somewhat strange; the test will never succeed. Similarly, the test 

if( x > 0) .,. 

is equivalent to 

if( It ! - 0 ) 

which may not be the intended action. Lint will say "degenerate unsigned comparison It in 
these cases. If one says 

if( 1 !- 0) .... 

lint will repe" "constant in conditional context", since the comparison of 1 with 0 gives a con
stant result. 

Another construction detected by lint involves operator precedence. Bugs which arise 
from misunderstandings about the precedence of operators can be accentuated by spacing and 
formatting, making such bugs extremely hard to find.· For example, the statements 

if( x&'077 - - 0 ) ..• 

or 

x«2 + 40 

probably do not do what was intended. The best solution is to parenthesize such expressions, 
and lint encourages this by an appropriate message. 

Finally, when the -h flag is in force lint complains about variables which are redec1ared in 
inner blocks in a way that conflicts with their use in outer blocks. This is legal, but is con
sidered by many (including the author) to be bad style, usually unnecessary, and frequently a 
bug. 

Ancient History 

There are several forms of older syntax which are being officially discouraged. These fall 
into two classes, assignment operators and initialization. 

The older forms of assignment operators (e.g., - +, - -, ... ) could cause ambiguous 
expressions, such as 

a --1 ~ 

which could be taken as either 

a -- 1; 
or 

a - -1; 

The situation is especially perplexing if this kind of ambiguity arises as the result of a macro 
substitution. The newer. and preferred operators (~-. - -. etc. ) have no such ambiguities. 
To spur the abandonment of the older forms, lint complains about these old fashioned 
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operators. 
A similar issue arises with initialization. The older language allowed 

int x I; 

to initialize x to 1. This also caused syntactic difficulties: for example, 

int x (-1); 

looks somewhat like the beginning of a function declaration: 

int x (y) ( ... 

and the compiler must read a fair ways past x in order to sure what the declaration really is .. 
Again, the problem is even more perplexing when the initializer involves a macro. The current 
syntax places an equals sign between the variable and the initializer: 

int x - -1; 

This is free of any possible syntactic ambiguity. 

Pointer Alignment 
Certain pointer assignments may be reasonable on some machines, and illegal on others, 

due entirely to alignment restrictions. For- example, on the PDP-II, it is reasonable to assign 
integer pointers to double pointers, since double precision values may begin on any integer 
boundary, On the Honeywell 6000, double precision values must begin on even word boun
daries; thus, not all such assignments make sense. Lint tries to detect cases where pointers are 
assigned to other pointers, and such alignment probh;ms might arise; The message "possible 
pointer alignment problem" results from this situation whenever either the -p or -h flags are 
in effect. 

Multiple Uses and Side Effects 

In complicated expressions, the best order in which to evaluate subexpressions may be 
highly machine dependent. For example, on machines Oike the PDP-ll) in which the stack 
runs backwards, function arguments will probably be best evaluated from right-to-left; on 
machines with a stack running forward, left-to-right seems most attractive. Function calls 
embedded as arguments of other functions mayor may not be treated similarly to ordinary 
arguments. Similar issues arise with other operators which have side effects, such as the assign
ment operators and the increment and decrement operators. 

In order that the efficiency of C on a particular machine not be unduly compromised, the 
C language leaves the order of evaluation of complicated expressions up to the local compiler, 
and, in fact, the various C compilers have considerable differences in the order in which they 
will evaluate complicated expressions. In particular, if any variable is changed by a side effect, 
and also used elsewhere in the same expression, the result is explicitly undefined. 

Lint checks for the important special case where a simple scalar variable is affected. For 
example, the statement 

a[i] - b[;+ +] ; 

will draw the complaint: 

warning: i evaluation order undefined 

Implementation 
Lint consists of two programs and a driver. The first program is a version of the Portable 

C Compiler4,S which is the basis of the IBM 370, Honeywell 6000, and Interdata 8/32 C com
pilers. This compiler does lexical and syntax analysis on the input text, constructs and main
tains symbol tables, and builds trees for expressions. Instead of writing an intermediate file 
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which is passed to a code generator, as the other compilers do, lint produces an intermediate file 
which consists of lines of ascii text. Each line contains an external variable name, an encoding 
of the context in which it was seen (use, definition. declaration, etc.>, a type specifier, and a 
source file name and line number. The information about variables local to a function or file is 
collected by accessing the symbol table. and examini.ng the expression trees. 

Comments about local problems are produced as detected. The information about exter
nal names is collected onto an intermediate file. After all the source files and library descrip
tions have been collected. the intermediate file is sorted to bring all information collected about 
a given external name together. The second, rather small. program then reads the lines from 
the intermediate file and compares aU of the definitions. declarations. and uses for consistency. 

The driver controls this process, and is also responsible for making the options available 
to both passes of lint 

Portability 
C on the Honeywell and IBM systems is used, in part, to write system code for the host 

operating system. This means that the implementation of C tends to follow local conventions 
rather than adhere strictly to UNIXt system conventions. Despite these differences. many C 
programs have been successfully moved to GCOS and the various IBM installations with little 
effort. This section describes some of the differences between the implementations, and 
discusses the lint features which encourage portability. 

Uninitialized external variables are treated differently in different implementations of C. 
Suppose two files both contain a declaration without initialization, such as 

int a ~ 

outside of any function. The UNIX loader will resolve these declarations. and cause only a sin
gle word of storage to be set aside for a. Under the GCOS and IBM implementations, this is 
not feasible (for various stupid reasons!) so each such declaration causes a word of storage to 
be set aside and called a. When loading or library editing takes place. this causes fatal conflicts 
which prevent the proper operation of the program. If lint is invoked with the -p flag, it will 
detect such multiple definitions. 

A related difficulty comes from the amount of information retained about external names 
during the loading process. On the UNIX system. externally known names have seven 
significant characters. with the upper/lower case distinction kept. On the IBM systems. there 
are eight significant characters. but the case distinction is lost. On GCOS. there are only six 
characters. of a single case. This leads to situations where programs run on the UNIX system, 
but encounter loader problems on the IBM or GeOS systems. Lim - p causes all external sym
bols to be mapped to one case and truncated to six characters, providing a worst-case analysis. 

A number of differences arise in the area of character handling: characters in the UNIX 
system are eight bit ascii, while they are eight bit ebcdic on the IBM, and nine bit ascii on 
GCOS. Moreover, character strings go from high to low bit positions ("left to right") on 
GeOS and IBM. and low to high ("right to left") on the PDp·ll. This means that code 
attempting to construct strings out of character constants. or attempting to use characters as 
indices into arrays. must be looked at with great suspicion. Lint is of little help here. except to 
flag multi-character character constants. 

Of course, the word sizes are different! This causes less trouble than might be expected. 
at least when moving from the lrNIX system (16 bit words) to the IBM (32 bilS) or GCOS (36 
bits). The main problems are likely to arise in shifting or masking. C now supports a bit-field 
facility, which can be used to write much of this code in a reasonably portable way. Frequently, 
portability of such code can be enhanced by slight rearrangements in coding style. Many of the 
incompatibilities seem to have the flavor of writing 

~UNIX 15 a Traaemarlc of Bell Laboratories. 
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x &- 0177700 ~ 

to clear the low order six bits of x. This suffices on the PDP-ll, but fails badly on GCOS and 
IBM. If the bit field feature cannot be used, the same effect can be obtained by writing 

x &- - 077; 

which will work on all these machines. 

The right shift operator is arithmetic shift on the PDP-ll, and logical shift on most other 
machines. To obtain a logical shift on all machines, the left operand can be typed unsigned. 
Characters are considered signed integers on the PDP-II, and unsigned on the other machines. 
This persistence of the sign bit may be reasonably considered a bug in the PDP-I! hardware 
which has infiltrated itself into the C language. If there were a good way to discover the pro
grams which would be affected, C could be changed; in any case, lint is no help here. 

The above discussion may have made the problem of ponability seem bigger than it in 
fact is. The issues involved here are rarely subtle or mysterious, at least to the implementor of 
the program, although they can involve some work to straighten out. The most serious bar to 
the portability of UNIX system utilities has been the inability to mimic essential UNIX system 
functions on the other systems. The inability to seek to a random character position in a text 
file, or to establish a pipe between processes, has involved far more rewriting and debugging 
than any of the differences in C compilers. On the other hand, lint has been very helpful in 
moving the UNIX operating system and associated utility programs to other machines. 

Shutting Lint Up 
There are occasions when the programmer is smarter than lint There may be valid rea

son!; for "illegal" type casts, functions with a variable number of arguments, etc. Moreover, as 
specified above, the flow of control information produced by lint often has blind spots, causing 
occasional spurious messages about perfectly reasonable programs. Thus, some way of com
municating with lint, typically to shut it up, is desirable. 

The form which this mechanism should take is not at all clear. New keywords would 
require current and old compilers to recognize these keywords, if only to ignore them. This has 
both philosophical and practical problems. New preprocessor syntax suffers from similar prob
lems. 

What was finally done was to cause a number of words to be recognized by lint when they 
were embedded in comments. This required minimal preprocessor changes~ the preprocessor 
just had to agree to pass comments through to its output, instead of deleting them as had been 
previously done. Thus, lint directives are invisible to the compilers, and the effect on systems 
with the older preprocessors is merely that the lint directives don't work. 

The first directive is concerned with flow of control information; if a particular place in 
the program cannot be reached, but this is not apparent to lint, this can be asserted by the 
directive 

/* NOTREACHED */ 

at the appropriate spot in the program. Similarly, if it is desired to tum off strict type checking 
for the next expression, the directive 

/* NOSTRIcr */ 

can be used; the situation reverts to the previous default after the next expression. The-v 
flag can be turned on for one function by the directive 

/* ARGSUSED */ 

Complaints about variable number of arguments in calls to a function can be turned off by the 
directive 

--- --------------------
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r VARARGS 8, 
preceding the function definition. In some cases. it is desirable to check the first several argu
ments, and leave the later arguments unchecked. This can be done by following the 
V ARARGS keyword immediately with a digit giving the number of arguments which should be 
checked~ thus, 

,- V ARARGS2 8, 
will cause the first two arguments to be checked, the others unchecked. Finally. the directive 

r LINTLIBRARY 8, 
at the head of a file identifies this file as a library declaration file; this topic is worth a section by 
itself. 

. Library Declaration Files 

Lint accepts certain library directives, such as 

-Iy 

and tests the source files for compatibility with these libraries. This is done by accessing library 
description files whose names are constructed from the library directives. These files all begin 
with the directive 

r LINTLIBRARY 8, 
which is followed by a series of dummy function definitions. The critical parts of these 
definitions are the declaration of the function return type, whether the dummy function returns 
a value. and the number and types of argument~ to the function. The V ARARGS and 
ARGSUSED directives can be used to specify features of the library functions. 

Lint library files are processed almost exactly like ordinary source files. The only 
difference is that functions which are defined on a library file. but are not uSed on a source file. 
draw no complaints. Lint does not simulate a fuJi library search algorithm, and complains if the 
source files contain a redefinition of a library routine (this is a feature!). 

By default, lint checks the programs it is given against a standard Jibf'clJ'Y file, which con
tains descriptions of the programs which are normally loaded when a C program is run. When 
the -p flag is in effect. another file is checked containing descriptions of the standard 110 library 
routines which are expected to be portable across various machines. The -n flag can be used to 
suppress all library checking. 

BUIS, etc. 
Lint was a difficult program to write, panially because it is closely connected with matters 

of programming style. and paniaJly because users usually don't notice bugs which cause lint to 
miss errors which it should have caught. (By contrast, if lint incorrectly complains about some
thing that is correct, the programmer reports that immediately!) 

A number of areas remain to be funher developed. The cbecking of structures and arrays 
is rather inadequate; size incompatibilities SO unchecked, and no attempt is made to match up 
structure and union declarations across files. Some stricter checking of the use of the typedef is 
clearly desirable. but what checking is appropriate. and how to carry it out. is still to be deter
mined. 

Lint shares the preprocessor with the C compiler. At some point it may be appropriate for 
a special version of the preprocessor to be constructed which checks for things such as unused 
macro definitions. macro arguments which have side effects which are not expanded at all. or 
are expanded more than once. etc. 

The central problem with lint is the packaging of the information which it collects. There 
are many options which serve only to tum off, or slightly modify. cenain features. There are 
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pressures to add even more of these options. 

[n conclusion. it appears that the general notion of having two programs is a good one. 
The compiler concentrates on quickly and accurately turning the program text into bits which 
can be run; lint concentrates on issues of portability. style. and efficiency. Lint can afford to be 
wrong. sin~e incorrectness and over-conservatism are merely annoying, not fatal. The compiler 
can be fast since it knows that lint will cover its flanks. Finally. the programmer can concen
trate at one stage of the programming process solely on the algorithms. data structures. and 
correctness of the program. and then later retrofit. with the aid of lint, the desirable properties 
of universality and portability. 



- 11 -

References 

1. B. W. Kernighan and O. M. Ritchie, The C Programming Language, Prentice-Hail, Engle
wood Cliffs, New Jersey (978). 

2. S. C. Johnson, "Yacc - Yet Another Compiler-Compiler," Compo Sci. Tech. Rep. No. 
32, Bell Laboratories, Murray Hill, New Jersey (July 1975). 

3. M. E. Lesk, "Lex - A Lexical Analyzer Generator," Compo Sci. Tech. Rep. No. 39, 
Bell Laboratories, Mumy Hill, New Jersey (October 1975). 

4. S. C. Johnson and O. M. Ritchie, "UNIX Time-Sharing System: Ponability of C Programs 
and the UNIX System," Bell Sys. Tech. J. 57(6) pp. 2021-2048 (978). 

S. S. C. Johnson, "A Ponable Compiler: Theory and Practice," Proc. 5th AC.\f Symp. on 
Principles 0/ Programming Languages, (January 1978). 



- 12 -

Appendix: Current Lint Options 

The command currently has the form 

lint [-options] files ... library-descriptors ... 

The options are 

b Perform heuristic checks 
p Perform portability checks 

v Don't report unused arguments 

II Don't report unused or undefined externals 

b Report unreachable break statements. 

x Report unused external declarations 

a Report assignments of long to int or shorter. 

c Complain about questionable casts 

n No library checking is done 

5 Same as b (for historical reasons) 
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ABSTRACT 

In a programming project. it is easy to lose track of which files need to be 
reprocessed or recompiled after a change is made in some part of the source. 
Make provides a simple mechanism for maintaining up-Ie-date versions of pre
grams that result from many operations on a number of files. It is possible to 
tell Make the sequence of commands that create certain files. and the list of 
files that require other files to be current before the operations can be done. 
Whenever a· change is made in any pan of the program. the Make command 
will create the proper files simply. correctly. and with a minimum amount of 
effort 

The basic operation of Make is to find the name of a needed target in the 
description. ensure that all of the files on which it depends exist and are up to 
date. and then create the target if it has not been modified since its aenerators 
were. The description file really defines the araph of dependencies; Make does 
a depth-first search of this graph to determine what work is really necessary. 

Make also provides a simple macro substitution facility and the ability to 
encapsulate commands in a single file for convenient administration. 

August IS. 1978 
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It is common practice to divide large programs into smaller. more manageable pieces. 
The pieces may require quite different treatments: some may need to be run through a macro 
processor. some may need to be processed by a sophisticated program generator (e.g •• YaccU] 
or lex12». The outputs of these generators may then have to be compiled with special options 
and with certain definitions and declarations. The code resultins from these transformations 
may then need to be loaded together with certain libraries under the conucl of special options. 
Related maintenance activities involve running complicated test scripts and installing validated 
modules. Unfortunately. it is . very easy for a programmer to forget which files depend on 
which others. which files have been modified recently. and the enct sequence of operations 
needed to make or exercise a new version of the program. After a long eclitins session. one 
may easily lose track of which files have been changed and which object modules are still valid. 
since a change to a declaration can obsolete a dozen other files. Forgettinl to compile a routine 
that has been changed or that uses changed declarations will result in a program that wiJI not 
work. and a bUI that can be very hard to track down. On the other hand. recompiling every
thinl in sight JUSt to be safe is very wasteful. 

The program described in this repon mechanizes many of the activities of program 
development and maintenance. If the information on inter-file dependences and command 
sequences is stored in a file. the simple command 

make 

is frequentJy sufficient to update the interesting files. regardless of the number that have been 
edited since the last ·'make". In most cases. the description file is easy to write and changes 
infrequently. It is usually easier to type the make command than to issue even one of the 
needed operations, so the typical cycle of program development operations becomes 

think- - edit - make - test ... 

,Wake is most useful for medium-sized programming projects: it does not solve the prob
lems of maintaining multiple source versions or of describing huge programs. Make was 
designed for use on Unix, but a version runs on GCOS. 

Basic: Features 

The basic operation of make is to update a target file by ensuring that aU of the files on 
which it depends exist and are up to date. then creating the target if it has not been modified 
since itS dependentS were. Make does a depth-first search of [he graph of dependences. The 
operation of the command depends on the ability to find the date and time that a file was last 
modified. 

To illustrate. let us consider a simple example: A program named f1ro~ is made by compil
ing and loading three C·language files .'C.'" y.c. and :.c with the IS library. By convention, the 
output of the C compilations will be found in files named x.o. y.o. and :'0. Assume that the 
files x.c and y.c share some declarations in a file named dl!ts. but that :'f: does not. That is. x.c 
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and y.c have the line 

#include "defs" 

The following text describes the relationships and operations: 

prog: x.o y.o z.o 
cc x.o y.o z.o -IS -0 prog 

x.o y.o: defs 

If this information were stored in a file named make.lile. the command 

make 

would perform the operations needed to recreate prog after any changes had been made to any 
of the four source files x.c. y.c. z.c. or de.fs. 

Make operates using three sources of information: a user-supplied description file (as 
above). file names and "last-modified" times from the file system. and built-in rules to bridge 
some of the gaps. In our example. the first line says that prog depends on three .. . 0" files. 
Once these object files are current. the second line describes how to load them to create prog. 
The third line says that x.o and y.o depend on the file deft. From the file system. make discov
ers that there are three ".c" files corresponding to the needed ".0" files. and uses built-in 
information on how to lenerate an object from a source file (i.e., issue a "c:c -c" command). 

The following lonl-winded description file is equivalent to the one above. but takes no 
advantage of make's innate knowledge: 

prog: x.o y.o z.o 
cc x.O y.o z.o -IS -0 prog 

x.o : x.c defs 
cc -c x.c 

y.o : y.c defs 
ec -c y.e 

z.o : z.c 
cc -c z.c 

If none of the source or object files had changed since the last time prOf( was made, all of 
the files would be current. and the command 

make 

would just announce this fact and stop. If. however. the d(',fs file had been edited. x.c and y.c 
(but not z.d would be recompiled. and then prOf( would be created from the new ".0" files. If 
only the file y." had changed. only it would be recompiled. but it would still be necessary to 
reload prOf(. 

If no tarlet name is given on the makl! command line. the first target mentioned in the 
description is created: otherwise the specified targets are made. The command 

make x.o 

would recompile x.o if x.c or dt'./s had changed. 

If the file exists after the commands are executed. its time of last modification is used in 
further decisions; otherwise the current time is used. It is often quite useful to include rules 
with mnemonic names and commands that do not actually produce a file with that name. 
These entries can take advantage of makl!'s ability to lenerate files and substitute macros. 
Thus. an entry "save" might be included to copy a certain set of files. or an entry "cleanup" 

---------- --- ---- - - ------------ --------
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might be used to throwaway unneeded intermediate files. In other cases one may maintain a 
zero-length file purely to keep track of the time at which certain actions were performed. This 
technique is useful for maintaining remote archives and listings. 

Make has a simple macro mechanism for substituting in dependency lines and command 
strings. Macros are defined by command arguments or description file lines with embedded 
equal signs. A macro is invoked by preceding the name by a dollar sign; macro names longer 
than one character must be parenthesized. The name of the macro is either the sinlle character 
after the dollar sign or a name inside parentheses. The following are valid macro invocations: 

S(CFtACiS) 
S2 
Sew) 
SZ 
S(Z) 

The last two invocations are identical. SS is a dollar sign. All of these macros are assigned 
values during input. as shown below. Four special macros change values during the execution 
of the command: S-, S@, S? and 5<. They will be discussed later. The following fragment 
shows the use: 

OBJECTS - x.O y.o z.o 
LIBES - -IS 
prog: S(OBJECTS) 

cc: S(OBJECTS) S(lIBES) -0 pros 

The command 

make 

loads the three object files with the IS library. The command 

make "tJBES- -II -IS" 

loads them with both the lex C"-II") and the Standard ("-IS") libraries. since macro 
definitions on the command line override definitions in the description. (It is necessary to 
quote arguments with embedded blanks in UNlxt commands,) 

The following sections detail the form of description files and the command line. and dis
cuss options and built-in rules in more detail. 

D~cription Files and Substlturions 

A description file contains three types of information: macro definitions. dependency 
information. ilnd executable commands. There is also a comment convention: all characters 
after a sharp (#) are ignored. as is the sharp itself. Blank lines and lines beginning with a sharp 
are totally ignored. If a non-comment line is too long, it can be continued using a backs lash .. If 
the last character of a line is a backslash. the backs lash. newline. and following blanks and tabs 
are replaced by a single blank. 

A macro definition is a line containing an equal sign nOI preceded by a colon or a tab. 
The name (string of letters and digits) to the left of the equal sign (trailins blanks and tabs are 
stripped) is assigned the string of characters following the equal sisn (leading blanks and tabs 
are stripped'> The following are valid macro definitions: 

~UNIX IS a Trademark of Bell Laboralories. 
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2 - xyz 
abc - -11 -Iy -IS 
UBES -

The last definition assigns UBES the null string. A macro that is never explicitly defined has 
the null string as value. Macro definitions may also appear on the make command line (see 
below). 

Other lines give information about target files. The general form of an entry is: 

targetl [target2 ... ] :[:] [dependentl .. .1 [; commands] [# ... ] 
[(rob) commands] [# .. .1 

Items inside brackets may be omitted. Targets and dependents are strings of letters. digits, 
periods, and slashes. (Shell metacharacters ..... and "?" are expanded.) A command is any 
string of characters not including a sharp (except in quotes) or newline. Commands may 
appear either after a semicolon on a dependency line or on lines beginning with a tab immedi
ately following a dependency line. 

A dependency line may have either a single or a double colon. A target name may appear 
on more than one dependency line, but all of those lines must be of the same (single or double 
colon) type. 

I. For the usual single-colon case. at most one of these dependency lines may have a com
mand sequence associated with it. If the target is out of date with any of the dependents 
on any of the lines. and a command sequence is specified (even a nuJl one following a 
semicolon or tab), it is executed; otherwise a default creation rule may be invoked. 

2. In the double-colon case. a command sequence may be associated with each dependency 
line; if the target is out of date with any of the files on a particular line. the associated 
commands are executed. A built-in rule may also be executed. This detailed form is of 
particular value in updating archive-type files. 

If a target must be created, the sequence of commands is executed. Normally. each com
mand line is printed and then passed to a separate invocation of the Shell after substituting for 
macros. (The printing is suppressed in silent mode or if the command line begins with an @ 
sign). Make normally stops if any command signals an error by returning a non-zero error 
code. (Errors are ignored if the "-i" flags has been specified on the make command line. if 
the fake target name ".IGNORE" appears in the description file. or if the command string in 
the description file begins with a hyphen. Some UNIX commands return meaningless status). 
Because each command line is passed to a separate invocation of the Shell. care must be taken 
with certain commands (e.g .• cd and Shell control comm~nds) that have meaning only within a 
single Shell process: the results are forgotten before the next line is executed. 

Before issuing any command. certain macros are set. $@ is set to the name of the file to 
be "made". $? is set to the string of names that were found to be younger than the target. If 
the command was generated by an implicit rule (see below). $< is the name of the related file 
that caused the action. and $. is the prefix shared by the current and the dependent file names. 

If a file must be made but there are no explicit commands or relevant built-in rules. the 
commands associated with the name ".DEFAUL T" are used. If there is no such name. make 
prints a message and stops. 

Command Usage 

The makt' command takes four kinds of arguments: macro definitions. flags. description 
file names. and target file names. 

make [ nags] [macro definitions) [targets] 
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The following summary of the operation of the command explains how these arguments are 
interpreted. 

First. all macro definition arguments (arguments with embedded equal signs) are analyzed 
and the assignments made. Command-line macros override corresponding definitions found in 
the description files. 

Next. the flag arguments are examined. The permissible flags are 

-i Ignore error codes returned by invoked commands. This mode is entered if the fake tar
get name •• .IGNORE" appears in the description file. 

-$ Silent mode. Do not print command lines before executing. This mode is also entered if 
the fake target name ••. SILENT" appears in the description file. 

- r Do not use the built-in rules. 

-n No execute mode. Print commands. but do not execute them. Even lines beginning with 
an "@" sign are printed. 

- t Touch the target files (causing them to be up to date) rather than issue the usua! com
mands. 

-q Question. The make command returns a zero or non-zero status code depending on 
whether the target file is or is not up to date. 

-I' Print out the complete set of macro definitions and target descriptions 

-d Debug mode. Print out detailed information on files and times examined. 

-f Description file name. The next argument is assumed to be the name of a description 
file. A file name of •• -" denotes the standard input. If there are no •• - f" arguments. 
the file named mak~/ite or Mak~/ile in the current directory is read. The contents of the 
description tiles override the built-in rules if they are present>. 

Finally. the remaining arguments are assumed to be the names of targets to be made: they 
are done in left to right order. If there are no such arguments. the tirst name in the description 
tiles that does not begin with a period is "made". 

Implicit Rules 

The make program uses a table of interesting suffixes and a set of transformation rules to 
supply default dependency information and implied commands. (The Appendix describes these 
tables and means of overriding themJ The default suffix list is: 

.0 .,. 

.e 

.r 

.f 

.S 

.y 

.yr 

.ye 

.1 

Object file 
C source tile 
Ell source file 
Ratfor source file 
Fortran source file 
Assembler source file 
Yacc-C source grammar 
Yacc·Ratfor source grammar 
Yacc-Ell source grammar 
Lex source grammar 

The following diagram summarizes the defauit transformation paths. If there are two paths 
connecting a pair of suffixes. the longer one is used only if the intermediate file exists or is 
named in the description. 
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~o~ 
.c .r.e .f .s .y .yr .ye .1 .d 

~ \ \ 
• .'1'.1 .J'r .ye 

If the file x.o were needed and there were an x.c in the description or directory. it would 
be compiled. If there were also an x.l. that grammar would be run through Lex. before compil
ing the result. However. if there were no x.c but there were an x.l. make would discard the 
intermediate C-language file and use the direct link in the graph above. 

It is possible to change the names of some of the compilers used in ,the default. or the flag 
arguments with which they are invoked by knowing the macro names used. The compiler 
names are the macros AS. CC. RC. EC. Y ACC. Y ACCR. Y ACCE. and LEX. The command 

make CC - newcc 

will cause the "newcc" command to be used instead of the usual C compiler. The macros 
CFLAGS. RFLAGS. EFLAGS. YFLAGS. and LFLAGS may be set to cause these commands 
to be issued with optional flags. Thus. 

make ·CFLAGS - -0" 

causes the optimizing C compiler to be used. 

Example 

As an example of the use of make'. we will present the description file used to maintain 
the ma!.:(· command itself. The code for make is spread over a number of C source files and a 
Yacc grammar. The description file contains: 
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# Description file for the Make command 

P - und - 3 I apr - r2 # send to GeOS to be printed 
FILES - Makefile version.c defs main.c doname.c misc:.c files.c dosys.cgram.y lex.c gcos.c 
OBJECTS - version.o main.o doname.o misc:.o files.o dosys.o gram.o 
LlBES- -IS 
LINT - lint -p 
CFLAGS - -0 
make: S(OBJECTS) 

cc S(CFLAGS) S(OBJECTS) S(LIBES) -0 make 
size make 

S(OBJECTS): defs 
gram.o: lex.c 

cleanup: 
·rm ·.0 gram.c 
·du 

install: 
@size make lusr/binlmake 
cp make lusr/binlmake ; rm make 

print: S(FILES) # print recently changed files 
pr S? I SP 

test: 

touch print 

make -dp I grep -v TIME> lzap 
lUST/bin/make -dp I grep -v TIME >2zap 
dift' 1 zap 2zap 
rm lzap 2zap 

lint: dosys.c doname.c files.c main.c misc:.c version.c gram.c 
S(LINT) dosys.c doname.c files.c main.c misc.c version.c gram.c 
rm gram.c 

arch: 
at uv Isys/source/s2/make.a S(FtLES) 

,\4ak" usually prints out each command before issuinl it. The foUowinl output results from 
typinl the simple command 

make 

in a directory containinl only the source and desc:ription file: 

cc -c version.c 
cc -c main.c 
cc -c doname.c 
cc -c misc.c 
cc -c files.c 
cc -c dosys.c 
yacc gram.y 
mv y.tab.c gram.c 
cc -c gram.c 
cc version.o main.o doname.o misc.o file5.0 dosys.o gram.o -IS -0 make 
13188+3348+3044 - 19580b - 046174b 

Although none of the source files or grammars were mentioned by name in the desc:ription file. 
make found them using its suffix rules and issued the needed commands. The string of digits 
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results from the "size make" command~ the printing of the command line itself was suppressed 
by an @ sign. The @ sign on the size command in the description file suppressed the printing 
of the command. so only the sizes are written. 

The last few entries in the description file are useful maintenance sequences. The "print" 
entry prints only the files that have been changed since the last "make print" command. A 
zero-length file prim is maintained to keep track of the time of the printing; the S? macro in the 
command line then picks up only the names of the files changed since print was touched. The 
printed output can be sent to a different printer or to a file by changing the definition of the P 
macro: 

make print .p - opr - spIt 
or 

make print .p- cat >zap" 

SUllestions and Warnincs 
The most common difficulties arise from make's specific meaning of dependency. If file 

x.c has a "#include "defs·" line, then the object file x.o depends on deft; the source file x.c 
does not. (If de.fs is changed, it is not necessary to do anything to the file x.c. while it is neces
sary to recreate x.o.) 

To discover what make would do. the "-n" option is very useful. The command 

make -n 

orders make to print out the commands it would issue without actually taking the time to exe
cute them. If a change to a file is absolutely certain to be benign (e.g., adding a' new definition 
to an include file), the "-t" {touch) option can save a lot of time: instead of issuing a large 
number of superfluous recompilations, make updates the modification times on the affected file. 
Thus. the command 

make -ts 

("touch silently") causes the relevant files to appear up to date. Obvious care is necessary. 
since this mode of operation subverts the intention of make and destroys all memory of the 
previous relationships. 

The debuggi"ng flag ("-d") causes make to print out a very detailed description of what it 
is doing, including the file times. The output is verbose, and recommended only as a last 
resort. 
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Appendix. Suffixes and Transformation Rules 

The make program itself does nOl know what file name suffixes are interestins or how to 
transform a file with one suffix into a file with another suffix. This information is stored in an 
internal table that has the form of a description file. If the •• - r" fial is used.. this table is not 
",sed. 

The list of suffixes is actually the dependency list for the name ".SUFFIXES"; make 
looks for a file with any of the suffixes on the list. If su.;h a file exists. and if there is a 
tranSformation rule for thal combination, make a.;lI as described earlier. The transformation 
rule names are the concatenation of the two suffixes. The name of the rule to transform a ••. ," 
file to a ".0" file is thus •• . ,.0". If the rule is present and no expli.;it command sequence has 
been given in the user's description files. the command sequence for the rule ".r.o" is used. If 
a command is generated by usinl one of these suffixinl rules, the ma.;ro S· is given the value 
of the stem (everythinl but the suffix) of the name of the file to be made, and the macro S < is 
the name of the dependent that caused the action. 

The order of the suffix list is signiliant. since it is scanned from left to rilht. and the first 
name that is formed that has both a file and a rule associated with it is used. If new names are 
to be appended.. the user can just add an entry for • .. SUFFIXES" in his own description file; 
the dependents will be added to the usual !isL A" .SUFFIXES" line without any dependents 
deletes the current list. (It is necessary to clear the current list if the order of names is to be 
chanled). 

The followinl is an excerpt from the default rules file: 

.SUFFIXES : .0 .C .e .r .f .y .yr .ye .1 .S 

YACC-yacc 
YACCK-yace -r 
Y ACCE-yacc -e 
YFLAGS-
LEX-lex 
LFtAGS-
CC-cc 
AS-as -
CFLAGS-
RC-ec 
RFLAGS-
EC-ec 
EFLAGS-
FFLAGS-
.c.o : 

S(CC) S(CFLAGS) -c S< 
.e.o .r.o .f.o : 

.5.0 : 

.y.o: 

·Y·C: 

S(EC) S(RFLAGS) S(EFLAGS) S(FFLAGS) -c $< 

SeAS) -0 S@ S< 

S(Y ACC) S(YFLAGS) S < 
S(CC) S(CFLAGS) -c y.tab.c 
rm y.tab.c 
mv y. tab.o S@ 

SCY ACe) S(YFLAGS) S< 
mv y.tab.c S@ 
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ABSTRACT 

This paper describes in high-level terms the implementation of the 
resident UNIXt kernel. This discussion is broken into three parts. The first part 
descri bes how the UNIX system views processes. users. and programs. The 
second part describes the I/O system. The last part describes the UNIX file sys
tem. 

1. INTRODUCTION 

The UNIX kernel consists of about 10.000 lines of C code and about 1.000 lines of assem
bly code. The assembly code can be funher broken down into 200 lines included for the sake 
of efficiency <they could have been written in C) and 800 lines to perform hardware functions 
not possible in C. 

This code represents 5 to 10 percent of what .has been lumped into the broad expression 
"the UNIX operating system." The kernel is the only UNIX code that cannot be substituted by a 
user to his own liking. For this reason. the kernel should make as few real decisions as possi
ble. This does not mean to allow the user a million options to do the same thing. Rather. it 
means to allow only one way to do one thing, but have that way be the least-common divisor of 
all the options that might have been provided. 

What is or is not implemented in the kernel represents both a great responsibility and a 
great power. It is a soap-box platform on Uthe way things should be done." Even so. if "the 
way" is too radical. no one will follow it. Every important decision was weighed carefully. 
Throughout. simplicity has been substituted for efficiency. Complex algorithms are used only if 
their complexi ty can be localized. 

2. PROCESS CONTROL 

In the UNIX system. a user executes programs in an environment called a user process. 
When a system function is required, the user process calls the system as a subroutine. At some 
point in this call. there is a distinct switch of environments. After this. the process is said to be 
a system process. In the normal definition of processes, the user and system processes are 
different phases of the same process (they never execute simultaneously). For protection. each 
system process has its own stack. 

The user process may execute from a read-only text segment. which is shared by all 
processes executing the same code. There is no jUnctional benefit from shared-text segments. 
An effiCiency benefit comes from the fact that there is no need to swap read-only segments out 
because the original copy on secondary memory is still current. This is a great benefit to 
interactive programs that tend to be swapped while waiting for terminal input. Funhermore. if 
two processes are executing simultaneously from the same copy of a read-only segment, only 
one copy needs to reside in primary memory. This is a secondary effect. because simultaneous 

'tUNIX is a Trademark of Bell laboratorIes. 
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execution of a program is not common. It is ironic that this effect. which reduces the use of 
primary memory, only comes into play when there is an overabundance of primary memory, 
that is, when there is enough memory to keep waiting processes loaded. 

All current read-only text segments in the system are maintained from the rut tab/I!. A 
text table enuy hol~ the location of the text segment on secondary memory. If the segment is 
loaded, that table also holds the primary memory location and the count oC the number of 
processes sharing this enuy. When this count is reduced to zero, the entry is freed alona with 
any primary and secondary memory holdina the seamenL When a process first executes a 
shared-text segment. a text table entry is allocated and the segment is loaded onto secondary 
memory. If a second process executes a text seament that is already allocated, the entry refer
ence count is simply incremented. 

A user process has some strictly private read-write data contained in its data segmenL As 
far as possible, the system does not use the user's data seament to hold system data. In partic
ular, there are no I/O buffers in the user address space. 

The user data segment has two growina boundaries. One. increased automatically by the 
system as a result of memory faults. is used for a stack. The second boundary is only grown 
(or shrunk) by explicit requests. The contents of newly allocated primary memory is initialized 
to zero. 

Also associated and swapped with a process is a small fixed-size system data seamenL 
This segment contains all the data about the process that the system needs only when the pro
cess is active. Examples of the kind of data contained in the system data segment are: saved 
central processor registers. open file descriptors, accountina information, scratch data area. and 
the stack for the system phase of the process. The system data 5elment is not addressable from 
the user process and is therefore protected. 

Last. there is a process table with one entry per process. This entry contains all the data 
needed by the system when the process is not active. Examples are the process's name, the 
location of the other segments, and schedulina information. The process table entry is allo
cated when the process is created, and freed when the process terminates. This process entry is 
aJways directly addressabJe by the kernel. 

Figure 1 shows the relationships between the various process control data. In a sense, the 
process table is the definition oC all proce~ because all the data associated with a process may 
be accessed staning from the process table entry. 

PAOCESS'l''''.&.I T1!XT T "'IU 

I _---.I SY$T!M 

IOATA 
SEGMENT 

USI" 
OATA 
SEGUlNT 

TtxT 
TAIU 
ENT"" 

""SIOENT 
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US;" 
T1!XT 
SEGMINT 

Fig. 1-Process control data structUre. 
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1.1. Process creation and program execution 

Processes are created by the system primitive fork. The newly created process (child) is a 
copy of the original process (parent). There is no detectable sharing of primary memory 
between the two processes. (Of course, if the parent process was executing from a read-only 
text segment, the child will share the text segment.) Copies of all writable data segments are 
made for the child process. Files that were open before the fork are truly shared after the fork. 
The processes are informed as to their part in the relationship to allow them to select their own 
(usually non-identica}) destiny. The parent may wait for the termination of any of its children. 

A process may exec a file. This consists of exchanging the current text and data segments 
of the process for new text and data segments specified in the file. The old segments are lost. 
Doing an exec does not change processes~ the process that did the exec persists, but after the 
exec it is executing a different program. Files that were open before the esec remain open after 
the esec. 

If a program, say the first pass of a compiler, wishes to overlay itself with another pro
gram. say the second pass. then it simply execs the second program. This is analogous to a 
"go to ... If a program wishes 10 regain control after execing a second program, it should fork a 
child process. have the child nec the second program, and have the parent wait for the child. 
This is analogous to a "call." Breaking up the call into a binding followed by a transfer is simi
lar to the subroutine linkage in SL-S.l 

1.1. SwappiDI 
The major data associated with a process (the user data segment, the system data seg

ment. and the text segment) are swapped to and from secondary memory. as needed. The user 
data segment and the system data segment are kept in contiguous primary memory to reduce 
swapping latency. (When low-latency devices. such as bubbles. CCDs. or scatter/gather 
devices. are used, this decision will have to be reconsidered.) Allocation of both primary and 
secondary memory is performed by the same simple first-fit algorithm. When a process grows, 
a new piece of primary memory is allocated. The contents of the old memory is copied to the 
new memory. The old memory is freed and the tables are updated. If there is not enough pri
mary memory. secondary memory is allocated instead. The process is swapped out onto the 
secondary memory, ready to be swapped in with its new size. 

One separate process in the kernel, the swapping process. simply· swaps the other 
processes in and out of primary memory. It examines the process table looking for a process 
that is swapped out and is ready to run. It allocates primary memory for that process and reads 
its segments into primary memory, where that process competes for the central processor with 
other loaded processes. If no primary memory is available. the swapping process makes 
memory available by examining the process table for processes that can be swapped out. It 
selects a process to swap out, writes it to secondary memory. frees the primary memory, and 
then goes back to look for a process to swap in. 

Thus there are two specific algorithms to the swapping process. Which of the possibly 
many processes that are swapped out is to be swapped in? This is decided by secondary storage 
residence time. The one with the longest time out is swapped in first. There is a slight penalty 
for larger processes. Which of the possibly many processes that are loaded is to be swapped 
out? Processes that are waiting for slow events <i.e .• not currently running or waiting for disk 
110) are picked first. by age in primary memory, again with size penalties. The other processes 
are examined by the same age algorithm, but are not taken out unless they are at least of some 
age. This adds hysteresis to the swapping and prevents total thrashing. 

These swapping algorithms are the most suspect in the system. With limited primary 
memory. these algorithms cause total swapping. This is not bad in itself. because the swapping 
does not impact the execution of the resident processes. However, if the swapping device must 
also be used for file storage. the swapping traffic severely impacts the file system traffic. It is 
exactly these small systems that tend to double usage of limited disk resources. 
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1.3. Synchronization and scheel1lUni 
Process synchronization is accomplished by having processes wait for events. Events are 

represented by arbitrarY integers. By convention, events are chosen to be addresses of tables 
associated with those events. For example, a process that is waiting for any of its children to 
terminate will wait for an event that is the address of its own process table entry. When a pro
cess terminates, it signals the event represented by its-parent's process table entry. Signaling an 
event on which no process is waiting has no effect. Similarly, signaling an event on which 
many processes are waiting will wake all of them up. This differs considerably from Dijkstta's 
P and V synchronization operations. 2 in that no memory is associated with events. Thus there 
need be no allocation of events prior to their use. Events exist simply by beinl used. 

On the negative side, because there is no melrtOry associated witb events, no notion of 
"how much" can be signaled via the event mechanism. For example, processes that want 
memory might wait on an event associated with memory allocation. When any amount of 
memory becomes available, the event would be signaled. All the competinl processes would 
tben wake up to figbt over the new memory. (In reality, the swappinl process is the only pro
cess that waits for primary memory to become available.> 

If an event occurs between the time a process decides to wait for that event and the time 
that process enters the wait state, then the process will wait on an event that has already hap
pened (and may never happen again). This race condition happens because there is no memory 
associated with the event to indicate that the event has occurred: the only action of an event is 
to change a set of processes from wait state to run state. This problem is relieved largely by the 
fact that process switching can only occur in the kernel by explicit calls to the event-wait 
mechanism. If the event in question is signaled by another process. then there is no problem. 
But if the event is signaled by a hardware interrupt, then special care must be taken. These 
synchronization races pose the biUest problem when UNIX is adapted to multiple-processor 
configurations.l 

The event-wait code in the kernel is like a co-routine linkage. At any time, all but one of 
the processes has called event-waiL The remaining process is the one currently executing. 
When it calls event-wait, a process whose event has been signaled is selected and that process 
returns from its call to event-waiL 

Which of the runable processes is to run next? Associated with each process is a priority. 
The priority of a system process is assigned by the code issuing the wait on an event. This is 
roughly equivalent to the response that one would expect on such an event. Disk events have 
high priority, teletype events are low, and time-of-day events are very low. (From observation, 
the difference in system process priorities has little or no performance impacL) All user-process 
priorities are lower than the lowest system priority. User-process priorities are assigned by an 
algorithm based on .the recent ratio of the amount of compute time to real time consumed by 
the process. A process that has used a lot of compute time in the last real-time unit is assigned 
a low user priority. Because interactive processes are characterized by low ratios of compute to 
real time, interactive res"oase is maintained without any special arrangements. 

The schedulina allOrithm simply picks the process with the highest priority, thus picking 
all syslem processes first and user processes second. The comoute-to-real-time ratio is updated 
every second. Thus. all other things being equal. looping user processes will be scheduled 
round-robin with a l-second quantum. A high-priority process wakina up will preempt a run
nina. low-priority process. The scheduling algorithm has a very desirable negative feedback 
character. If a process uses its high priority to hog the computer, its priority will drop. At the 
same time, if a low-priority process is ignored for a long time, its priority will rise. 

3. 110 SYSTE)( 

The [f0 system is broken into two completely separate systems: the block 110 system and 
the character 110 system. In retrospect. the names should have been "structured I/O" and 
"unstrUctUred I/O, n r~tiv,eIY; while the term "biock [f0" has some meaning. "character 
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1/0" is a complete misnomer. 

Devices are characterized by a major device number, a minor device number, and a class 
(block or character>. For each class, there is an array of entry points into the device drivers. 
The major device number is used to index the array when calling the code for a particular 
device driver. The minor device number is passed to the device driver as an argument. The 
minor number has no significance other than that "attributed to it by the driver. Usually, the 
driver uses the minor number to access one of several identical physical devices. 

The use of the array of entry points (configuration table) as the only connection between 
the system code and the device drivers is very important. Early versions of the system had a 
much less formal connection with the drivers, so that it was extremely hard to handcraft 
differently configured systems. Now it is possible to create new device drivers in an average of 
a few hours. The configuration table in most cases is created automatically by a program that 
reads the system's parts list. 

3.1. Block 110 system 

The model block 110 device consists of randomly addressed, secondary memory blocks of 
512 bytes each. The blocks are uniformly addressed 0, 1, ... up to the size of the device. The 
block device driver has the job of emulating this model on a physical device. 

The block 110 devices are accessed through a layer of buffering software. The system 
maintains a list of buffers (typically between 10 and 70) each assigned a device name and a 
device address. This buffer pool constitutes a data cache for the block devices. On a read 
request. the cache is searched for the desired block. If the block is found, the data are made 
available to the requester without any physical 110. If the block is not in the cache, the least 
recently used block in the cache is renamed, the correct device driver is called to fill up the 
renamed buffer, and then the data are made available. Write requests are handled in an analo
gous manner. The correct buffer is found and relabeled if necessary. The write is performed 
simply by marking the buffer as "diny." The physical 110 is then deferred until the buffer is 
renamed. 

The benefits in reduction of physical 110 of this scheme are substantial, especially consid
ering the file system implementation. There are, however, some drawbacks. The asynchronous 
nature of the algorithm makes error reponing and meaningful user error handling almost 
impossible. The cavalier approach to 110 error handling in the UNIX system is panly due to the 
asynchronous nature of the block 110 system. A second problem is in the delayed writes. If 
the system stops unexpectedly, it is almost cenain that there is a lot of logically complete, but 
physically incomplete, 1/0 in the buffers. There is a system primitive to flush all outstanding 
110 activity from the buffers. Periodic use of this primitive helps, but does not solve, tbe prob
lem. Finally, the associativity in the buffers can alter the physical 110 sequence from that of 
tbe logical 110 sequence. This means that there are times when data structures on disk are 
inconsistent, even though the software is careful to perform 110 in the correct order. On non
random device~ notably magnetic tape, the inversions of writes can be disastrous. The prob
lem with magnetic tapes is "cured" by allowing only one outstanding write request per drive. 

3.1. Character 1/0 system 

The character 110 system consists of all devices that do not fall into the block 110 model. 
This includes the "classical" character devices such as communications lines. paper tape, and 
line printers. It also includes magnetic tape and disks when they are not used in a stereotyped 
way, for example, 80-byte physical records on tape and track-at-a-time disk copies. In shon. 
the character 110 interface means "everything other than block." I/O requests from the user 
are sent to the device driver essentially unaltered. The impiementation of these requests is. of 
course. up to the device driver. There are guidelines and conventions to help the implementa
tion of cenain types of device drivers. 

------" - -- ----------------------
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3.2.1. Disk driYers 

Disk drivers are implemented with a queue of transaction records. Each record holds a 
read/write flag. a primary memory address. a secondary memory address, and a transfer byte 
counL Swapping is accomplished by passing such a record to the swapping device driver. The 
block I/O interface is implemented by passing such records with requests to fiji and empty sys
tem buffers. The character I/O interface to the disk drivers create a transaction record that 
points directly into the user area. The routine that creates this record also insures that the user 
is not swapped during this I/O transaction. Thus by implementing the general disk driver, it is 
possible to use the disk as a block device, a character device, and a swap device. The only 
really disk-speci.fic code in normal disk drivers is the pre-son of transactions to minimize 
latency for a panicuiar device, and the actual issuing of the 110 requesL 

3.2.2. Character lists 
Real character-oriented devices may be implemented using the common code to handle 

character lists. A character list is a queue of characters. One routine puts a character on a 
queue. Another gets a character from a queue. It is also possible to ask how many characters 
are currently on a queue. Storage for all queues in the system comes from a single common 
pool. Putting a character on a queue will allocate space from the common pool and link the 
character onto the data structure defining the queue. Getting a character from a queue returns 
the corresponding space to the pool. 

A typical character-output device (paper tape punch, for example) is implemented by 
passing characters from the user onto a character queue until some maximum number of char
acters is on the queue. The I/O is prodded to stan as soon as there is anything on the queue 
and, once started, it is sustained by hardware completion interrupts. Each time there is a com
pletion interrup~ the driver gets the next character from the queue and sends it to the 
hardware. The number of characters on the queue is checked and, as the count falls through 
some intermediate leve~ an event (the queue address) is signaled. The process that is passing 
characters from the user to the queue can be waiting on the event. and refill the queue to its 
maximum when the event occurs. 

A typical character input device (for example, a paper tape reader) is handled in a very 
similar manner. 

Another class of character devices is the terminals. A terminal is represented by three 
character queues. There are two input queues (raw and canonical> and an output queue. Char
acters going to the output of a terminal are handled by common code exactly as described 
above. The main difference is that there is also code to interpret the output stream as ASCn 
characters and to perform some translations, e.g.. escapes for deficient terminals. Another 
common aspect of terminals is code to insen real-time delay after cenain control characters. 

Input on terminals is a little different. Characters are collected from the terminal and 
placed on a raw input queue. Some device-<iependent code conversion and escape interpreta
tion is handled here. When a line is complete in the raw queue. an event is signaled. The code 
catching this signal then copies a line from the raw queue to a canonical queue performing the 
character erase and line kill editing. Cser read requests on terminals can be directed at either 
the raw or canoniC3l queues. 

3.2.3. Otber chanc%u -1eyic:es 

F1nally. ther~ lI'e devices :hat tit ;'10 general category. These devic:! are set up as charac
ter I/O drivers. An ~xample is 1 .:!..'"iver that reads and writes unmapped primary memory as an 
I/O device. Some devic~s are :00 fast to be treated a character at time. but do riot tit the disk 
I/O moid. Exampies are fast .:cmmuniC3tions lines and fast line printers. These devices either 
have :heir own buffers or "borrow" blocic {fO buffers for a while and chen give them back. 
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4. THE flLE SYSTEM 
In the UNIX system, a file is a (one-dimensional) array of bytes. No other structure of 

files is implied by the system. Files are attached anywhere (and possibly multiply) onto a 
hierarchy of directories. Directories are simply files that users cannot write. For a further dis
cussion of the external view of files and directories, see Ref. 4. 

The UNIX file system is a disk data structure accessed completely through the block I/O 
system. As stated before, the canonical view of a "disk" is a randomly addressable array of 
512-byte blocks. A file system breaks the disk into four self-identifying regions. The first 
block (address 0) is unused by the file system. It is left aside for booting procedures. The 
second block (address 1) contains the so-called "super-block." This block, among other things, 
contains the size of the disk and the boundaries of the other regions. Next comes the i-list, a 
list of file definitions. Each file definition is a 64-byte structure, called an i-node. The offset of 
a particular i-node within the i-list is called its i-number. The combination of device name 
(major and minor numbers) and i-number serves to uniquely name a particular file. After the 
i-list, and to the end of the disk, come free storage blocks that are available for the contents of 
files. 

The free space on a disk is maintained by a linked list of available disk blocks. Every 
block in this chain contains a disk address of the next block in the chain. The remaining space 
contains the address of up to 50 disk blocks that are also free. Thus with one I/O operation, 
the system obtains 50 free blocks and a pointer where to find more. The disk allocation algo
rithms are very straightforward. Since all allocation is in fixed-size blocks and there is strict 
accounting of space, there is no need to compact or garbage collect. However, as disk space 
becomes dispersed, latency gradually increases. Some installations choose to occasionally com
pact disk space to reduce latency. 

An i-node contains 13 disk addresses. The first 10 of these addresses point directly at the 
first 10 blocks of a file. If a file is larger than 10 blocks (5,120 bytes), then the eleventh 
address points at a block that contains the addresses of the next 128 blocks of the file. If the 
file is still larger than this (70,656 bytes), then the twelfth block points at up to 128 blocks, 
each pointing to 128 blocks of the file. Files yet larger (8,459,264 bytes) use the thirteenth 
address for a "triple indirect" address. The algorithm ends here with the maximum file size of 
1,082,201,087 bytes. 

A logical directory hierarchy is added to this flat physical structure simply by adding a new 
type of file, the directory. A directory is accessed exactly as an ordinary file. It contains 16-
byte entries conSisting of a 14-byte name and an i-number. The root of the hierarchy is at a 
known i-number (viz.. 2). The file system structure allows an arbitrary, directed graph of direc
tories with regular files linked in at arbitrary places in this graph. In fact, very early UNIX sys
tems used such a structure. Administration of such a structure became so chaotic that later sys
tems were restricted to a directory tree. Even now, with regular files linked multiply into arbi
trary places in the tree, accounting for space has become a problem. It may become necessary 
to restrict the entire structure to a tree. and allow a new form of linking that is subservient to 
the tree structure. 

The file system allows easy creation. easy removal. easy random accessing, and very easy 
space allocation. With most physical addresses confined to a small contiguous section of disk. it 
is also easy to dump. restore. and cheCK the consistency of the file system. Large files suffer 
from indirect addressing. but the cache prevents most of the implied physical I/O without 
adding much execution. The space overhead properties of this scheme are quite good. For 
example, on one particular file system. there are 25,000 files containing 130M bytes of data-file 
content. The overhead <i-node. indirec! blocks. and last block breakage) is about 11.5M bytes. 
The directory structure to support these files has about 1.500 directories containing O. oM bytes 
of directory content and about O.SM bytes of overhead in accessing the directories. Added up 
any way, this comes out to less than a 10 percent overhead for ac.ual stored data. Most sys
tems have this much overhead in padded trailing blanks alone. 
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4.1. FU. system implemelltadoD 

Because the i-node defines a file, the implementation of the file system centers around 
access to the i-node. The system maintains a table of aU active i-nodes. As a new file is 
accessed. the system locates the corresponding i-node, allocates an i-node table entry, and reads 
the i-node into primary memory. As in the buffer cache, the table entry is considered to be the 
current version of the i-node. Modifications to the i--node are made to the table entrY. When 
the last access to the i-node goes away, the table entrY is copied back to the secondary store i
list and the table entry is freed. 

All YO operations on files are carried out with the aid of the correspondinl i-node table 
entrY. The accessing of a file is a straightforward implementation of the algorithms mentioned 
previously. The user is not aware of i-nodes and i-numbers. References to the file system are 
made in terms of path names of the directory tree. Convening a path name into an i-node 
table entry is also straigiltforward. Scaning at some known i-node (the root or the current 
directory of some process), the next component of the path name is searched by reading the 
directory. This gives an i-number and an implied device (that of the directory). Thus the next 
i-node table entrY can be accessed. If that was the last component of the path name, then this 
i-node is the result. If not. this i-node is the directory needed to look up the next component 
of the path name, and the algorithm is repeated. 

The user process accesses the tile system with certain primitives. The most common of 
these are opeD, create., md. write., seek, and close. The data structures maintained are shown 
in Fil. 2. 
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Plio 2-File system data structure. 
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In the system data segment assoc:ateCl with a user, there is room for some (usuaUy between 10 
and SO) open files. This open tile tabie consists of pointers that can be used to access 
correspondinl i-node table entries. Associated with each of these open files is a current 1/0 
pointer. This is a byte offset of the next re:1d1wme operation on the tile. The system treats 
each read/write request lS random witn an implied seek to the 1/0 pointer. The user usually 
thinks of the file as seqt!enuai '.tIuh :!'te [If) pointer :lutomatically counting the number of bytes 
that have been readlwrhIen f:-om :he file. The ~r may. of course, perform random I/O by 
setting the I/O pointer before l"e:u1s/wTitt:S. 

With tile shannl. :! :s i:et:~! to "row related ;Jrocesses to share a common I/O pointer 
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and yet have separate 1/0 pointers for independent processes that access the same file. With 
these two conditions. the I/O pointer cannot reside in the i-node table nor can it reside in the 
list of open files for the process. A new table (the open file table) was invented for the sole 
purpose' of holding the 1/0 pointer. Processes that share the same open file (the result of 
forks) share a common open file table entry. A separate open of the same file will only share 
the i-node table entry, but will have distinct open file table entries. 

The main file system primitives are implemented as follows. open converts a file system 
path name into an i-node table entry. A pointer to the i-node table entry is placed in a newly 
created open file table entry. A pointer to the file table entry is placed in the system data seg
ment for the process. create first creates a new i-node entry, writes the i-number into a direc
tory, and then builds the same structure as for an open. read and write just access the i-node 
entry as described above. seek simply manipulates the I/O pointer. No physical seeking is 
done. close just frees the structures built by open and create. Reference counts are kept on 
the open file table entries and the i-node table entries to free these structures after the last 
reference goes away. unlink simply decrements the count of the number of directories point
ing at the given i-node. When the last reference to an i-node table entry goes away, if the i
node has no directories pointing to it, then the file is removed and the i-node is freed. This 
delayed removal of files prevents problems arising from removing active files. A file may be 
removed while still open. The resulting unnamed file vanishes when the file is closed. This is 
a .method of obtaining temporary files. 

There is a type of unnamed FIFO file caUed a pipe. Implementation of pipes consists of 
implied seeks before each read or write in order to implement first-in-first-out. There are also 
checks and synchronization to prevent the writer from grossly outproducing the reader and to 
prevent the reader from overtaking the writer. 

4.2. Mounted file systems 

The file system of a UNIX system starts with some designated block device formatted as 
described above to contain a hierarchy. The root of this structure is the root of the UNIX file 
system. A second formatted block device may be mounted at any leaf of the current hierarchy. 
This logically extends the current hierarchy. The implementation of mounting is trivial. A 
mount table is maintained containing pairs of designated leaf i-nodes and block devices. When 
converting a path name into an i-node, a check is made to see if the new i-node is a designated 
leaf. If it is, the i-node of the root of the block device replaces it. 

Allocation of space for a file is taken from the free pool on the device on which the file 
lives. Thus a file system consisting of many mounted devices does not have a common pool of 
free secondary storage space. This separation of space on different devices is necessary to allow 
easy unmounting of a device. 

4.3. Other system functloDS 

There are some other things that the system does for the user-a little accounting, a little 
tracing/debugging, and a little access protection. Most of these things are not very well 
developed because our use of the system in computing science research does not need them. 
There are some features that are missed in some applications. for example. better inter-process 
communication. 

The UNIX kernel is an I/O multiplexer more than a complete operating system. This is as 
it should be. Because of this outlook. many features are found in most other operating iYStems 
that are missing from the L'NIX kernel. For example, the L ~IX kernel aoes not suppon file 
l"eSS methods. file disposition, file formats, file maximum size. spooling. command language, 
10glC;'U records. p!l\'sic:al rec:)rcis. assignment of logical file names. 10SIcai tHe names, more ~han 
one character Sc:t •. :1:1 oper:.ltcr" s console. an operator. log-in. or iog-cut. Many of these things 
are symplOm5 rather ~han fe:llures. Many of these things ilre Implemented in user software 
using the ke:or.el as a tool. A good example of this is the command ~anguage. S Each user may 
have 'lis o .... 'r, comm:mQ j~nguage. Maintenance of suc:, code IS 3S ~:a.sy as maintaining user 



- 10 -

code. The idea of implementing "system" code with general user primitives comes directly 
from MUL TICS. 6 
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ABSTRACT 

The UNIXt File System Check Program USck) is an interactive file system check and 
repair program. Fsck uses the redundant structural information in the UNIX file sys
tem to perform several consistency checks. If an inconsistency is detected. it is 
reported to the operator. who may elect to fix or ignore each inconsistency. These 
inconsistencies result from the permanent interruption of the file system updates. 
which are performed every time a file is modified. Fsd, is frequently able to repair 
corrupted file systems using procedures based upon the order in which UNIX honors 
these file system update requests. 

The purpose of this document is to describe the normal updating of the tile system. 
to discuss the possible causes of file system corruption. and to present the corrective 
actions implemented bY./kk. Both the program and the interaction between the pro
gram and the operator are described. 

1. I~TRODl'CTIO~ 

When a UNIX operating system is brought uP. a consistency check of the file systems should 
always be performed. This precautionary measure helps to insure a reliable environment for 
file storage on disk. If an inconsistency is discovered. corrective action must be taken. l'io 
changes are made to any file system by.lsd, without prio~ operator approval. -

The purpose of this memo is to dispel the mystique surrounding file system inconsistencies. It 
first describes the updating of the file system Cthe calm before the storm) and then describes 
file system corruption Cthe storm>. Finally. the set of. heuristically sound corrective actions 
used bY.lSt'k (the Coast Guard to the rescue) is presented. 

2. l:PDATE OF THE FILE SYSTEM 

Every working day hundreds of files are created. modified. and removed. Every time a file is 
modified. the UNIX operating system performs a series of file system updates. These updates. 
when written on disk. yield a consistent file system. To understand what happens in the event 
of a permanent interruption in this sequence. it is important to understand the order in which 
the update requests were probably being honored. Knowing which pieces of information were 
probably written to the file system first. heuristic procedures can be developed to repair a cor
rupted file system. 

There are five types of file system updates. These involve the super-block. inodes. indirect 
blocks. data blocks (directories and files). and free-list blocks. 

2.1 Super-Block 

The super-block contains information about the size of the fife system. the size of the inode 
list. part of the free-block list. the 'count of free blocks. the count of free inodes. and part of 
the free-inode list. 

The super-block of a mounted tile system (the root file system is always mounted) is written to 
the tile system whenever the file system is unmounted or a SYl1C command is issued. 

t L'~IX is a Trademark of Bell Telephone Laboralories. 
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2.2 Inodes 

An inode contains information about the type of inode (directory. data. or special). the number 
of directory entries linked to the inode. the list of blocks claimed by the inode. and the size of 
the inode. 

An inode is written to the file system upon closure 1 of the file associated with the inode. 

2.3 Indirect Blocks 

There are three types of indirect blocks: single-indirect. double-indirect and triple-indirect. A 
single-indirect block contains a list of some of the block numbers claimed by an inode. Each 
one of the 128 entries in an indirect block is a data-block number. A double-indirect block 
contains a list of single-indirect block numbers. A triple-indirect block contains a list of 
double-indirect block numbers. 

Indirect blocks are written to the file system whenever they have been modified and released; 
by the operating system. 

2..& Data Blocks 
, 

A data block may contain file information or directory entries. Each directory entry consists of 
a file name and an inode number. 

Data blocks are written to the file system whenever they have been modified and released by 
the operating system. 

2.S First Free-List Block 

The super-block contains the first free-list block. The free-list blocks are a list of all blocks that 
are not allocated to the super-block. inodes. indirect blocks. or data blocks. Each free-list block 
contains a count of the number of entries in this free-list block. a pointer to the next free-list 
block. and a partial list of free blocks in the file ,system. 

Free-list blocks are written to the file system whenever they have been modified and released 
by the operating system. 

3. CORRliPTIO~ OF THE FILE SYSTDI 

A file system can become corrupted in a variety of ways. The most common of these ways are 
improper shutdown procedures and hardware failures. 

3.1 Improper System Shutdown and Startup 

File systems may become corrupted when proper shutdown procedures are not observed. e.g .. 
forgetting to sync the system prior to halting the CPU. physically write-protecting a mounted 
file system. or taking a mounted file system off-line. 

File systems may become further corrupted if proper startup procedures are not observed. e.g .. 
not checking a file system fat inconsistencies. and not repairing inconsistencies. Allowing a 
corrupted file system to be used (and. thus. to be modified further) can be disastrous. 

3.2 Hardware Failure 

Any piece of hardware can fail at any time. Failures can be as subtle as a bad block on a disk 
pack. or as blatant as a non-functional disk-controller. 

4. DETECTIO~ A:--ID CORRECTIO~ OF CORRt.:PTIO'll 

A quiescent) file system may be checked for structural integrity by performing consistency 

J. All in core blocks are also written to the tile s)slem upon issue or a sm, s)slem c:llI. 

2. ~1ore precisely. the) are queued for eventual writing. Physical 1/0 IS deferred 'JnlJl the buffer IS needed h~ t '1\ 
or :1 S\'II" command is Issued. 

J I.e .. unmounted dnd not being written on. 
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checks on the redundant data intrinsic to a file system. The redundant data is either read from 
the file system or computed from other known values. A quiescent state is important during 
the checking of a file system because of the multi-pass nature of the .lsd, program. 

When an inconsistency is discovered .Ikk reports the inconsistency for the operator to chose ,I 

corrective action. 

Discussed in this section are how to discover inconsistencies and possible corrective actions for 
the super-block. the inodes. the indirect blocks. the data blocks containing directory entries. 
and the free-list blocks. These corrective actions can be performed interactively by the .I~'" 
command under control of the operator. 

4.1 Super-Block 

One of the most common corrupted items is the super-block. The super-block is prone to corr
uption because every change to the file system's blocks or inodes modifies the super-block. 

The super-block and its associated parts are most often corrupted when the computer is halted 
and the last command involving output to the file system was not a S.l'IIC command. 

The super-block can be checked for inconsistencies involving file-system size. inode-list size. 
free-block list. free-block count. and the free-inode count. 

4.1.1 File-System Si:e aml/noc/e-Llst Si:e. The file-system size must be larger than the number 
of blocks used by the super-block and the number of blocks used by the list of inodes. The 
number of inodes must be less than 65.535. The file-system size and inode-list size are critic~ll 
pieces of information to the .Isck program. While there is no way to actually check these sizes . 
.ls("k can check for them being within reasonable bounds. All other checks of the file system 
depend on the correctness of these sizes. 

4.1.2 Free-Bln"k List. The free-block list starts in the super-block and continues through the 
free-list blocks of the file system. Each free-list block can be checked for a list count out of 
range. for block numbers out of range. and for blocks already allocated within the file system. 
A check is made to see that all the blocks in the file system were found. 

The first free-block list is in the super-block. Fs("k checks the list count for a value of less th.m 
zero or greater than fifty. It also checks each block number for a value of less than the tirst 
data block in the file system or greater than the last block in the file system. Then it compares 
each block number to a list of already allocated blocks. If the free-list block pointer is non
zero, the next free-list block is read in and the process is repeated. 

When all the blocks have been accounted for. a check is made to see if the number of blocks 
used by the free-block list plus the number of blocks claimed by the in odes equals the total 
number of blocks in the file system. 

If anything is wrong with the free-block list. then .lsL"k may rebuild it. excluding all blocks in the 
list of allocated blocks. 

4.1.3 Free-Blnck Cn"III. The super-block contains a count of the total number of free blocks 
within the tile system. Fsek compares this count to the number of blocks it found free within 
the file system. If they don't agree. then .lkk may replace the count in the super-block by the 
actual free-block count. 

4.1.4 Free-/nndC' COUIII. The super-block contains a count of the total number of free inodes 
within the file system. Fsek compares this count to the number of inodes it found free within 
the file system. If they don't agree. then .Isck may replace the count in the super-block by the 
actual free-inode count. 

4.2 Inodes 

An individual inode is not as likely to be corrupted as the super-block. However, because of 
the great number of active in odes. there is almost as likely a chance for corruption in the inode 
list as in the super-block: 

---------- -------- ------------
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The list of inodes is checked sequentially starting with inode (there is no inode 0) and going 
to the last inode in the file system. Each inode can be checked for inconsistencies involving 
format and type. link count, duplicate blocks. bad blocks. and inode size. 

4.2.1 Format alld Type. Each inode contains a mode word. This mode word describes the type 
and state of the inode. Inodes may be one of four types: regular inode. directory inode. special 
block inode. and special character inode. If an inode is not one of these types. then the inode 
has an illegal type. Inodes may be found in one of three states: unallocated. allocated. and nei· 
ther unallocated nor allocated. This last state indicates an incorrectly formatted inode. An 
inode can get in this state if bad data is written into the inode list through. for example. a 
hardware failure. The only possible corrective action is for ./sd; is to clear the inode. 

4.2.2 Llllk COl/III. Contained in each inode is a count of the total number of directory entries 
linked to the inode. 

Fsck verifies the link count of each inode by traversing down the total directory structure. start
ing from the root directory. calculating an actual link count for each inode. 

If the stored link count is non-zero and the actual link count is zero. it means that no 'directory 
entry appears for the inode. If the stored and actual link counts are non-zero and unequal. a 
directory entry may have been added or removed without the inode being updated. 

If the stored link count is non-zero and the actual link count is zero • ./s,",,:. may link the discon
nected file to the /nst+,/ol/Ild directory. If the stored and actual link counts are non-zero and 
unequal • ./s('l\ may replace the stored link count by the actual link count. 

4.2.3 Dup/icol£' Blo(.·ks. Contained in each inode is a list or pointers to lists (indirect blocks) of 
. all the blocks claimed by the inode. 

Fsck compares each block number claimed by an inode to a list of already allocated blocks. If a 
block number is already claimed by another inode. the block number is added to a list of dupli· 
cate blocks. Otherwise. the list of allocated blocks is updated to include the block ·number. If 
there are any duplicate blocks • ./s(.·" will make a partial second pass of the inode list to find the 
inode of the duplicated block. because without examining the files associated with these inodes 
for correct content. there is not enough information available to decide which inode is cor· 
rupted and should be cleared. Most times. the inode with the earliest modif~' time is incorrect. 
and should be cleared. 

This condition can occur by using a file system with blocks claimed by both the free-block list 
and by other parts of the file system. 

If there is a large number of duplicate blocks in an inode. this may be due to an indirect block 
not being written to the file system. 

Fsck will prompt the operator to clear both inodes. 

4.2.4 Bad Blocks. Contained in each inode is a list or pointer to lists of all the blocks claimed 
by the inode. 

Fsck checks each block number claimed by an inode for a value lower than that of the first data 
block. or greater than the last block in the file system. If the block number is outside this 
range. the block number is a bad block number. 

If there is a large number of bad blocks in an inode, this may be due to an indirect block not 
being written to the file system. 

Fsck will prompt the operator to clear both inodes. 

4.2.5 Si:l? Checks. Each inode contains a thirty-two bit (four-byte) size field. This size indi
cates the number of characters in the file associated with the inode. This size can be checked 
for inconsistencies. e.g .. directory sizes that are not a multiple of sixteen characters. or the 
number of blocks actually used not matching that indicated by the inode size. 
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A directory inode within the UNIX file system has the directory bit on in the inode mode word. 
The directory size must be a multiple of sixteen because a directory entry contains sixteen hytes 
of information (two bytes for the inode number and fourteen bytes for the file or director~ 
name). 

Fsck will warn of such directory misalignment. This is only a warning because not enough 
information can be gathered to correct the misalignment. 

A rough check of the consistency of the size field of an inode can be performed by computing 
from the size field the number of blocks that should be associated with the inode and comp<lr
ing it to the actual number of blocks claimed by the inode. 

F!>('J.. calculates the number of blocks that there should be in an inode by dividing the number 
of characters in a inode by the number of characters per block (512) and rounding up. F~(" 
adds one block for each indirect block associated with the inode. If the actual number of blocks 
does not match the computed number of blocks. jsck will warn of a possible file-size error. 
This is only a warning because l'r\IX does not fill in blocks in files created in random order. 

"_3 Indirect Blocks 

Indirect blocks are owned by an inode. Therefore. inconsistencies 'in indirect blocks directly 
affect the inode that owns it. 

Inconsistencies that can be checked are blocks already claimed by another inode and block 
numbers outside the range of the file system. 

For a discussion of detection and correction of the inconsistencies associated with indirect 
blocks. apply iteratively Sections 4.2.3 and 4.2.4 to each level of indirect blocks. 

4.4 Data Blocks 

The two types of data blocks are plain data blocks and directory data blocks. Plain data blocks 
contain the information stored in a file. Directory data blocks contain directory entries. F~,J.. 
does not attempt to check the validity of the contents of a plain data block. 

Each directory data block can be checked for inconsistencies involving directory inode numbers 
pointing to unallocated inodes. directory inode numbers greater than the number of inodes in 
the file system. incorrect directory inode numbers for"." and .... ". and directories which are 
disconnected from the file system. 

If a directory entry inode number points to an unallocated inode. then jkk may remove that 
directory entry. This condition probably occurred because the data blocks containing the direc
tory entries were modified and written to the file system while the inode was not yet written 
out. 

If a directory entry inode number is pointing beyond the end of the inode list. lsL'k may remove 
that directory entry. This condition occurs if bad data is wrillen into a directory data block. 

The directory inode number entry for"." should be the first entry in the directory data block. 
Its value should be equal to the inode number for the directory data block. 

The directory inode number entry for .... " should be the second entry in the directory datu 
block. Its value should be equal to the inode number for the parent of the directory entry (or 
the inode number of the directory data block if the directory is the roOl directory). 

If the directory inode numbers are incorrect • .Ikk may replace them by the correct values. 

FS('k checks the general connectivity of the file system. If directories are found not to be linked 
into the file system • .Ikk will link the directory back into the file system in the lost +/(l/Illd direc
tory. This condition can be caused by inodes being written to the file system with the 
corresponding directory data blocks not being written to the file system. 
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-4,:> Free-List Blocks 

Free-list blocks are owned by the super-block. Therefore. inconsistencies in free-list blocks 
directly affect the super-block. 

Inconsistencies that can be checked are a list count outside of range, block numbers outside of 
range, and blocks already associated with the tile system. 

For a discussion of detection and correction of the inconsistencies associated with free-list 
blocks see Section ~. 1.2. 
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Appendix-FSCK ERROR CO"'DITIO~S 

1. CO~\'E~TIO~S 

FSL'k is a multi-pass file system check program. Each file system pass invokes a different Phase 
of the .Isck program. After the initial setup. Ikk performs successive Phases over each file sys
tem. checking blocks and sizes. path-names. connectivity. reference counts. and the free-block 
list (possibly rebuilding it). and performs some cleanup. 

When an inconsistency is detected . .IkJ.. reports the error condition to the operator. If a 
response is required • . ISck prints a prompt message and waits for a response. This appendix 
explains the meaning of each error condition. the possible responses. and the related error con
ditions. 

The error conditions are organized by the Phase of the IkJ.. program in which they can occur. 
The error conditions that may occur in more than one Phase will be discussed in initialization. 

2. 1~ITIALIZATIO'\o,j 

Before a file system check can be performed. certain tables have to be set up and certain files 
opened. This section concerns itself with the opening of files and the initialization of tables. 
This section lists error conditions resulting from command line options. memor) requests. 
opening of files. status of files. file system size checks. and creation of the scratch file. 

C option? 

C is not a legal option to .ISL'J.. ... legal options are -yo -no -so -So and -I. F~,·J.. terminates on 
this error condition. See the .Isck( 1 M) manual entry for further detail. 

Bad -I option 

The -t option is not followed by a file name. Fsrk terminates on this error condition. See the 
.Ikk( 1 M) manual entry for further detail. 

Invalid -s al'1lumenl. defaults assumed 

The -s option is not suffixed by 3. 4. or blocks-per-cylinder:blocks-to-skip. F!)("J.. assumes il 

default value of 400 blocks-per-cylinder and 9 blocks-to-skip. See the .Isdd 1 M) manual entry 
for more details. 

Incompatible options: -n and -s 

It is not possible to salvage the free-block list without modifying the file s}·stem. Fs,·J.. ter
minates on this error condition. See the .Isrk( 1 M) manual entry for further detail. 

Can', get memory 

Fsck's request for memory for its virtual memory tables failed. This should never happen. 
Fsck terminates on this error condition. See a guru. 

Can't open checklist file: F 

.The default file system checklist file F (usually /eldchecklisl) can not be opened for reading. 
Fsck terminates on this error condition. Check access modes of F. 

Can't stat root 

Fsck's request for statistics about the root directory "/" failed. This should never happen. 
Fsck terminates on this error condition. See a guru. 
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Can'l 'ilal F 

F!:.l'/.,·s request for statistics about the tile system F failed. It ignores this file system and contin
ues checking the next file system given. Check access modes of F. 

F is not a block or character de\'ice 

You have gi ... en ./sd a regular file name by mist·ake. It ignores this file system and continues 
checking the next tile system given. Check tile type of F. 

Can't opl'n F 

The tile system F can not be opened for reading. It ignores this file system and continues 
checking the next tile system given. Check access modes of F. 

Sizl' cht.'ck: rsize X isize Y 

More blocks are used for the inode list Y than there are blocks in the tile system X. or there 
are more than 65.535 inodes in the tile system. It ignores this tile system and continues check
ing the next file system given. See Section 4.1.1. 

Can'l creal~ F 

FseJ...·s request to create a scratch tile F failed. It ignores this tile system and continues checking 
the next tile system given. Check access modes of F. 

CA'\ "IiOT SEEK: BLK B (CO'l;T1"1iLE) 

FSL·J...··S request for moving to a specified block number B in the tile system failed. This should 
never happen. See a guru. 

Possible responses to the CO~TI~CE prompt are: 

YES attempt to continue to run the file system check. Often. however the problem will 
persist. This error condition will not allow a complete check of the tile s}stem. A 
second run of ISL'A should be made to re-check this file system. If the block was Pllrt 
of the virtual memory buffer cache. fsck WIll terminate with the message "Fatal 1/0 
error". 

~O terminate the program. 

CA'I; "IiOT READ: BLK B (CO"liT)"IiLE) 

FscA's request for reading a specified block number B in the file system failed. This should 
never happen. See a guru. 

Possible responses to the CONTINLiE prompt are: 

YES attempt to continue to run the file system check. Often. however. the problem will 
persist. This error condition will not allow a complete check of the tile system. A 
second run of Iscl.. should be made to re-check this tile system. If the block ""as part 
of the virtual memory buffer cache. 1~·l'J... will terminate with the message "FJtal 1/0 
error" . 

~O terminate the program. 
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CA~ ~OT WRITE: BLK B tCO'\TI'\l E) 

Fsd .. 's request for writing a specified block number B in the file system failed. The disk is 
write-protected. See a guru. 

Possible responses to the COl\Tll'UE prompt are: 

YES attempt to continue to run the tile system check. Often. however. the problem v. ill 
persist. This error condition will not allow a complete check of the tile system. A 
second run of./sd .. should be made 10 re-check this tile system. If the block v.a!'> pml 
of the virtual memory buffer cache. Isd .. will terminate with the message "Fatal I/O 
error" . 

NO terminate the program. 

3. PHASE 1: CHECK B1.0CKS A'\D SIZES 

This phase concerns itself with the inode list. This section lists error conditions resulting from 
checking inode types. selling up the zero-link-count table. examining inode block numbers for 
bad or duplicate blocks, checking inode size. and checking inode format. 

l!~K~OW~ FILE TYPE 1=1 /CLEAR) 

The mode word of the inode 1 indicates that the inode is not a special character inode. special 
character inode, regular inode. or directory inode. See Section 4.2.1. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode 1 by zeroing its contents. This will always invoke the L:~ALL()
CATED error condition in Phase 2 for each directory entry pointing to this inodc. 

NO ignore this error condition. 

LI~K COl"~T TABLE OVERFLOW (CO~TI~l"E) 

An internal table for ./kk containing allocated inodes with a link count of zero has no more 
room. Recompile .Ikk with a larger value of MAXLl'C~T. 

Possible responses to the COl'TINL:E prompt are: 

YES continue with the program. This error condition will not allow a complete check of 
the file system. A second run of /kA should be made to re-check this tile system. 
If another allocated inode with a zero link count is found. this error condition is 
repeated. 

NO terminate the program. 

B BAD 1=1 

Inode 1 contains block number B with a number lower than the number of the first data block 
in the file system or greater than the number of the last block in the file system. This error 
condition may invoke the EXCESSIVE BAD BLKS error condition in Phase I if inode I has 
too many block numbers outside the file system range. This error condition will always invoke 
the BAD/DUP error condition in Phase 2 and Phase 4. See Section 4.2.4. 



10 FSCK 

EXCESSIVE BAD BLI~S I =1 (CO~TI'IL'E) 

There is more than a tolerable number (usually 10) of blocks with a number lower than the 
number of the first data block in the lile system or greater than the number of last block in the 
file system associated with inode I. See Section 4.2.4. 

Possible responses to the CONTINl:E prompt are: 

YES ignore the rest of the blocks in this inode and continue checking with the next inode 
in the file system. This error condition will not allow a complete check of the lile 
system. A second run of./sd .. should be made to re-check this lile system. 

1'0 terminate the program. 

B DLJP I.-I 

Inode I contains block number B which is already claimed by another inode. This error condi
tion may invoke the EXCESSIVE DUP BLKS error condition in Phase I if inode I has too 
many block numbers claimed by other inodes. This error condition will always invoke Phase 1 b 
and the BAD/DCP error condition in Phase 2 and Phase 4. See Section 4.2.3. 

EXCESSIVE DUP BLKS I=-I (CO'lTl'OlE) 

There is more than a tolerable number (usually 10) of blocks claimed by other inodes. See 
Section 4.2.3. 

Possible responses to the CONTINUE prompt are:' 

YES ignore the rest of the blocks in this inode and continue checking with the next inode 
in the file system. This error condition will not allow a complete check of the tile 
system. A second run of ./kk. should be made to re-check this tile system. 

NO terminate the program. 

Dl'P TABLE OVERFLOW (CO~TI'Ol E) 

An internal table in ./sd. containing duplicate block numbers has no more room. Recompile 
/kk. with a larger value of DUPTBLSIZE. 

Possible responses to the CONTINlJE prompt are: 

YES continue with the program. This error condition will not allow a complete check of 
the tile system. A second run of ./kJ.. should be made to re-check this tile system. 
If another duplicate block is found. this error condition will repeal. 

NO terminate the program. 

POSSIBLE FILE SIZE ERROR 1=1 

The inode I size does not match the actual number of blocks used by the inode. This is only a 
warning. See Section 4.2.5. 

DIRECTORY :\t1SALlG~ED 1=1 

The size of a directory inode is nOI a multiple of the size of a directory entry (usually 16). This 
is only a warning. See Section 4.2.5. 

PARTIALLY ALLOCATED I:"IIODE 1=1 (CLEAR) 

Inode I is neither allocated nor unallocated. See Section 4.2.1. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode I by zeroing its contents. 
l'IO ignore this error condition. 



FseK 11 

4. PHASE IB: RESCA~ FOR YlORE Dl'PS 

When a duplicate block is found in the file system. the file system is rescanned to nnd the 
inode which previously claimed that block. This section lists the error condition when the 
duplicate block is found. 

B·Dl:P I-I 

Inode I contains block number B which is already claimed by another inode. This error condi
tion will always invoke the BAD/DUP error condition in Phase 2. You can determine which 
inodes have overlapping blocks b~' examining this error condition and the DLJP error condition 
in Phase I. See Section 4.2.3. 

S. PHASE 2: CHECK PATH-~AMES 

This phase concerns itself with removing directory entries pointing to error conditioned inodes 
from Phase I and Phase 1 b. This section lists error conditions resulting from root inode mode 
and status. directory inode pointers in range. and directory entries pointing to bad inodes. 

ROOT INODE U~ALLOCATED. TER!\1I~ATI~G. 

The root inode (usually inode number 2) has no allocate mode bits. This should never happen. 
The program will terminate. See Section 4.2.1. 

ROOT I~ODE ~OT DIRECTORY (FIX) 

The root inode (usually inode number 2) is not directory inode type. See Section 4.2.1. 

Possible responses to the FIX prompt are: 

YES replace the root inode's type to be a directory. If the root inode's data blocks are 
not directory blocks. a VERY large number of error conditions will be produced. 

NO terminate the program. 

DUPS/BAD I~ ROOT I~ODE (CO~TI~UE) 

Phase 1 or Phase 1 b have found duplicate blocks or bad blocks in the root inode (usually inode 
number 2) for the file system. See Section 4.2.3 and 4.2.4. 

Possible responses to the CONTINUE prompt are: 

YES ignore the DUPS/BAD error condition in the root inode and attempt to continue to 
run the file system check. Jf the root inode is not correct, then this may result in i.I 

Jarge number of other error conditions. 
NO terminate the program. 

lOUT OF RANGE I-I NAME-F (REMOVE) 

A directory entry F has an inode number I which is greater than the end of the inode list. See 
Section 4.4. 

Possible responses to the REMOVE prompt are: 

YES the directory entry F is removed. 
NO ignore this error condition. 
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L'IALLOCATEO 1=1 OW:'IIER=O ~OOE=M SIZE=S :\-ITIME=T :'IIA:\IE=F (RE\10VE) 

A directory entry r has an inode 1 without allocate mode bits. The owner O. mode :\'1. size S. 
modify time T. and file name F are printed. See Section 4.4. 

Possible responses to the RE~10VE prompt are: 

YES the directory entry r is removed. 
~O ignore this error condition. 

OlP/BAO 1=1 OW'Io;ER=O :\100E-M SIZE=S MTIME=T OIR=F (RD10VE) 

Phase I or Phase ) b have found duplicate blocks or bad blocks associated with directory entry 
F. directory inode I. The owner O. mode ~1. size S. modify time T. and directory name Fare 
printed. See Section 4.2.3 and 4.2.4. 

I 

Possible responses to the REMOVE prompt are: 

YES the directory entry F is removed. 
~O ignore this error condition. 

OtP/BAO 1=1 OW'Io;ER=O \100E-:\1 SIZE=S \ITl!'.IE=T FILE=F (RD10VE) 

Phase 1 or Phase 1 b have round duplicate blocks or bad blocks associated with directory entry 
F. inode I. The owner O. mode ~1. size S. modify time T. and file name F are printed. See 
Section 4.2.3 and 4.2.4. 

Possible responses to the REMOVE prompt are: 

YES the directory entry F is removed. 
!'O . ignore this error condition. 

6. PHASE 3: CHECK CO'l'lECTIVITY 

This phase concerns itself with the directory connectivity seen in Phase 2. This section lists 
error conditions resulting from unreferenced directories. and missing or full IOSI +/Ill/llc/ direc
tories. 

l'lo;REF OIR 1=1 OW'\ER=O :\-100E=\1 SIZE=S :\ITl:\-IE=T (RECO:'ll'iECT) 

The directory inode I was not connected to a directory entry when the file system was 
traversed. The owner O. mode \1. size S. and modify time T of directOry inode I are printed. 
See Section 4.4 and 4.2.2. 

Possible responses to the RECONNECT prompt are: 

YES reconnect directory inode I to the file system in the directory for lost files (usually 
IOSI + /fwmf). This may invoke the lost +/illiI/{1 error condition in Phase 3 if there are 
problems connecting directory inode I to InSI +/nllllc/. This may also invoke the 
CONNECTED error condition in Phase 3 if the link was successful. 

~O ignore this error condition. This will always invoke the C'NREF error condition in 
Phase 4. 

SORRY. '10;0 losc+found DIRECTORY 

There is no lost +{OIlI1J directory in the root directory of the tile system~ ./St'k ignores the 
request to link a directory in IOST+./illllld. This will always invoke the L'NREF error condition in 
Phase 4. Check access modes of lost +./illllld. See tkk(I M) manual entry for further detail. 
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SORRY. ~O SPACE I~ lost+found DIRECTORY 

There is no space to add another entry to the 10sl+/0//1Ic! directory in the root directory of the 
file system; .Ikk ignores t he request to link a directory in losl +.Io//I/{I. This will always invoke 
the UNREF error condition in Phase 4. Clean out unnecessary entries in losl+/II//lld or make 
losl +.Iolll1d larger. See fsck( 1M) manual entry for further detail. 

DlR 1=11 CO~~ECTED. PARE~T WAS 1=12 

This is an advisory message indicating a directory inode 11 was successfully connected to th~ 
10sl+.Ioulld directory. The parent inode 12 of the directory inode 11 is replaced by the inoue 
number of the 10sl+/olllld directory. See Section 4.4 and 4.2.2. 

7. PHASE 4: CHECK REFERE'ICE COL~TS 

This phase concerns itself with the link count information seen in Phase 2 and Phase 3. This 
section lists error conditions resulting from unreferenced files. missing or full losl+/(}//I/t/ dire.:
tory. incorrect link counts for files. directories. or special files. unreferenced files and direc
tories. bad and duplicate blocks in tiles and directories. and incorrect total free-inode counts. 

U~REF FILE 1-1 OW'IER=O MODE=M SIZE-S 1'1TIME=T (RECO'l~ECT) 

Inode 1 was not connected to a directory entry when the file system was traversed. The owner 
O. mode M. size S. and modify time T of inode I are printed. See Section 4.2.2. 

Possible responses to the RECONNECT prompt are: 

YES reconnect inode 1 to the tile system in the directory for lost tiles (usuall~ 
10sl+,/oulld>. This may invoke the losl+/olllld error condition in Phase 4 if there are 
problems connecting inode I to 10SI +/illllld. 

NO ignore this error condition. This' will always invoke the CLEAR error condition in 
Phase 4. 

SORRY. ~O lost+found DIRECTORY 

There is no 10sl+.Iolllld directory in the root directory of the file system: .Isd. ignores the 
request to link a file in ·/osl+.Iol1l1d. This will always invoke the CLEAR error condition in 
Phase 4. Check access modes of /OSI +./0111/(1. 

SORRY. NO SPACE I~ lost+found DIRECTORY 

There is no space to add another entry to the 10sl+./illllld directory in the root directory of the 
file system: .Isek ignores the request to link a file in lOST +./0/111(1. This will always invoke the 
CLEAR error condition in Phase 4. Check size and contents of 1051 +,/olilld. 

(CLEAR) 

The inode mentioned in the immediately previous error condition can not be reconnected. See 
Section 4.2.2. 

Possible responses to the CLEAR prompt are: 

YES de-allocate the inode mentioned in the immediately previous error condition by 
zeroing its contents. . 

NO ignore this error condition. 
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L1~1\ COl~T FILE 1=1 OW'JER=O \100E"'\1 SIZE=S \ITIME=T COL ~T=X SHOll.O 
BE Y (AOJlST) 

The link count for inode I which is a tile. is X but should be Y. The owner O. mode \1. size 
S. and modify time T are printed. See Section 4.2.2. 

Possible responses to the ADJUST prompt are: 

YES replace the link count of file inode I with Y. 
~O ignore this error condition. 

L1~1\ COl"~T OIR I-I OW~ER=O :\100£='1 SIZE=S :\ITIME=T COl"~T=X SHOll.O 
BE Y (AOJtST> 

The link count for inode I which is a directory. is X but should be Y. The owner O. mode \1. 
size S. and modify time T of directory inode I are printed. See Section 4.2.2. 

Possible responses to the ADJUST prompt are: 

YES replace the link count of directory inode I with Y. 
NO ignore this error condition. 

LI~I\ COl"'1T F 1=1 OW'IER-O :\o100E=:\I SIZE==S MTI\IE=T COl"~T==X SHOl to HE 
Y I.\OJl"ST) 

The link count for F inode I is X but should be Y. The name F. owner O. mode \'1. size S. 
:md mOdify time T are printed. See Section 4.2.2. 

Possible responses to the ADJUST prompt are: 

YES replace the link count of inode I with Y. 
~O ignore this error condition. 

l ~REF FILE 1=1 OW~ER-O MOOE=\. SIZE=S :\1TI\.E=T (CLEAR) 

Inode I which is a tile. was not connected to a directory entry when the file system was 
traversed. The owner O. mode M. size S. and modify time T of inode J are printed. See Sec
tion 4.2.~ and 4.4. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode J by zeroing its contents. 
~O ignore this error condition. 

l'lREF DlR 1=1 OW'IER=O \100E=:\01 SIZE-S \ITIME=T (CLEAR) 

Inode J which is a directory. was not connected to a directory entry when the tile system was 
traversed. The owner O. mode M. size S. and modify time T of inode J are printed. See Sec
tion 4.2.2 and 4.4. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode J by zeroing its contents. 
1\0 ignore this error condition. 
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BAD/Dl'P F]LE ]=1 OW:'IiER==O MODE-M S]ZE=S MTIME=T (('LEAR) 

Phase 1 or Phase 1 b have found duplicate blocks or bad blocks associated with file inode I. The 
owner O. mode M. size S. and modify time T of inode I are printed. See Section ·U.3 and 
4.2.4. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode I by zeroing its contents. 
NO ignore this error condition. 

BAD/Dl'P D]R 1=1 OW~ER=O MODE=:\t SIZE=S MT]\tE=T (('LEAR) 

Phase 1 or Phase 1 b have found duplicate blocks or bad blocks associated with directory inodc 
I. The owner O. mode M. size S. and modify time T of inode I are primed. See Section ·U.3 
and 4.2.4. 

Possible responses to the CLEAR prompt are: 

YES de-allocate inode 1 by zeroing its contents. 
NO ignore this error condition. 

FREE I~ODE COl''lT WRO'iG 1:'Ii SLPERBU\ (FIX) 

The actual count of the free inodes does not match the count in the super-block of the tile s) s
tem. See Section 4.1.4. 

Possible responses to the FIX prompt are: 

YES replace the count in the super-block by the actual count. 
NO ignore this error condition. 

8. PHASE 5: CHECK FREE LIST 

This phase concerns itself with the free-block list. This section lists error conditions resulting 
from bad blocks in the free-block list. bad free-blocks count. duplicate blocks in the free· block 
list. unused blocks from the file system not in the free-block list. and the total free-block count 
incorrect. 

EXCESSIVE BAD BLKS I~ FREE LIST (CO'iTI:'Ii l E) 

The free-block list contains more than a tolerable number (usually 10) of blocks with a value 
less than the first data block in the file system or greater than the last block in the tile s)5tem. 
See Section 4.1.2 and 4.2.4. 

Possible responses to the CONTINlJE prompt are: 

YES ignore the rest of the free-block list and continue the execution of lsd... This error 
condition will always invoke the BAD BLKS IN FREE LIST error condition in Phase 
5. 

NO terminate the program. 
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EXCESSIVE Dl'P BLKS I~ FREE LIST «,O"lTI'l E) 

The free-block list contains more than a tolerable number (usually 10) of blocks claimed by 
inodes or earlier parts of the free-block list. See Section 4.1.2 and 4.2.3. 

Possible responses to the CONTIl\jL'E prompt are: 

YES ignore the rest of the free-block list and continue the execution of Ise/... This error 
condition will always invoke the DtJP BlKS Il\j FREE LIST error condition in Phase 
5. 

NO terminate the program. 

BAD FREEBLK COl'~T 

The count of free blocks in a free-list block is greater than 50 or less than zero. This error con· 
dition will always invoke the BAD FREE LIST condition in Phase 5. See Section 4.1.2. 

X BAD BLKS I~ FREE LIST 

X blocks in the free-block list have a block number lower than the first data block in the file 
system or greater than the last block in the tile system. This error condition will always invoke 
the BAD FREE LIST condition in Phase 5. See Section 4.1.2 and 4.2.4. 

X DlP BLKS I~ FREE LIST 

X blocks claimed by inodes or earlier parts of the free-list block were found in the free-blol.:k 
list. This error condition will always invoke the BAD FREE LIST condition in Phase 5. Se~ 
Section 4.1.2 and 4.2.3. 

X BLK(S) ~lISSI~G 

X blocks unused by the tile system were not found in the free-block list. This error condition 
will always invoke the BAD FREE LIST condition in Phase 5. See Section 4.1.2. 

FREE BLK COl"T WRO'OG 1'1 Sl PERBLOCK (FIX) 

The actual count of free blocks does not match the count in the super-block of the tile system. 
See Section 4.1.3. 

Possible responses to the FIX prompt are: 

YES replace the count in the super-block by the actual count. 
NO ignore this error condition. 

BAD FREE LIST (SALVAGE) 

Phase 5 has found bad blocks in the free-block list. duplicate blocks in the free-block list. or 
blocks missing from the file system. See Section 4.1.2. 4.2.3. and 4.2.4. 

Possible responses to the SALVAGE prompt are: 

YES replace the actual free-block list with a new free-block list. The new free-block li:,t 
will be ordered to reduce time spent by the disk waiting for the disk to rotate into 
position. 

NO ignore this error condition. 
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9. PHASE 6: SAL\' AGE FREE LIST 

This phase concerns itself with the free-block list reconstruction. This section lists error condi
tions resulting from the blocks-to-skip and blocks-per-cylinder values. 

Default free-block list spacing assumed 

This is an advisory message indicating the blocks-to-skip is greater than the blocks-per-cylinder. 
the blocks-to-skip is less than one. the blocks-per-cylinder is less than one. or the blocks-per
cylinder is greater than 500. The default values of 9 blocks-to-skip and 400 blocks-per-cylinder 
are used. See the ,Isd.;/ 1M) manual entry for further detail. 

10. CLEA~rp 

Once a file system has been checked. a few cleanup functions are performed. This section lists 
advisory messages about the file system and modify status of the file system. 

X files Y blocks Z free 

This is an advisory message indicating that the file system checked contained X files using Y 
blocks leaving Z blocks free in the file system . 

••••• BOOT U~IX (~O SY"C) ••••• 

This is an advisory message indicating that a mounted file system or the root file system has 
been modified by ./s",.;: If Ul'lX is not rebooted immediately, the work done by ./S('/... may be 
undone by the in-core copies of tables UNIX keeps . 

••••• FILE SYSTEM WAS MODIFIED ••••• 

This is an advisory message indicating that the current file system was modified by./sc/\' If this 
file system is mounted or is the current root file system, ./sc/\ should be halted and Ul\IX 
rebooted. If UNIX is not rebooted immediately. the work done by./s('/\ may be undone by the 
in-core copies of tables UNIX keeps. 

May 1979 
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1~ITIALIZATIO'l 

INDEX OF MESSAGES 
(Alphabetically within each section) 

Bad -t O[ltlOIl , . , , , , 
<: O[ltlfln' , , , , , , , 
(' \:"- :'.(IT KE,\D BI K R ICO:'.TlM'EI 
C.-\:'. '(IT SH,"': Bl.K R ICO'TI:'.l'EI , 
('-\:-' :-'OT WRITE. BI K R ICO'TI:-'l'EI 

(,~n't ~et n1i:mor~ 

C~n't OJ1<:11 ~h~~J.,.h't rile: F 
(' In'~ (l[l~11 F 

( ~n'~ ~tat root 
F " not a hlol:k or ,haract~r device 
1",om[l:Jtihle flI'1I0n~: -n and -5 , 

111\.Jlid -~ argument. defaults assumed 
Sil~ ,heel..: f"lze X 1~lze Y 

PHASE I: CHECK BLOCKS A:'IiD SIZES 

R B,\D I-I , , . , , , , , , , 
R IH 1'1-1 "',"',' 
DIKf-.{·TOKY \1IS \II(;:-'ED I-I 
Dl P T ,\Bl E O\'EKFl.()W ICO' TI:"l'EI 
E\CLSSI\E B,\!) Bl.KS I-I fCO'TIM'EI 
[XC [SSI\ E I)l'P BLKS I-I ICO'T"lEI 
l.I:'.K (,Ol"T T·\BI E O\,ERFlOW f('O'TI:"l'EI 
P,\KTIAl.L'r ,-\l.l.OC\TED I'ODE I-I ICLE,-\RI 
P(lSSIBI [ FlU: SIZE ER KOR I-I ,,"', 
l',,,,,OW:" FIl E TYPE I-I ICLE,\RI , , , , 

PHASE I B: RESCA:'Ii FOR 'tORE Dl PS 

R Dl'P I-I , , 

PHASE 2: CHECK PATH-"IiA~ES 

Dl'P/B,\D I-I nW'ER-O \10DE-\! SIZE-S '.ITIME-T DIR-F IRE\IO\,EI 
Dl P/BAD I-I nW'ER-O \10DE-\1 SIZE-S \ITI\IE-T FILE-F IRE\10\'E1 
Dl'PS/B",!) 1:-' KnOT I'-ODE ICO!'TI'-l'EI 
I Ol'T OF K -\'(,E I-I :'.AME-F IRE\IO\'EI 
K(ltH I:'.ODI: 'nT DIRECTORY IFIX) 
KIlOT I'ODE l':-'ALLO(".-\TED TER\II'.-\T"C;, 
L ,,\l.UK \T1;D I-I OW,ER-O \IODE"" SIZE-S MTI\IE-T '-\\IE-F IKE\I()\,EI 

PHASE 3: CHECK CO~'ECTIYITY 

DIR I-II CO:-"ECTF.D, P-\RE,T w-\S 1-12 
SOKK'r, \0 SP,\(,E I'- !o .. l+found DIRECTORY 
SOKfn '(Iln .. t-tound DIRECTORY "',' 
l 'KEF DIK 1""1 nW:-'ER-O \IODE-\1 SIZE-S \lT1;\IE-T fRECO,'ECTI 

7 

., 

7 

10 

, ' , II 

I:! 
I ~ 
11 
I I 
II 
I I 
I: 
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PHASE 4: CHECK REFERE~CE COl'''nS 

BAD/DL'P DIR I-I OW~ER-O :-'fODE-\l SIZE-S \fTI:-'fE-T rnE.o\RI 1:-
BAD/DL'P FILE I-I OW~ER-O ~fODE-'1 SIZE-S MTI~IE-T 1('lE.·\RI I:' 
rCLEAR I . . . . . . . . . .. .,.... ............. I; 
FREE Ir-;ODE COl'!'T WRO~(i Ill- SL'PERBU, IFIXI .... , . . . . . . I:' 
1If'J( COL'JI'T DIR I-I OW~ER-O ~I()DF.-\I SIZE-S ~ITI~IE-T C()l'JI'T-X SIIOl'l () 81: \' IAnJl STI 1.1 
1If'J..: COl'!'l FILE I-I OW~ER-O :-'IODE-\I SIZ[-S :-'ITIME-T (,Ol'~T-X SIIOl'l.J) BI. 't' 1.\»Jl STI 1.1 
L/!'K COl'r-;T F I-I OW'ER-O t\1ODE-\1 SIZE-S \ITIMI:.-T (,()l'~T-X SIIOl'l () 81: 't IA»Jl S11 1.1 
SORRY f'O SP~CE 1:\ IO'I-found DIRECTORY ............ D 
SORR',,:\O IO!tI+found DIRF.CTORY .............. , .... , 13 
L'!'REF DIR I-I OW'ER-O ~IOI)E-\1 SI7.E-S ~ITI~fE-T IC'LE.\RI . . . . 1.1 
l'!'REF FILE I-I ()W~[R-O \lODl:.-\I SIZE-S MTI:-'I£:-T rC'I.f:ARI I .. 
L'!'REF FILE I-I OW~ER-O MODE-\I SIZf:.-S MTIME-T (RH'O~:,\H'TI I.; 

PHASE 5: CHECK FREE LIST 

BAD FREE LIST /SAl\'A(jEI , . , , , , , , , , , 
BAD FREEBLK cm'~T , , , . , , , , .. , . , . 
EXCESSIVE BAD BI."S I' FREE LIST IC():\TI1\l'EI 
EXCESSIVE Dl'P BLKS I~ FREE LIST (COf'TI~l'EI 
FREE BlK COl'l'T WR()~(i I~ Sl'PERBLOCK IFIXI 
X BAD BLKS 11'\ FREE LIST 
X BlKrSI MISSIMi . , , . , , , , . 
X Dl'P BlKS 11'\ FREE LIST , . , , , 

PHASE 6: SAL "AGE FREE LIST 

Defaull free-bloc!. lisl spacinl/- as~un1i!d 

CLEA'll'P 

••••• BOOT l'JI'IX /1'\() SYf'C' I ••••• 

••••• FILE SYSTEM WAS MODIFIED ••••• 
X tiles Y blocks Z free , , , , , , , , , . 
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III 
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The UNIX 1/0 System 

Dennis M. Ritchie 

Bell Laboratories 
Mumy Hill. New Jersey 07974 

This paper Jives an overview of the workings of the UNIXt VO system. It was written 
with an eye toward providing guidance to writers of device driver routines. and is oriented more 
toward describing the environment and nature of device drivers than the implementation of 
that part of the file system which deals with ordinary files. 

It is assumed that the reader has a good knowledge of the overall structure of the file sys
tem as discussed in the paper "The UNIX Time-sharing System." A more detailed discussion 
appears in "UNIX Implementation~" the current document restates parts of that one, but is 
still more detailed. It is most useful in conjunction with a copy of the system code. since it is 
basically an exegesis of that code. 

Device Classes 

There are two classes of device: block and chDraCl~r. The block interface is suitable for 
devices like disks, tapes, and DECtape which work. or can work. with addressible 512-byte 
blocks. Ordinary magnetic tape just barely fits in this category. since by use of forward and 
backward spacing any block can be read. even though blocks can be written only at the end of 
the tape. Block devices can at least potentially contain a mounted file system. The interface to 
block devices is very highly structured~ the drivers for these devices share a great many rou
tines as well as a 'pool of buffers. 

Character-type devices have a much more straightforward interface, although more work 
must be done by the driver itself. 

Devices of both types are named by a major and a minor device number. These numbers 
are lenerally stored as an integer with the minor device number in the low-order 8 bits and the 
major device number in the next-higher 8 bits~ macros major and minor are available to access 
these numbers. The major device number selects which driver will deal with the device; the 
minor device number is not used by tt,te rest of the system but is passed to the driver at 
appropriate times. Typically the minor number selects a subdevice attached to a Jiven con
troller. or one of several similar hardware interfaces. 

The major device numbers for block and character devices are used as indices in separate 
tables~ they both start at 0 and therefore overlap. 

Ove"iew of I/O 
The purpose of the o/Wn and Cmll system calls is to set up entries in three separate system 

tables. The first of these is the u ofi/~ table. which is stored in the system's per-process data 
area u. This table is indexed by the file descriptor returnee by the open or Cmll. and is accessed 
during a r~ad. wr;l~. or other operation on the open file. ,A.n entry contains only a pointer to the 
corresoonding entry of the fi/~ table. which is a per-system data!)ase. There is one entry in the 
Jii~ tabte for each Instance of ope" or cnal. This tahie ;s ~r·svstem because the same instance 
of an open file must be shared amonl the several oroc::sses willcn can r-.sult from foria after 
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the file is opened. A file table entry contains flags -which indicate whether the tile was open for 
reading or writing or is a pipe, and a count which is used to decide when all processes using the 
entry have terminated or closed the file (so the entry can be abandoned). There is also a 32-bit 
file offset which is used to indicate where in the file the next read or write will take place. 
Finally, there is a pointer to the entry for the file in the mode table, which contains a copy of 
the file's i-node. 

Certain open files can be designated "multiplexed" files, and several other flags apply to 
such channels. In such a case. instead of an oft"set, there is a pointer to an associated multiplex 
channel table. Multiplex channels will not be discussed here. 

An entry in the file table corresponds precisely to an instance of ope" or cnat: if the same 
file is opened several times. it will have several entries in this table. However, there is at most 
one entry in the ;"ode table for a given file. Also. a file may enter the ;"ode table not only 
because it is open. but also because it is the current directory of some process or because it is a 
special file containing a currently-mounted tile system. 

An entry in the ;"ode table differs somewhat from the corresponding i-node as stored on 
the disk; the modified and accessed times are not stored. and the entry is augmented by a flag 
word containing information about the entry, a count used to determine when it may be 
allowed to disappear, and the device and i-number whence the entry came. Also, the several 
block numbers that give addressing information for the file are expanded from the 3-byte, 
compressed format used on the disk to full /0", quantities. 

During the processing of an ope" or crear call for a special file, the system always calls the 
device's ope" routine to allow for any special processing required (rewinding a tape. turning on 
the data-terminal-ready lead of a modem. etc.). However. the close routine is called only when 
the last process closes a file. that is. when the i-node table entry is being deallocated. Thus it is 
not feasible for a device to maintain. or depend on. a count of its users. although it is quite 
possible to implement an exclusive-use device Which cannot be reopened until it has been 
closed. 

When a read or write takes place, the user's arguments and the file table entry are used to 
set up the variables u.u base. u.u cou"r. and u.u offset which respectively contain the (user) 
address of the UO target area. the-byte-count forthe transfer. and the current location in the 
file. If the file referred to is a character-type special file. the appropriate read or write routine is 
called; it is responsible for transferring data and updating the count and current location 
appropriately as discussed below. Otherwise. the current location is used to calculate a logical 
block number in the file. If the file is an ordinary fiJe the logical block number must be 
mapped (possibly using indirect blocks) to a physical block number. a block-type special file 
need not be mapped. This mapping is performed by the bmap routine. In any event. the 
resulting physical block number is used, as discussed below, to read or write the appropriate 
device. 

Character De,.ice Drivers 

The cdevsw table specifies the interfac:: routines present for character devices. Each dev
ice provides five routines: open. close. re:ld. write • .md special-function (to implement the iocrl 
system call). Any of these may be mIssing. If a callan the routine should be ignored. (e.g. 
ope" on non-exciusive devices that ;~uire no setup) the cdevsw entry can be given as nul/dev: if 
it shouid be considered an error. 'e.§. -III"!re'ln read-only jevices) nodev is used. For terminais. 
the cdevsw structure .uso contains J. pointer to the try structure associated with the terminal. 

The ope" routIne is called e:1ch time the tile is opened with the full device number as 
ar,;ument. The second lrgument :s 1 :1ag which is non-zero only if the device is to be written 
upon. 

T:1e c!ost? rou~inc: is called vniy 'Nnen the file is closed for the last time. that is when the 
ver.' last process in '.\Ihlcn the rue :s ope:t '.:Ioses it. This means it is not i'ossible for the .:1river 
to :naintain its own ·;~unt v! lS '..tse!'!. ::~e ~t :lti~ment is the device number. the second is 1 
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flag which is non-zero if the file was open for writing in the process which performs the final 
close. 

When write is called. it is supplied the device as argument. The per-user variable 
u.u_count has been set to the number of characters indicated by the user~ for character devices. 
this number may be 0 initially. u.u_base is the address supplied by the user from which to start 
taking characters. The system may call the routine internally, so the flag u.u_segf!g is supplied 
that indicates, if on. that u.u_base refers to the system address space instead of the user's. 

The write routine should copy up to u.u_count characters from the user's buffer to the 
device, decrementing II.U count for each character passed. For most drivers. which work one 
character at a time. the routine cpass( ) is used to pick up characters from the user's buffer. 
Successive calls on it return the characters to be written until u.u_count goes to 0 or an error 
occurs. when it returns -1. Cpass takes care of interrogating u.u_segf!g and updating u.u_count. 

Write routines which want to transfer a probably large number of characters into an inter
nal buffer may also use the routine iomove(buffer. ojfset. coum. flag) which is faster when many 
characters must be moved. lomove transfers up to count characters into the buffer starting offset 
bytes from the start of the buffer; ./fag should be B_ WRITE (which is 0) in the write case. Cau
tion: the caller is responsible for making sure the count is not too large and is non-zero. As an 
efficiency note, iomove is much slower if any of blifferTojfset. count or u.u_base is odd. 

The device's read routine is called under conditions similar to write. except that u.u count 
is guaranteed to be non-zero. To return characters to the user, the routine passc(c) is avaiiable~ 
it takes care of housekeeping like cpass and returns -1 as the last character specified by 
u.u_counris returned to the user~ before that time. 0 is returned. [omove is also usable as with 
write; the flag should be B_READ but the same cautions apply. 

The "special-functions" routine is invoked by the stTyand grry system calls as follows: (.p) 
(dev. v) where p is a pointer to the device's routine. dey is the device number, and v is a vector. 
In the guy case. the device is supposed to place up to 3 words of status information into the 
vector; this will be returned to the caller. In the sr~v case. v is 0; the device should take up to 3 
words of control information from the array u.u_arg{O ... 2}. 

Finally. each device should have appropriate interrupt-time routines. When an interrupt 
occurs, it is turned into a C-compatible call on the devices's interrupt routine. The interrupt
catching mechanism makes the low-order four bits of the "new PS" word in the trap vector for 
the interrupt available to the interrupt handler. This is conventionally used by drivers which 
deal with multiple similar devices to encode the minor device number. After the interrupt has 
been processed. a return from the interrupt handler will return from the interrupt itself. 

A number of subroutines are available which are useful to character device drivers. Most 
of these handlers. for example, need a place to buffer characters in the internal interface 
between their "top half' (read/write) and '"bottom half' (interrupt) routines. For relatively 
low data-rate devices. the best mechanism is the character queue maintained by the routines 
getc and purc. A queue header has the structure 

struCt : 
int 
char 
char 

I queue; 

c_cc~ 

e;_cf: 
"'c_c1; 

r character count */ 
/ * first character */ 
,'* last character */ 

A character is placed on the end of a que~e by pllrdc. &queue) where c is the character and 
queue is the queue he3cer. The routtne returns -1 if there is no space to put the character. 0 
otherwise. The first character JI'l ~he queu~ may be retrieved by getd&queue) which returns 
either the {non-negative, charac~er Of -1 if the queue is empty. 

Notice that the space for .;~aracters ::1 ~ueues is shared among all devices in the system 
and in the standard system :t:ere ar~ on:,:' some 600 character slots avail.lble. Thus aevlce 
handlers, especially write rout;nes. ~ust t4ice care to a"oid gobbling up excessive numbers of 
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characters. 

The other major help available to device handlers is the sleep-wakeup mechanism. The 
call sleep (event. prio"ty) causes the process to wait (allowing other proc:esses to run) until the 
event occurs; at that time, the process is marked ready-to-run and the call will return when 
there is no process with higher p"ori". 

The call wakeup(evl!nt) indicates that the event has happened~ that is, causes processes 
sleeping on the event to be awakened. The event is an arbitrary quantity agreed upon by the 
sleeper and the waker-up. By convention, it is the address of some data area used by the 
driver. which guarantees that events are unique. 

Processes sleeping on an event should not assume that the event has really happened; 
they should check that the conditions which caused them to sleep no longer hold. 

Priorities can range from 0 to 127; a higher numerical value indicates a less-favored 
scheduling situation. A distinction is made between processes sleeping at priority less than the 
parameter PZERO and those at numerically larger priorities. The former cannot be interrupted 
by signals. although it is conceivable that it may be swapped out. Thus it is a bad idea to sleep 
with priority less than PZERO on an event which might never occur. On the other hand, calls 
to sleep with larger priority may never retum if the process is terminated by some signal in the 
meantime. Incidentally. it is a gross error to call sleep in a routine called at interrupt time, 
since the process which is running is almost cenainly not the process which should go to sleep. 
likewise, none of the variables in the user area .. uo" should be touched. let alone changed. by 
an interrupt routine. 

If a device driver wishes to wait for some event for which it is inconvenient or impossible 
to supply a wakeup. (for example. a device going on-line. which does not generally cause an 
interrupt). the call sleep(dlbolt. priority) may be given. Lbol, is an external cell whose address is 
awakened once every 4 seconds by the clock interrupt routine. 

The routines spl4( ), splS( ), spl6( ), spl7( ) are available to set the processor priority level 
as indicated to avoid'inconvenient interrupts from the device. 

If a device needs to mow about real-time intervals. then timeoul(fune. argo interval) will be 
useful. This routine arranges that after interval sixtieths of a second. the june will be caUed with 
ar, as argument. in the style ('1une)(arg). Timeouts are used. for example. to provide real
time delays after function characters like new-line and tab in typewriter output. and to ter
minate an attempt to read the 201 Dataphone dp if there is no response within a specified 
number of seconds. Notice that the number of sixtieths of a second is limited to 32767. since 
it must appear to be positive. and that only a bounded number of timeouts can be going on at 
once:. Also. the specified June is called at clock-interrupt time. so it should conform to the 
requirements of interrupt routines in general. 

The Block-device Interface 

Handling of block devices is mediated by a collection or routines that manage a set of 
buffers containing the images of blocks of data on the various devices. The most imponant 
purpose of these routines is co assure that several processes ~hat ilCCess the same block of the 
same device in muitiprogrammed fashion maintain a consistent view of the data in the block. 
A secondary but still Imponant purpose IS :0 inc:'e:lSe the effic:ency or" the system by keeping 
in~ore .:opies of blocks that are being .ic::ess~ frequently_ i'he ~ain data base for thIS 
mechanIsm is the tabie of butTers ;'u/: ~..:!1 ~utr~r ~e:lder .:onuins 1 i'air of pointers (b Jor.v. 
o_ba,k; which maintam a doubly-linke!1 iist or" :he ~urfers lSs~c;ated with a panicular block 
device . .lnd a pair of pointers favJorw ~v_;ac,l(J 'NhlCh ~ene:':.lil~ :naantain a doubly-linked list 
,r" ;,Ioc:<s whlch are "free," :hat is. ~!iZ1ble to be re::lll~:lte::1 f:'>r ,mother transaction. Buffers 
that na"-e lie :n ~rogress or are busy for ot!'ter ~uI1'C~as .10 ,ot lQpe!lt in this list. The butTer 
header 1150 contains the deVlce and biock number to Nilk:'! :~e "uner refers. and a pointer to 
~r:e .lc:1J:lI 3tcr:l~e lSsoc:ated With the bu;!e:'. The:oe'.; .l ',vera ;'U::! 'Nhich is the negauve "i the 
~umoe~ of 'Norc..s :0 :,e trar.sferred ~c .'1!' :·l'·)m :ne ,uf."~r: :~'!::: 'S J.lS\) ..ut ,~::"or byte l1ld 1 
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residual word count used to communicate information from an 110 routine to its caller. 
Finally. there is a flag .word with bits indicating the status of the buffer. These flags will be dis
cussed below. 

Seven routines constitute the most important part of the interface with the rest of the sys
tem. Given a device and block number. both bread and getblk return a pointer to a buffer 
beader for the block~ the difference is. tbat bread is guaranteed to return a buffer actually con
taininl the current data for the block~ while getblk returns a buffer which contains the data in 
the block only if it is already in core (whether it is or Dot is indicated by the B DONE bit~ see 
below). In either case the buffer. and the corresponding device block. is made :':busy:' so that 
other processes referrinl to it are obliged to wait until it becomes free. Getblk is used, for 
example. when a block is about to be totally rewritten. so that its previous contents are not use
ful~ still. DO other process can be allowed to refer to the block until the new data is placed into 
it. 

The bread a routine is used to implement read-ahead. it is logically similar to bread. but 
takes as an additional argument the number of a block (on the same device) to be read asyn
chronously after the specifically requested block is available. 

Given a pointer to a buffer. the brelse routine makes the buffer again available to other 
processes. It is called~ for example. after data has been extracted following a bread. There are 
three subtly-different write routines~ all of which take a buffer pointer as argument. and all of 
which 10gicaUy release the buffer for use by others and place it on the free list. Bwrite puts the 
buffer on the appropriate device queue. waits for the write to be done, and sets the user's error 
flag if required. Bawrite places the buffer on the device's queue~ but does not wait for comple
tion, so that errors cannot be reflected directly to the user. Bdwrite does not stan any 110 
operation at all. but merely marks the buffer so that if it happens to be ,rabbed from the free 
list to contain data from some other block, the data in it will tim be written out. 

Bwrire is used when one wants to be sure that 110 takes place correctly, and that errors are 
reflected to the proper user. it is use~ for example. when updatinl i-nodes. BQwme is useful 
when more overlap is desired (because no wait is required for I/O to finish) but wben it is rea
sonably certain that the write is really required. Bdwrite is used when there is doubt that the 
write is needed at the moment. For example, bdwrite is called when the last byte of a write sys
tem call falls shan of the end of a block. on tbe assumption that another write will be given 
soon which will re-use the same block. On the other han~ as the end of a block is passed. 
bawrire is caUed. since probably tbe block will not be accessed apin soon and one might as weU 
stan the writing process as soon as possible. 

In any event. notice that the routines getblk and bread dedicate the liven block exclusively 
to the use of the caller, and make others wait. while one of bre/se. bwrire, bawrite. or btiwme 
must eventually be caUed to free the block for use by otbers. 

As mentioned. each buffer beader contains a flag word which indicates the status of the 
buffer. Since they provide one important cbannel for information between the drivers and the 
block I/O system. it is important to understand these flags. The followiDl names are manifest 
constants which select the associated fiag bits . 

. B_READ This bit is set when tbe butfer is banded to the device strategy routine (see below) 
to indicate a read operation. The symbol B_ WRITE is defined as 0 and does not 
define a flag: it is provided as a mnemonic convenience to callers of routines like 
SWQD which have a separate argument which indicates read or write. 

B_DONE This bit is set to 0 when a ~Iock is banded to the tbe device strategy routine and is 
turned on ..vr:en :he 'Jper:mon :ompletes. whether normaUy as the result of an ~:Tor. 
It is also :Jsea .lS ~art of :t1e :e:urn argument of gerblk to :ndicate if i. !hat ~he 
returned inufer ac:tuaUy contains the data in the requested baock. 



- 6 -

B ERROR This bit may be set to 1 when B DONE is set to indicate that an 110 or other error 
- occurred. If it is set the b error byte of the buffer header may contain an error code 

if it is non-zero. If b erro; is 0 the nature of the error is not specified. Actually no 
driver at present setS b_error; the latter is provided for a future improvement 
whereby a more detailed error-reporting scheme may be implemented. 

B_BUSY This bit indicates that the buffer header is not on the free list. i.e. is dedicated to 
someone's exclusive use. The buffer still remains attached to the list of blocks asso
ciated with its device, however. When getblk (or bread. which calls it) searches the 
buffer list for a given device and finds the requested block with this bit on, it sleeps 
until the bit clears. 

B_PHYS This bit is set for raw I/O transactions that need to aJlocate the Unibus map on an 
11170. 

B_MAP This bit is set on buffers that have the Unibus map allocated. so that the iodone rou
tine knows to deallocate the map. 

B WANTEDThis flag is used in conjunction with the B BUSY bit. Before sleeping as described 
- just above. getblk sets this flag. Conversely, ~hen the block is freed and the busy bit 

goes down (in brelse) a wakeup is given for the block header whenever B_ WANTED 
is on. This strategem avoids the overhead of having to call wakeup every time a 
buffer is freed on the chance that someone might want it. 

B_AGE This bit may be set on buffers just before releasing them; if it is on. the buffer is 
placed at the head of the free list. rather than at the tail. It is a performance heuris
tic used when the caller judges that the same block will not soon be used again. 

B_ASYNC This bit is set by bawrite to indicate to the appropriate device driver that the buffer 
should be released when the write has been finished. usually at interrupt time. The 
difference between bwr;te and bawr;te is that the former starts 110, waits until it is 
done. and frees the buffer. The latter merely sets this bit and starts 110. The bit 
indicates that relse should be called for the buffer on completion. 

B_DEL WRIThis bit is set by bdwr;te before releasing the buffer. When gerblk. while searching 
for a free block. discovers the bit is 1 in a buffer it would otherwise grab, it causes 
the block to be written out before reusing it. 

Block Device Drivers 

The bdevsw table contains the names of the interface routines and that of a table for each 
block device. 

Just as for character devices, block device drivers may supply an open and a close routine 
called respectively on each open and on the final close of the device. Instead of separate read 
and write routines. each block device driver has a strategy routine which is called with a pointer 
to a buffer header as argument. As discussed. the buffer header contains a read/write nag, the 
core address. the block number. a (negative) word count. and the major and minor device 
number. The role of the strategy routine is to ~:lrry out the operation as requested by the 
information in the buffer header. When the transaction is complete the B_DONE (and possibly 
the B_ERROR) bits should be set. Then if the 3_ASY,VC bit is set. brelse should be called: 
otherwise. wakeup. In cases where the device is ..:apable. under :rror-free operation. of 
transferring fewer words than requested. the de .. 'ce·s word-count register should be placed in 
the residual count slot of the buffer header: l)(~'!:wise. th-: residual ..;ount should be set to O. 
This particular mechanism is really for ~he be~.!dt of the rr.:1gtape driver: when reading this 
device records shorter than requested are quite ~orm:ll. ana me user 'ihould be told the actual 
length of the record. ' 

Although the most usual argument to .he 'Str:l'~~~' ·ou:ines is ;l genuine buffer he:1der 
allocated as discussed above. all that is 'l~tuaiiy ;"~:';:.lI"~U is :h..1\ (he ;ugument be a pointer to l 

place containing the appropriate informullcn. :=r;r~' .i::~C'le ~r:! ).l,11: ~f)utine. which manages 
movement of core images to and from ,n,! ~"""~J!~~ :C:'. ·Co!. ' .. ,c=s the ,mategy routine for ~his 
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device. Care has to be taken that no extraneous bits get turned on in the flag word. 

The device's table specified by bdevsw has a byte to contain an active flag and an error 
count, a pair of links which constitute the head of the chain of buffers for the device (bJorw. 
b back), and a first and last pointer for a device queue. Of these things, all are used solely by 
the device driver itself except for the buffer-chain pointers. Typically the flag encodes the state 
of the device. and is used at a minimum to indicate that the device is currently engaged in 
transferring information and no new command should be issued. The error count is useful for 
counting retries when errors occur. The device queue is used to remember stacked requests; in 
the simplest case it may be maintained as a first-in first-out list. Since buffers which have been 
handed over to the strategy routines are never on the list of free buffers. the pointers in the 
buffer which maintain the free list (avJorw, av_back) are also used to contain the pointers 
which maintain the device queues. 

A couple of routines are provided which are useful to block device drivers. iodone(bp) 
arranges that the buffer to which bp points be released or awakened. as appropriate. when the 
strategy module has finished with the buffer. either normally or after an error. (In the latter 
case the B_ERROR bit has presumably been set.) 

The routine gererror(bp) can be used to examine the error bit in a buffer header and 
arrange that any error indication found therein is reflected to the user. It may be called only in 
the non-interrupt pan of a driver when 110 has completed (B_DONEhas been set). 

Raw Block-device 110 

A scheme has been set up whereby block device drivers may provide the ability to 
transfer information directly between the user's core image and the device without the use of 
buffers and in blocks as large as the caller requests. The method involves setting up a 
character-type special file corresponding to the raw device and providing read and wme routines 
which set up what is usually a private. non-shared buffer header with the appropriate informa
tion and call the device's strategy routine. If desired. separate open and close routines may be 
provided but this is usually unnecessary. A special-function routine might come in handy, 
especially for magtape. 

A great deal of work has to be done ~ generate the "appropriate information" to put in 
the argument buffer for the strategy module; the worst pan is to map relocated user addresses 
to physical addresses. Most of this work is done by physio{strat. bp, dey, rw) whose arguments 
are the name of the strategy routine srral. the buffer pointer bp, the device number de v, and a 
read-write flag rw whose value is either B_READ or B_ WRITE. Physlo makes sure that the 
user's base address and count are even (because most devices work in words) and that the core 
area affected is contiguous in physical space; it delays until the buffer is not busy. and makes it 
busy while the operation is in progress; and it sets up user error return information. 









Introduction 

REGENERATING SYSTEM SOFTWARE 

Charles B. Haley 

Dennis. M. Ritchie 
BeJ/ Laboratories 

Murray Hiil. New Jersey 07974 

This document discusses how to assemble or compile various partS of the UNlxt system 
software. This may be necessary because a command or library is accidentally deleted or other
wise destroye~ also, it may be desirable to install a modified version of some command or 
library routine. A few commands depend to some degree on the current configuration of the 
system; thus in any new system modifications to some commands are advisable. Most of the 
likely modifications relate to tbe standard disk devices contained in the system. For example. 
the df(1) ('disk free') command bas built into it the names of the standardly present disk 
storage drives (e.g. '/dev/rfU', '/dev/rpO'). Df(1) takes an argument to indicate wbicb disk to 
examine. but it is convenient if its default argument is adjusted to reflect the ordinarily present 
devices. The companion document 'Setting up UNIX' discusses wbicb commands are likely to 
require changes. 

Wbere Commands and Subroutines'LiTe 

The source files for commands and subroutines reside in several subdirectories of the 
directory lusr/src. These subdirectories, and a general description of tbeir contents, are 

cmd 

libc/stdio 

libc/sys 

libe/gen 

Iibe/ert 

libe/csu 

games 

libF77 

lib!77 

libdbm 

libfpsim 

libm 

Source files for commands. 

Source files making up the 'standard i/o package'. 

Source files for the C system call interfaces. 

Source files for most of the remaining routines described in section 3 of the 
manual. 

Source files making up the C runtime support package, as in cali save-return and 
long arithmetic. 

Source for the C startup routines. 

Source for (some of) the games. No great care has been taken to try to make it 
obvious how to compile these; treat it as a game. 

Source for the Fortran 77 runtime library, exclusive of 10. 

Source for the Fortran 77 10 runtime routines. 

Source for tbe 'data-base manager' package dbm (3). 

Source for the floating-point simulator routine. 

Source for the mathematical library. 

tUNIX is a Trademark of Bell Laboratories. 
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libplot Source for plotting routines. 

Commands 
The regeneration of most commands is straightforward. The 'cmd' directory will contain 

either a source tile for the command or a subdirectory containinl the set of tiles that make up 
the command. If it is a single tile the command 

cd lusr/srclcmd 
c:make cmd_name 

su1!ices. (Cmd_name is the name of the command you are playina witb.) The result of the 
cmake command will be an executable version. If you type 

cmake -q) cmd_name 

the result wiD be copied to Ibin (or perhaps leu: or other places if appropriate). 

If the source tiles are in a subdirectory there will be a 'makeAle' (see make(1» to control 
the regeneration. After cbanaina to the proper directory (cdU» you type one of the followina: 

make all The program is compiled and loaded; the executable is left in the current direc
tory. 

make cp The program is compiled and loaded. and 'the executable is installed. Everythina 
is cleaned up afterwards; for example .0 tiles are deleted. 

malee cmp The program is compiled and loaded, and the executable is compared apinst the 
one in IbiD. 

Some of the makefiles have omer options. Print (cad 1» the ones you are interested in to 
tind out. 

The Assembler 

The assembler coasisls of two executable tiles: Ibinl as and Ilib/as2. The first is the O-tb 
pass: it reads the source prosram~ convens it to an intermediate form in a temporary file 
"/tmp/atmO?~, and estimates the final locations of symbols. It aiso makes two or three other 
temporary files which contain the ordinary symbol tabie~ a table of temporary symbols (like I:) 
and possibly an overflow intermediate tile. The program Ilib/as2 acts as an ordinary multiple 
pass assembler with input taleen from the files produced by Ibinlas. 

The source tiles for Ibinlas are named '/usr/src/cmd/aslasl ?s' (there are 9 of them); 
llib/as2 is produced from the source files ·/usr/src/cm.d/aslas2?s'; they likewise are 9 in 
number. Coasiderable care should be exercised in rep lacina either component of the assem
bler. Remember that if the assembler is lose. the only recourse is to replace it from some 
backup storaae; a broken assembler cannot assemble itself. 

The C Compiler 

The C compiler consists of seven routines: '/binlce', which calls the phases of the com
piler proper, the compiler control line expander '/lib/cpp', the assembler ('as'), and the loader 
('Id'). The phases of the C compiler are '/lib/cO', which is the first phase of the compiler. 
"/lib/cl', which is the second phase of the compiler. and '/lib/c2\ which is the optional third 
phase optimizer. The loss of the C compiler is as serious as that of the assembler. 

The source for /binlcc resides in "usr/srcJcmd/cc.c'. Its loss alone (or that of c2) is not 
fatal. If needed. prog.c can be compiled by , 



/Iib/cpp prog.c >tempO 
/lib/cO tempO tempI temp2 
/Iib/cl tempI temp2 temp3 
as - temp3 
Id -n /lib/crtO.o a.out -lc 
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The source for the compiler proper is in the directory /usr/src/cmdlc. The first phase 
(/lib/cO) is generated from the files cOO.c, ... , cOS.c, which must be compiled by the C com
piler. There is also cO.h, a header file inciuded by the C programs of the first phase. To make a 
new /lib/cO use 

make cO 

Before installing the new cO, it is prudent to save the old one someplace. 

The second phase of C Ulib/c1) is generated from the source files cl0.c, ...• cl3.c, the 
include-file cl.h, and a set of object-code tables combined into table.o. To generate a new 
second phase use 

make cl 

It is likewise prudent to save c1 before installing a new version. In fact in general it is wise to 
save the object files for the C compiler so that if disaster strikes C can be reconstituted without 
a working version of the compiler. 

In a similar manner, the third phase of the C compiler (flib/c2) is made up from the files 
c20.c and c21.c together with c2.h. Its loss is not critical since it is completely optional. 

The set of tables mentioned above is generated from the file table.s. This '.5' file is not in 
fact assembler source~ it must be convened by use of the cvopt program, whose source and 
object are located in the C directory. Normally this is taken care of by make(1). You might 
want to look at the makefile to see what it does. 

UNIX 

The source and object programs for UNIX are kept in four subdirectories of lusrlsys. In 
the subdirectory h there are several files ending in '.h'~ these are header files which are picked 
up (via '#include .. .') as required by each system module. The subdirectory dev consists 
mostly of the device drivers together with a few other things. The subdirectory sys is the rest 
of the system. There are files of the form LIB x in the directories sys and dev. These are 
archives (ar(1» which contain the object versions of the routines in the directory. 

Subdirectory co'" contains the files which control device configuration of the system. L.s 
specifies the contents of the interrupt vectors~ c.c contains the tables which relate device 
numbers to handler routines. A third file, mcks, contains all the machine-language code in the 
system. A founh file, mchO.s, is generated by mkconf(1) and contains flags indicating what 
sort of tape drive is available for taking crash dumps. 

There are two ways to recreate the system. Use 

cd lusrlsys/conf 
make unix 

if the libraries /usrlsys/dev/LIB2 and lusrlsys/sysILIBI, and also c.o and 1.0, are correct. Use 

cd /usr/sys/conf 
make all 

to recompile everything and recreate the libraries from scratch. This is needed. for example, 
when a header included in several source files is changed. See 'Setting Up UNIX' for other 
information about configuration and such. 
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When the make is done. the new system is present in the current directory as 'unix'. It 
should be tested before destroying the currently running '/unix', this is best done by doing 
something like 

mv lunix lou nix 
mv unix lunix 

If the new system doesn't work. you can still boot 'ounix' and come up (see boot(8». When 
you have satisfied yourself that the new system works. remove I ounix. 

To install a new device driver. compile it and put it into its library. The best way to put it 
into the library is to use the command 

ar uv LIB2 x.o 

where x is the routine you just compiled. (All the device drivers distributed with the system 
are already in the library.) 

Nex~ the device's interrupt vector must be entered in 1.5. This is probably already done 
by the routine mkconf( 1). but if the device is esoteric or nonstandard you will have to massage 
1.5 by hand. This involves placing a pointer to a callout routine and the device's priority level 
in the vector. Use some other device (like the console) as a guide. Notice that the entries in 
1.5 must be in order as the assembler does not permit moving the location counter '.' bacJc· 
wards. The assembler also does not permit assignation of an absolute number to ' .•• which is 
the reason for the '. - ZERO + 100' subterfuge. If a constant smaller than 16(10) is added to 
the priority level. this number will be available as the first argument of the interrupt routine. 
This stratagem is used when several similar devices share the same interrupt routine (as in 
dill's). 

If you have to massage 1.5. be sure to add the code .to actually transfer to the interrupt 
routine. Again use the console as a guide. The apparent strangeness of this code is due to run
ning the kernel in separate I&D space. The call routine saves registers as required and prepares 
a C-stYle call on the actual interrupt routine named after the 'jmp' instruction. When the rou
tine returns. call restores the registers and performs an rti instruction. As an aside. note that 
external names in C programs have an underscore <'_') prepended to them. 

The second step which must be performed to add a device unknown to mkconf is to add 
it to the configuration table lusrlsys/conf/c.c. This file contains two subtables. one for block
type devices. and one for character-type devices. Block devices include disks. DECtape. and 
magtape. All other devices are character devices. A line in each of these tables gives all the 
information the system needs to know about the device handler. the ordinal poSition of the line 
in the table implies its major device number. starting at O. 

There are four subentries per line in the block device table. which give its open routine, 
close routine. strategy routine. and device table. The open and close routines may be nonex
istent. in which case the name 'nuUdev' is given; this routine merely returns. The strategy rou
tine is caJled to do any I/O, and the device table contains status information for the device. 

For character devices. each line in the table speCifies a routine for open., close. read, and 
write. and one which sets and returns device-specific status (used, for example. for stey and gtty 
on typewriters). If there is no open or close routine. 'nulldev' may be given; if there is no 
read. write. or status routine. 'nod~v' may be given. Nodev sets an error flag and returns. 

The final step which must be taken to install a device is to make a special file for it. This 
is done by mknod(I), to which you must specify the device class (block or character), major 
device number (relative line in the configuration table) and minor device number (which is 
made available to the driver at appropriate times). 

The documents 'Setting up Unix' and 'The Unix 10 system' may aid in comprehending 
these steps. 
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The Library Ilbc.. 
The library llib/libe.a is where most of the subroutines described in sections 2 and 3 of 

the manual are kept. This library can be remade using the following commands: 

cd lusrlsrc/libe 
sh compaU 
sh mklib 
mv libe.a llib/libe.a 

If sinale routines need to be recompiled and replaced, use 

cc -c -0 x.c 
ar vr Ilib/libe.a x.o 
rm x.o 

The above can also be used to put new items into the library. See arn), 10rder(1), and 
tsO"(1). 

The routines in lusr/src/cmdllibe/csu (C start up) are not in libe.a. These are separately 
assembled and put into llib. The commands to do this are 

cd lusrlsrc/libe/csu 
as - x.s 
mv a.out llib/x 

where x is the routine you want. 

Other Llbruies 
Likewise, the directories containina the source for the other libraries have files compall 

(that recompiles everything) and mklib (that recreates the library). 

System Tunilll 
There are several tunable parameters in the system. These set the size of various tables 

and limits. They are found in the file lusr/sys/hlparam.h as manifests ('#define'sL Their 
values are rather generous in the system as distributed. Our typical maximum number of users 
is about 20, but there are many daemon processes. 

When any parameter is changed, it is prudent to recompile the entire system, as discussed 
above. A brief discussion of each follows: 
NBUF This sets the size of the disk buffer cache. Each buffer is 512 bytes. This number 

should be around 25 plus NMOUNT, or as big as can be if the above number of 
buffers cause the system to not fit in memory. 

NFILE This sets the maximum number of open files. An entry is made in this table every 
time a file is 'opened' (see open(2), creat(2». Processes share these table entries 
across forks (fork(2». This number should be about the same size as N1NODE 
below. (It can be a bit smaller.) 

NMOUNT This indicates the maximum number of mounted file systems. Make it big enough 
that you don't run out at inconvenient times. 

MAXMEM This sets an administrative limit on the amount of memory a process may have. 
It is set automatically if the amount of physical memory is small, and thus should 
not need to be changed. 

MAXUPRC This sets the maximum number of processes that anyone user can be running at 
anyone time. This should be set just large enough that people can get work done 
but not so large that a user can hog aU the processes available (usually by 
accident!) . 
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N1NODE 

SSIZE 

SINeR 
NO FILE 

CANBSIZ 

CMAPSIZ 

SMAPSIZ 
NCALL 
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This sees the maximum number of processes that can be active. It depends on the 
demand pattern of the typical user; we seem to need about 8 times the number of 
terminals. 

This sees the size of the inode table. There is one entry in the inode table for 
every open device. current working directory, sticky text segment. open file, and 
mounted device. Note tbat if two users have a file open there is still only one 
entty in the inode table. A reasonable rule of thumb for the size of this table is 

NPROC + NMOUNT + (number of terminals) 

The initial size of a process stade. This may be made biuer if commonly run 
processes have large data areas on the stack. 
The size of the stack growth increment. 
This sees the maximum number of files that anyone process can have open. 20 is 
plenty. 
This is the size of the typewriter canonica1ization buft'er. It is in this buJfer tbat 
erase and kill processinl is done. Thus this is the maximum size of an input type-
writer line. 256 is usually plenty. 
The number of ftllmenes tbat memory can be broken into. This should be bil 
enoulh that it never runs out. The theoretical maximum is twice the number of 
processes. but this is a vast overestimate in practice. SO seems enoulh. 
Same as CMAPSIZ except for secondary (swap) memory. 
This is the size of the callout table. Callouts are entered in this table when some 
son of internal system timial must be done. as in caniaae return delays for termi
nals. The number must be bil enoulh to handle all such requesti. 
The maximum number of simultaneously executing pure proarams. This should 
be bil enoulh so as to not run out of space under lleavy load. A reasonable rule 
of thumb is about 

(number of terminals) + (number of sticky prOirams) 

NCLIST The number of clist segments. A cllst segment is 6 characters. NCLIST should be 
bil enoulh so that the list doesn't become exhausted when the machine is busy. 
The characters that have arrived from a terminal and are waiting to be given to a 
process live here. Thus enouah space should be left so that every terminal can 
have at least one averqe line pending (about 30 or 40 characterS>. 

TIMEZONE The number of minutes westward from Greenwich. See 'Settina Up UNIX'. 
DSTFLAG See 'Settil1l Up UNIX' section on time conversion. 
~SG BUFS The maximum number of characters of system error meSSlles saved. This is used 

as a circular buffer. 
NCARGS The maximum number of characters in an exec(2) arglist. This number controls 

how many arguments can be passed into a process. 5120 is practically infinite. 
HZ Set to the frequency of the system clock (e.g.. SO for a 50 Hz. clock>. 
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A Tour through the UNIXt C Compiler 

The Intermediate Language 

D. M. Ritchie 

Bell Laboratories 
Murray Hill, New Jersey 07974 

Communication between the two phases of the compiler proper is carried out by means of 
a pair of intermediate files. These files are treated as having identical structure, although the 
second file contains only the code generated for strings. It is convenient to write strings out 
separately to reduce the need for multiple location counters in a later assembly phase. 

The intennediate language is not machine-independent; its structure in a number of ways 
reflects the fact that C was originally a one-pass compiler chopped in two to reduce the max
imum memory requirement. In fact, only the latest version of the compiler has a complete 
intermediate language at all. Until recently, the first phase of the compiler generated assembly 
code for those constructions it could deal with, and passed expression parse trees, in absolute 
binary form, to the second phase for code generation. Now, at least, all inter-phase informa
tion is passed in a describable form, and there are no absolute pointers involved, so the cou
pling between the phases is not so strong. 

The areas in which the machine (and system) dependencies are most noticeable are 

1. Storage allocation for automatic variables and arguments has already been performed, and 
nodes for such variables refer to them by offset from a display pointer. Type conversion 
(for example, from integer to pointer) has already occurred using the assumption of byte 
addressing and 2-byte words. 

2. Data representations suitable to the PDP-ll are assumed; in panicular, floating point con
stants are passed as four words in the machine representation. 

As it happens, each intermediate file is represented as a sequence of binary numbers 
without any explicit demarcations. It consists of a sequence of conceptual lines, each headed by 
an operator. and possibly containing various operands. The operators are small numbers~ to 
assist in recognizing failure in synchronization. the high-order byte of each operator word is 
always the octal number 376. Operands are either 16-bit binary numbers or strings of charac
ters representing names. Each name is terminated by a null character. There is no alignment 
requirement for numerical operands and so there is no padding after a name string. 

The binary' representation was chosen to avoid the necessity of convening to and from 
character form and to minimize the size of the files. It would be very easy to make each 
operator-operand 'line' in the file be a genuine. printable line, with the numbers in octal or 
decimal; this in fact was the representation originally used. 

The operators fall naturally into two classes: those which represent pan of an expression. 
and al1 others. Expressions are transmitted in a reverse-Polish notatlon~ as they are being read, 
a tree is built which is isomorphic to the tree constructed in the first phase. Expressions are 
passed as a whole, with no non-expression operators intervening. The reader maintains a stack~ 
each leaf of the expression tree (name. constant) is pushed on the 5tack~ each unary operator 
replaces the top of the stack by a node whose operand IS the oid toP-Of-SlaCK: each binary 

tUNIX IS .... Trademark of Bell Uboralories. 
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operator replaces the top pair on the stack with a single entry. When the expression is com
plete there is exactly one item on the stack. Following each expression is a special operator 
which passes the unique previous expression to the 'optimizer' described below and then to the 
code generator. 

Here is the list of operators Qot themselves part of expressions. 

Eor 
marks the end of an input file. 

BDATAfta, data .•• 

specifies a sequence of bytes to be assembled as static data. It is followed by pairs of 
words; the first member of the pair is non-zero to indicate that the data continue; a zero 
flag is not foHowed by data and terminates the operator. The data bytes occupy the low
order pan of a word. 

WDATAfta, data .•• 

specifies a sequence of words to be assembled as static data; it is identical to the BDATA 
operator except that entire words, Qot just bytes, are passed. 

PROG 

means that subsequent information is to be compiled as program text. 

DATA 
means that subsequent information is to be compiled as static data. 

BSS 

means that subsequent information is to be compiled as unitialized static data. 

SYMDEF flame 

means that the symbol flame is an external name defined in the current program. It is 
produced for each external data or function definition. 

CSPACI flame sIZe 

indicates that the name refers to a data area whose size is the specified number of bytes. 
It is produced for external data definitions without explicit initialization. 

SSPACI size 
indicates that size bytes should be set aside for data storage. It is used to pad out shan 
initialization! of external data and to reserve space for static (internal) data. It will be 
preceded by an appropriate label. 

EVEN 
is produced after each external data definition whose size is not an integral number of 
words. It is not produced after strings except when they initialize a character array. 

~LABEL flame 

is produced just before a BDATA or WDATA initializing external data. and serves as a 
label for the data. 
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RLABEL name 

is produced just before each function definition, and labels its entry point. 

SNAME name number 

is produced at the stan of each function for each static variable or label declared therein. 
Subsequent uses of the variable will be in terms of the Jiven number. The code aenera
tor uses this only to produce a debugging symbol table. 

AN AME name number 

Likewise, each automatic variable's name and stack offset is specified by this operator. 
Arguments count as automatics. 

RNAME name number 

Each register variable is similarly named, with its reaister number. 

SAVE number 

produces a register-save sequence at the stan of each function, just after its label (RLA
BEL). 

SETREG number 

is used to indicate the number of registers used for reaister variables. It actually Jives the 
register number of the lowest free register; it is redundant because the RNAME operators 
could be counted instead. 

PROFIL 
is produced before tbe save sequence for functions when the profile option is tumed on. 
It produces code to count the number of times the function is called. 

SWIT dejiab line label value ... 

is produced for switcbes. When control flows into it, the value beina switched on is in the 
register forced by RFORCE (below). The switcb statement occurred on the indicated line 
of the source, and the label number of the default location is dejiab. Then the operator is 
followed by a sequence of label-number and value pairs; tbe list is terminated by a 0 label. 

LABEL number 

generates an internal label. It is referred to elsewhere usinc the given number. 

BRANCH number 

indicates an unconditional transfer to the intemallabel number liven. 

RETRN 
produces the return sequence for a function. It occurs only once, at the end of eacb fune-
tion. 

EXPR line 

causes the expression just precedina to be compiled. The argument is tbe line number in 
tbe source where the expression occurred. 
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NAME class type name 

NAME class type number 

indicates a name oc:currinl in an expression. The first form is used when the name is 
external; the second when the name is automatic. static. or a resister. Then the number 
indicates the stack offset. the label number. or the resister number as appropriate. Class 
and type encodinl is described elsewhere. 

CON type value 

transmits an integer constanL This and the next two operators occur as part of expres
sions. 

FCON type 4-wof'd-va/u6 

transmits a noatinl constant as four words in PDP:-tl notation. 

srCON type valu6 

transmits a noatinl-point constant whose value is correctly represented by its hip-order 
word in PDP-tt notation. 

NULL 
indicates a null IIlUment list of a function call in an expression; call is a binary operator 
whose second operand is the argument list. 

CBRANCH label cond 

produces a conditional branch. It is an expression operator. and will be followed by an 
EXPR. The branch to the label number takes place if the expression's truth value is the 
same as that of cond. That is. if cond -1 and the expression evaluates to true, the branch 
is taken. 

binary-openlor type 

There are binary operator! correspondinl to each such source·lanauale operator. the type 
of the result of each is passed as well. Some pemaps-unexpected ones are: COMMA, 
which is a right-associative operator desillled to simplify right-to-Ieft evaluation of func .. 
tion arguments; prefix and postfix + + and - -, whose second operand is the increment 
amount. as a CON; QUEST and COLON, to exl'fess the conditional expression as 
'a?(b:c)'; and a sequence of special operator! for expressinl relations between pointers. in 
case pointer comparison is different from integer comparison (e.g. unsillled). 

lIDary-opentor type 

There are also numerous unary operator!. These include ITOF, FrO I, FrOL. LTOP. 
ITOL. I.. TOI which conven among noating, long. and integer; JUMP which branches 
indirec:ly tbrough a. label expression; !NIT. which compiles the value of a constant 
expression used as m initializer; RFORCE. which is used before a return sequence or a 
switch ~o piace ,J '/:Jiue in an agreed-upon resiSter. 

EXllftSsion Optimization 

E:1ch ~x;lression tree. as it is read in. is subjected to a fairly comprehensive analysis. This 
!S per.:"onned by tbe opr/m routine and a number of subroutines; the major thinss done are 
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1. Modifications and simplifications of the tree so its value may be computed more efficiently 
and conveniently by the code generator. 

2. Marking each interior node with an estimate of the number of resisters required to evalu
ate it. This resister count is needed to guide the code generation algorithm. 

One thing that is definitely not done is discovery or exploitation of common subexpres
sions, nor is this done anywhere in the compiler. 

The basic organization is simple: a depth-first scan of the tree. Oprim does nothing for 
leaf nodes (except for automatics~ see below), and calls unoprim to handle unary operators. For 
binary operators, it calls itself to process tbe operands, then treats each operator separately. 
One important case is commutative and associative operators, which are handled by acommule. 

Here is a brief catalog of the transformations carried out by by oplim itself. It is not 
intended to be complete. Some of the transformations are machine-dependent, although they 
may well be useful on machines other than the PDP·H. 
1. As indicated in the discussion of unoptim below, the optimizer can create a node type 

corresponding to the location addressed by a resister plus a constant offset. Since this is 
precisely the implementation of automatic variables and arguments, where the resister is 
fixed by convention, such variables are changed to the new form to simplify later process
ing. 

2. Associative and commutative operators are processed by the special routine acommUle. 

3. After processing by acommutt. the bitwise ct operator is turned into a new andn operator; 
'a" b' becomes 'a andn "b'. This is done because the PDP·ll provides no and operator, 
but only andn. A similar transformation takes place for '-ct'. 

4. Relationals are turned around so the more complicated expression is on the left. (So that 
'2 > f(x)' becomes 'f(x) < 2'). This improves code generation since the algorithm 
prefers to have the right operand require fewer registers than the left. 

S. An expression minus a constant is turned into the expression plus the negative constant, 
and the acommUlt routine is called to take advantage of the propenies of addition. 

6. Operators with constant operands are evaluated. 

7. Right shifts (unless by 1) are turned into left shifts with a negated right operand, since 
the PDP·ll lacks a general right·shift operator. 

8. A number of special cases are simplified, such as division or multiplication by 1, and 
shifts by O. • 

The unopllm routine performs the same son of processing for unary operators. 

1. '-ctx' and 'ct·x' are simplified to 'x'. 

2. If , is a register. and c: is a constant or tbe address of a static or external variable, the 
expressions '-(r+c)' and '-r' are turned into a special kind of name node which expresses 
the name itself and the oftSet. This simplifies subsequent processing because such con· 
structions can appear as the the address of a PDP· I 1 insuuction. 

3. When the unary oct' operator is applied to a name node of the special kind just discussed, 
it is reworked to make the addition .explicit apin; this is done because the PD P·11 has no 
'load address' instruction. 

4. Constructions like '-r + +' and ,. - - r' where , is a resister are discovered and marked as 
being implementabJe using the PDP·ll auto-inc::ement and -decrement modes. 

S. If '!' is applied to a relational. the O!' is discarded and tbe sense of the relational is 
reversed. 

6. Special cases involving reflexive use of negation and :om~iementation are discovered. 
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7. Operations applying to constants are evaluated. 
The acommu/e routine, called for associative and commutative operators, discovers clus

ters of the same operator at the top levels of the current tree, and arranges them in a list: for 
'a+«b+c)+{d+f»' the list would be'a,b,c,d,e,r. After each subtree is optimized, the list is 
sorted in decreasing difficulty of computation; as mentioned above, the code generation algo
rithm works best when left operands are the difficult ones. The 'degree of difficulty' computed 
is actually finer than the mere number of registers required; a constant is considered simpler 
than the address of a static or external, which is simpler than reference to a variable. This 
makes it easy to fold all the constants together, and also to merge together the sum of a con
stant and the address of a static: or external (since in such nodes there is space for an 'offset' 
value). There are also special cases, like multiplication by 1 and addition of O. 

A special routine is invoked to handle sums of products. Dis/rib is based on the fact that it is 
better to compute 'c1·c2·x + c1·y' as 'cl·(c2·x + y)' and makes the divisibility tests required 
to assure the correctness of the transformation. This transformation is rarely possible with code 
directly written by the user, but it invariably occurs as a result of the implementation of multi
dimensional arrays. 

Finally, acommu/e reconstructs a tree from the list of expressions which result. 

Code GeneratioD 

The grand plan for code-generation is independent of any particular machine; it depends 
largely on a set of tables. But this fact does not necessarily make it very easy to modify the 
compiler to produce code for other machines, both because there is a good deal of machine
dependent structure in the tables, and because in any event such tables are non-trivial to 
prepare. 

The arguments to the basic code generation routine rcexp' are a pointer to a tree 
representing an expression, the name of a code-generation table, and the number of a register 
in which the value of the expression should be placed. Rce."Cpr returns the number of the regis
ter in which the value actually ended up; its caller may need to produce a mov instruction if the 
value really needs to be in the given register. There are four code generation tables. 

Regrab is the basic: one, which actually does the job described above: namely, compile 
code which places the value represented by the expression tree in a register. 

Ccrab is used when the value of the expression is not actually needed, but instead the 
value of the condition codes resulting from evaluation of the expression. This table is used, for 
example. to evaluate the expression after if. It is clearly silly to calculate the value (0 or 1) of 
the expression 'a- -b' in the context 'if (a- -b) ... • 

The sptab table is used when the value of an expression is' to be pushed on the stack. for 
example when it is an actual argument. For example in the function call 'f(a>' it is a bad idea 
to load a into a register which is then pushed on the stack, when there is a single instruction 
which does the job. 

The efftab table is used when an expression is to be evaluated for its side ~tfects, not its 
value. This occurs mostly for expressions which are statements. which have no value. Thus 
the code for the statement 'a - b' need produce only the approoriate mov instruction. and need 
not [eave the value of b in a register. while in the expression 'a + (b - c)' the value of'b -
c' will lppear in l register. 

All of the tables besides regrab are rather small, and handle onlY a re~ativ'!!y few special 
cases. ~f one of these subsidiary tables does not contain an entry applicable to the given expres
sion tree. 'cexpr uses regrab to put the value of the expression into a register and then fixes 
things up; nothing need be done when the table was e.tftab. but a (SI instruction IS produced 
when the table called for was cClab. and a mov instruction. pushing the register on :he stack. 
when the table was sprab. 
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The rcexpr routine itself picks off some special cases, then calls cexpr to do the real work. 
Cexpr tries to find an entry applicable to the given tree in the given table, and returns -1 if no 
such entry is found, letting rcexpr try again with a different table. A successful match yields a 
string containing both literal characters which are written out and pseudo-operations, or macros, 
which are expanded. Before studying the contents of these strings we will consider how table 
entries are matched against trees. 

Recall that most non-leaf nodes in an expression tree contain the name of the operator, 
the type of the value represented, and pointers to the subtrees (operands). They also contain 
an estimate of the number of registers required to evaluate the expression, placed there by the 
expression-optimizer routines. The register counts are used to guide the code generation pro
cess, which is based on the Sethi-Ullman algorithm. 

The main code generation tables consist of entries each containing an operator number 
and a pointer to a subtable for the corresponding operator. A subtable consists of a sequence of 
entries, each with a key describing certain properties of the operands of the operator involved~ 
associated with the key is a code string. Once the subtable corresponding to the operator is 
found, the subtable is searched linearly until a key is found such that the properties demanded 
by the key are compatible with the operands of the tree node. A successful match returns the 
code string; an unsuccessful search, either for the operator in the main table or a compatble key 
in the subtable, returns a failure indication. 

The tables are all contained in a file which must be processed to obtain an assembly 
language program. Thus they are written in a special .. purpose language. To provided 
definiteness to the following discussion, here is an example of a subtable entry. 

%n,aw 
F 
add A2,R 

The '%' indicates the key; the information following (up to a blank line) specifies the code 
string. Very briefly, this entry is in the subtable for' +' of regrab; the key specifies that the left 
operand is any integer, character, or pointer expression, and the right operand is any word 
quantity which is· directly addressible (e.g. a variable or constant). The code string calls for the 
generation of the code to compile the left (first) operand into the current register ('F') and 
then to produce an 'add' instruction which adds the second operand (' A2') to the register 
('R'). All of the notation will be explained below. 

Only three features of the operands are used in deciding whether a match has occurred. 
They are: 

1. Is the type of the operand compatible with that demanded? 

2. Is the 'degree of difficulty' (in a sense described below) compatible? 

3. The table may demand that the operand have a , •• (indirection operator) as its highest 
operator. 

As suggested above. the key for a subtable entry is indicated by a '%,' and a comma
separated pair of specifications for the operands. (The second specification is ignored for unary 
operators). A speCification indicates a type requirement by including one of the following 
letters. If no type letter is present, any integer, character. or pointer operand will satisfy the 
requirement (not float, double, or long). 

b A byte (character) operand is required. 

w A word (integer or pointer) operand is required. 

f A float or double operand is required. 

d A double operand is required. 
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A long (J2·bit integer) operand is required. 

Before discussing the 'degree of difficulty' specification, the algorithm has to be explained 
more completely. Rce."'Cpr (and cexpr) are called with a register number in which to place their 
result. Registers 0, 1 •... are used during evaluation of expressions; the maximum register 
which can be used in this way depends on the number of register variables, but in any event 
only registers 0 through 4 are available since rS is used as a stack frame header and r6 (sp) and 
r1 (pc:) have special hardware properties. The code generation routines assume that when 
called with register" as argument, they may use ,,+ I. ... (up to the first register variable) as 
temporaries. Consider the expression 'X+Y', where both X and Y are expressions. As a first 
approximation, there are three ways of compiling code to put this expression in register fl. 

1. If Y is an addressible cell. (recursively) put X into register" and add Y to it. 
2. If Y is· an expression that can be calculated in Ie registers. where Ie smaller than the 

number of registers available, compile X into register fl. Y into register ,,+1. and add 
register ,,+ I to fl. 

3. Otherwise, compile Y into register fl. save the result in a temporary (actually. on the 
stack) compile X into register n, then add in the temporary. 

The distinction between cases 2 and 3 therefore depends on whether the right operand can 
be compiled in fewer than Ie registers, where Ie is the Dumber of free registers left after registers 
o through n are taken: 0 through ,,-1 are presumed to contain already computed temporary 
results: n will, in case 2, contain the value of the left operand while the right is beina evaluated. 

These considerations should make clear the specification codes for the degree of difficulty. 
bearing in mind that a number of special cases are also present: 

z is satisfied when the operand is zero. so that special code can be produced for expressions 
like 'x - 0'. 

1 is satisfied when the operand is the constant I, to optimize cases like left and right shift 
by I, which can be done efficiently on the PDp·ll. 

e is satisfied when the operand is a positive (l6-bit) constant; this takes care of some special 
cases.in long arithmetic. 

a is satisfied when the operand is addressible; this occurs not only for variables and con
stants. but also for some more complicated constructions. such as indirection through a 
simple variable, '.p+ +' where p is a register variable (because of the PDP· 11 's auto
increment address mode), and '·(p+c)' where p is a register and c is a constant. Pre
cisely. the requirement is that the operand refers to a cell whose address can be written as 
a source or destination of a POP·l! instruction. 

e is satisfied by an operand whose value can be generated in a register using no more than k 
registers, where Ie ~ the number of registers left (not countinl the current register). The 
'e' stands for 'easy.' 

[1 is satisfied by any operand. The '[1' stands for 'anything.' 

These degrees of difficulty are considered to lie in a linear ordering and any operand 
which satisfies an earlier· mentioned requirement will satisfy a later one. Since the subtables are 
searched linearly, if a 'I' specification is included. limost certainly a 'z' must be written first to 
prevent expressions containing the constant 0 to be ~ompiied as if the 0 were 1. 

Fnally. a key specification may :ontain a .• ' which requires the operand to have an 
indirec!ion as its leading operator. Examples ile!ow should clarify the utility of this 
spec fic:mon. 

:"low let us consider the contents 'ji the code 5tr~"1 associated with each sub table entry. 
Conventionally. !ower-<ase lett:rs in ,his string represe:tt literal information which is copied 
:irectly to the output. Upper""::lSe :.m~l'! ·~enerally introduc: specific macro~perations, some 
of which :nay be followed by mQdlf;ltng Information. The code strings in the tables are written 
with :.lCo; md new·lines :lsed ~'l"eety :0 ;i.l~g~st instructions '.1Inich will be generated; the table· 
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compiling program compresses tabs (using the 0200 bit of the next character) and throws away 
some of the new-lines. For example the macro 'F" is ordinarily written on a line by itself; but 
since its expansion will end with a new-line, the new-line after 'F' itself is dispensable. This is 
all to reduce the size of the stored tables. 

The first set of macro-operations is concerned with compiling subtrees. Recall that this is 
done by the cexpr routine. In the following discussion the 'current register' is generally the 
argument register to cexpr: that is, the place where the result is desired. The 'next register' is 
numbered one higher than the current register. (This explanation isn't fully true because of 
complications, described below, involving operations which require even-odd register pairs.) 

F causes a recursive call to the rcexpr routine to compile code which places the value of the 
first (left) operand of the operator in the current register. 

Fl generates code which places the value of the first operand in the next register. It is 
incorrectly used if there might be no next register; that is, if the degree of difficulty of the 
first operand is not 'easy;' if not, another register might not be available. 

FS generates code which pushes the value of the first operand on the stack, by calling rcexpr 
specifying splab as the table. 

Analogously, 

5, 51, SScompile the second (right) operand into the current register, the next register, or onto 
the stack. 

To deal with registers, there are 

R which expands into the name of the current register. 

Rl which expands into the name of the next register. 

R + which expands into the the name of the current register plus 1. It was suggested above 
that this is the same as the next register. except for complications; here is one of them. 
Long integer variables have 32 bits and require 2 registers; in such cases the next register 
is the current register plus 2. The code would like to talk about both halves of the long 
quantity, so R refers to the register with the high-order part and R + to the low-order 
part. 

R - This is another complication, involving division and mod. These operations involve a pair 
of registers of which the odd-numbered contains the left operand. Cexpr arranges that the 
current register is odd; the R - notation allows the code to refer to the next lower, even
numbered register. 

To refer to addressible quantities, there are the notations: 

Al causes generation of the address specified by the first operand. For this to be legal, the 
operand must be addressible; its key must contain an 'a' or a more restrictive 
specification. 

A2 correspondingly generates the address of the second operand providing it has one. 

We now have enough mechanism to show a complete, if suboptimal, table for the + 
operator on word or byte operands . 

. _------ --------------
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%n,% 
F 

o~n,I 

F 
inc R 

%n,aw 
F 
add A2,a 

%n,e 
F 
Sl 
add R1,a 

%n,n 
SS 
F 
add (Sp)+,a 

The first two sequences handle some special cases. Actually it turns out that handling a right 
operand of 0 is unnecessary since the expression-optimizer throws out adds of O. Adding 1 by 
using the 'increment' instruction is done next, and then the case where the right operand is 
addressible. It must be a word quantity, since the PDP·II lacks an 'add byte' instruction. 
Finally the cases where the right operand ~ither can, or cannot, be done in the available regis
ters are treated. 

The next macro-instructions are conveniently introduced by noticing that the above table 
is suitable for subtraction as well as addition, since no use is made of the commutativity of 
addition. All that is needed is substitution of 'sub' for 'add' and 'dec' for 'inc.' Considerable 
saving of space is achieved by factoring out several similar operations. 
I is replaced by a string from another table indexed by the operator in the node being 

expanded. This secondary table actually contains two strings per operator. 

l' is replaced by the second string in the side table entry for the current operator. 
Thus, given that the entries for' +' and' -' in the side table (which is called msrab) are 

'adel' and 'inc,' 'sub' and 'dec' respectively, the middle of of the above addition table can be 
written 

%n,1 
F 
I' R 

%n.aw 
F 
I A2.a 

and it will be suitable for subtr:1ction •. u~d several o(h~r ope:-ators. as wen. 
~ext. there is the question of c:,ar:lcter Jnd aoating-point operations. 

91 generates the letter 'b' if the first operand is cl character. 'r if it is tloat or double. and 
nothin~ otherwise. It is :.lSed in a context like 'mov91' which generates a 'mov', 'movb', 
or 'movf' instruction according to the type of the oper:1nd. 
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B2 is just like BI but applies to the second operand. 
BE generates 'b' if either operand is a character and null otherwise. 

BF generates 'r if the type of the operator node itself is float or double, otherwise nUll. 
For example, there is an entry in e.fftab for the '-' operator 

%a,aw 
%ab,a 

IBE A2,AI 

Note first that two key specifications can be applied to the same code string. Next, observe that 
when a word is assigned to a byte or to a word, or a word is assigned to a byte, a single instruc
tion, a mall or mOllb as appropriate, does the job. However, when a byte is assigned to a word, 
it must pass through a register to implement the sign-extension rules: 

%a,n 
S 
IBI R,AI 

Next, there is the question of handling indirection properly. Consider the expression 'X 
+ ·Y·, where X and Yare expressions, Assuming that Y is more complicated than just a vari
able. but on the other hand qualifies as 'easy' in the context, the expression would be compiled 
by placing the value of X in a register, that of ·Y in the next register, and adding the registers. 
It is easy to see that a better job can be done by compiling X. then Y (into the next register). 
and producing the instruction symbolized by 'add (RI),R'. This scheme avoids generating the 
instruction 'mov (RD,RI' required actually to place the value of ·Y in a register. A related 
situation occurs with the expression 'X + ·(p+6)" which exemplifies a construction frequent 
in structure and array references. The addition table shown above would produce 

[put X in register R] 
mov p,Rt 
add 56,RI 
mov (RD,Rl 
add RI.R 

when the best code is 

[put X in R] 
mov p,RI 
add 6(RD,R 

As we said above, a key specification for a code table entry may require an operand to have an 
indirection as its highest operator. To make use of the requirement, the following macros are 
provided. 
F· the first operand must have the form ·X. If in panicular it has the form *(Y + c), for 

some constant c, then code is produced which places the value of Y in the current regis
ter. Otherwise, code is produced which loads X into the current register. 

FI* resembles P except that the next register is loaded. 

S* resembles P except that the second operand is loaded. 

SI· resembles S· except that the next register is loaded. 
FS· The first operand must have the form ··X·. Push the value of X on the stack. 

sse resembles FS* except that it applies to the second operand. 

To capture the constant that may have been skipped over in the above macros, there are 
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#1 The first operand must have the form ·X; if in particular it has the form ·(Y + c) for c a 
constant, then the constant is written out, otherwise a null string. 

#2 is the same as # 1 except that the second operand is used. 

Now we can improve the addition table above. Just before the '%n,e' entry, put 

#2(RD,R 

and just before the '%n,n' put 

%n.nw· 
sse 
F 
add ·(sp)+,ll 

When using the stackin, macros there is no place to use the constant as an index word, so that 
particular special case doesn't oc:cur. 

The constant mentioned above can actually be more general than a number. Any quantity 
acceptable to the assembler as an expression will do, in panicular the address of a static cell, 
perhaps with a numeric offset. If x is an external character array, the expression 'x [i + 51 - O· 
will generate the code 

mov i.rO 
clrb x+S(rO) 

via the table entry (in the • -' pllt of ,f/lab) 

F 
I'Bt #HR) 

Some machine operations place restrictions on the registers used. The divide instruction, used 
to implement the divide and mod operations, requires the dividend to be placed in the odd 
member of an even-odd pair. other peculiarities of multiplication make it simplest to put the 
multiplicand in an odd-numbered reaister. There is no theory which optimally accounts for this 
kind of requirement. Ce.Tp, handles it by checking for a multiply. divide, or mod operation; in 
these cases. its argument register number is incremented by one or two so that it is odd. and if 
the operation was divide or mod. so that it is a member of a free even-odd pair. The routine 
which determines the number of registers required estimates, conservatively, that at least two 
registers ar~ required for a multiplication and three for the other peculiar operators. After the 
expression is compiled. the register where the result actually :nded up is returned. (Divide and 
mod are actually the same operation except for the location of the result). 

These operations are the ones which cause results to end up in unexpected places, and 
this possibility adds a fun her level of complexity. The simplest way of handling the problem is 
always to move the resuit "to the place where the caller expected it. but this will produce 
unnecessary register moves in many simple cases; 'a - b·e' would generate 

mov b.rl 
mul c.rl 
mav rl.rO 
mov rO.a 

Tne ne:tt thought is used the passed-back information as to '.vhere the result landed to change 
the notion of the current register. While compilinl the • -" operation above. whicn comes 
f!"cm 1 :lble entry like 
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%a.e 
5 
mov R,Al 

it is sufficient to redefine the meaning of 'R' after processing the '5' which does the multiply. 
This technique is in fact used; the tables are written in such a way that correct code is pro
duced. The trouble is that the technique cannot be used in general, because it invalidates the 
count of the number of registers required for an expression. Consider just 'a-b + X' where X 
is some expression. The algorithm assumes that the value of a-b, once computed, requires just 
one register. If there are three registers available, and X requires two registers to compute, 
then this expression will match a key specifying '%n,e'. If a-b is computed and left in register 
1, then there are, contrary to expectations. no longer two registers available to compute X, but 
only one, and bad code will be produced. To guard against this possibility, cexpr checks the 
result returned by recursive calls which implement F, 5 and their relatives. If the result is not 
in the expected register, then the number of registers required by the other operand is checked; 
if it can be done using those registers which remain even after making unavailable the 
unexpectedly-occupied register, then the notions of the 'next register' and possibly the 'current 
register' are redefined. Otherwise a register-copy instruction is produced. A register-copy is 
also always produced when the current operator is one of those which have odd-even require
ments. 

Finally, there are a few loose-end macro operations and facts about the tables. The opera-
tors: 

V is used for long operations. It is written with an address like a machine instruction; it 
expands into 'adc' (add carry) if the operation is an additive operator, 'sbe' (subtract 
carry) if the operation is a subtractive operator, and disappears, along with the rest of the 
line, otherwise. Its purpose is to allow common treatment of logical operations, which 
have no carries, and additive and subtractive operations, which generate carries. 

T generates a 'tst' instruction if the first operand of the tree does not set the condition codes 
correctly. It is used with divide and mod operations, which require a sign-extended 32-bit 
operand. The code table for the operations contains an 'sxt' (sign-extend) instruction to 
generate the high-order pan of the dividend. 

H is analogous to the 'F' and'S' macros, except that it calls for the generation of code for 
the current tree (not one of its operands) using regtab. It is used in cClab for all the 
operators which, when executed normally, set the condition codes properly according to 
the result. It prevents a '15t' instruction from being generated for constructions like 'if 
(a+b) .. .' since after calculation of the value of 'a+b' a conditional branch can be written 
immediately. 

All of the discussion above is in terms of operators with operands. Leaves of the expres
sion tree (variables and constants), however, are peculiar in that they have no operands. In 
order to regularize the matching process, cexpr examines its operand to determine if it is a leaf; 
if so, it creates a special 'load' operator whose operand is the leaf, and substitutes it for the 
argument tree; this allows the table entry for the created operator to use the 'AI' notation to 
load the leaf into a register. 

Purely to save space in the tables, pieces of subtables can be labelled and referred to later. 
It turns out, for example, that rather large ponions of the the ejfiab table for the '-' and '- + ' 
operators are identical. Thus' -' has an entry 

%[move3:] 
%a.aw 
%ab.a 

IBE A2,Al 

while pan of the '- +' table is 

------~------------
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%aw,aw 
% [moveJ] 

Labels are written as '%( ... : J" before the key specifications; references are written widi 'OM ( 
.•• ], after the key. Peculiarities in the implementation make it necessary that labels appear 
before references to them. 

The example illustrates the utility of allowing separate keys to point to the same code 
string. The assilllment code works properly if either the right operand is a word. or the left 
operand is a byte; but since there is no 'add byte' instruction the addition code has to be res
tricted to word operands. 

Delayinl and reorderinl 
Intertwined with the code generation routines are two other, interrelated processes. The 

first, implemented by a routine caUed delay. is based on the observation that naive code genera
tion for the expression 'a - b+ +' would produce 

mov b,ra 
inc b 
moy rO,a 

The point is that the table for postfix + + has to preserve the value of b before incrementing 
it; the general way to do this is to preserve its value in a register. A cleverer scheme would 
generate 

mov b.a 
inc b 

Delay is called for each expression input to rce.Tpr, and it searches for postfix + + and -
operators. If one is found applied to a variable, the tree is patched to bypass the operator and 
compiled as it stands; then the increment or decrement itself is done. The effect is as if 'a -
b; b+ +' had been written. In this example, of course. the user himself could have done the 
same job. but more complicated examples are easily constructed. for example 'switch (x + +)'. 
An essential restriction is that the condition codes not be required. It would be incorrect to 
compile 'if (a + +) ... ' as 

cst a 
inc a 
beq 

because the 'inc' destroys the required setting of the condition cod~s. 

Reordering is a similar sort of optimization. Many cases which it detects are useful 
mainly with register variables. If,. is a register variable. the expression 'r - :c +y' is best com
piled as 

mov :C.r 
add Y,r 

but the codes tables would produce 

mov lC.lO 
ldd y.rO 
:nov rO.t 

whic!1 s 'n fact preferred if r is not a register. (If,. is not a register. the two sequences are the 
same 31Z=. but the second is slightly faster.> The scheme is to compile the expression as if it 
had ~een written 'r - x; r - + y'. The reorder routine is caUed with a pointer to e:lch tree that 
rcexpr is lbout to compile; if it has the right characteristics. the 'r - x' tree is .:onstructed and 
i'assed recursively to rcexpr: then the original tree is modified to read 'r - - 'I' .lnd the calling 
Instance Jf "ce:r:p" complies that instead. Of course the whole business is :tse:i ~ec~rsive ~o that 
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more extended forms of the same phenomenon are handled, like 'r - x + y I z'. 
Care does have to be taken to avoid 'optimizing' an expression like 'r - x + r' into 'r -

x; r - + r'. It is required that the right operand of the expression on the right of the '-' be a 
" distinct from the register variable. 

The second case that reorder handles is expressions of the form 'r - X' used as a subex-
pression. Again, the code out of the tables for 'x - r - y' would be 

mov y,rO 
mov rO,t 
mov rO,x 

whereas if r were a register it would be better to produce 

mov y,r 
mov r,x 

When reorder discovers that a register variable is being assigned to in a subexpression, it calls 
rcexpr recursively to compile the subexpression. then fiddles the tree passed to it so that the 
register variable itself appears as the operand instead of the whole subexpression. Here care 
has to be taken to avoid an infinite regress, with rcexpr and reorder calling each other forever to 
handle assignments to registers. 

A third set of cases treated by reorder comes up when any name, not necessarily a regis
ter, occurs as a Jeft operand of an assignment operator other than • -' or as an operand of 
prefix '+ +' or • - -'. Unless condition-code tests are involved, when a subexpression like '(a 
- + b)' is seen, the assignment is performed and the argument tree modified so that a is its 
operand; effecti vely 'x + (y - + z)' is compiled as 'y - + z; x + y'. Similarly, prefix incre
ment and decrement are pulled out and performed first, then the remainder of the expression. 

Throughout code generation, the expression optimizer is called whenever delay or reorder 
change the expression tree. This allows some special cases to be found that otherwise would 
not be seen. 
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Introduction 

A Tour Through the Portable C Compiler 

S. C. Johnson 

Bell Laboratories 
Murray Hill, New Jersey 07974 

A C compiler has been implemented that has proved to be quite portable, serving as the 
basis for C compilers on roughly a dozen machines, including the Honeywell 6000, IBM 370, 
and lnterdata 8/32. The compiler is highly compatible with the C language standard. I 

Among the goals of this compiler are portability, high reliability, and the use of state-of
the-art techniques and tools wherever practical. Although the efficiency of the compiling pro
cess is not a primary goal, the compiler is efficient enough, and produces good enough code. to 
serve as a production compiler. 

The language implemented is highly compatible with the current PDP-II version of C. 
Moreover, roughiy 75% of the compiler, including nearly all the syntactic and semantic rou
tines, is machine independent. The compiler also serves as the major portion of the program 
lint.. described elsewhere.2 

A number of earlier attempts to make portable compilers are worth noting. While on 
CO-OP assignment to Bell Labs in 1973, Alan Snyder wrote a portable C compiler which was 
the basis of his Master's Thesis at M.l.T.3 This compiler was very slow and complicated. and 
contained a number of rather serious implementation difficulties~ nevertheless, a number of 
Snyder's ideas appear in this work. 

Most earlier portable compilers, including Snyder's, have proceeded by defining an inter
mediate language, perhaps based on three-address code or code for a stack machine, and writing 
a machine independent program to translate from the source code to this intermediate code. 
The intermediate code is then read by a second pass, and interpreted or compiled. This 
approach is elegant, and has a number of advantages, especially if the target machine is far 
removed from the host. It suffers from some disadvantages as well. Some constructions. like 
initialization and subroutine prologs, are difficult or expensive to express in a machine indepen
dent way that still allows them to be easily adapted to the target assemblers. Most of these 
approaches require a symbol table to be constructed in the second (machine dependenr) pass, 
and/or require powerful target assemblers. Also, many conversion operators may be generated 
that have no effect on a given machine, but may be needed on others (for example, pointer to 
pointer conversions usually do nothing in C, but must be generated because there are some 
machines where they are significant>. 

For these reasons. the first pass of the portable compiler is not entirely machine indepen
dent. It contains some machine dependent features, such as initialization. subroutine prolog 
and epilog, certain storage allocation functions, code for the switc.'r statement. and .:ode to 
throw out unneeded conversion operators. 

As a crude measure of the degree of portability actually achieved. the InterdatJ 8/32 C 
compiler has roughly 600 machine dependent lines of source out of 4600 in Pass i. .lnd iOOO 
out of 3400 in Pass 2. In totaL 1600 out of 8000. or 20%, of the total source is machine depen
dent 02% in Pass 1, 30% in Pass 2>' These percentages can be expected to rise slightly as the 
compiler is tuned. The percentage of machine-dependent code for the IBM is 22%, for the 
Honeywell 25%. If the assembler format and structure were the same for all these machines. 
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perhaps another 5-10% of the code would become machine independent. 
These figures are sufficiently misleading as to be almost meaningless. A large fraction of 

the machine dependent code can be converted in a straightforward. almost mechanical way, On 
the other hand. a certain amount of the code requres hard intellectual effort to convert. since 
the algorithms embodied in this part of the code are typically complicated and machine depen
dent. 

To summarize. however. if you need a C compiler written for a machine with a reason
able architecture. the compiler is already three quarters finished! 

Overview 
This paper discusses the structure and organization of the portable compiler. The intent is 

to give the big picture. rather than discussing the details of a particular machine implementa
tion. After a brief overview and a discussion of the source file structure. the paper describes 
the major data structures. and then delves more closely into the two passes. Some of the' 
theoretical work on which the compiler is based. and its application to the compiler, is discussed 
elsewhere . .$ One of the major design issues in any C compiler. the design of the calling 
sequence and stack frame. is the subject of a separate memorandum.5 

The compiler consists of two passes. pass/ and pass2. that together turn C source code 
into assembler code for the target machine. The two passes are preceded by a preprocessor, 
that handles the #define and #include statements. and related features (e.g .• #ifdef. etc.>. It 
is a nearly machine independent program. and will not be further discussed here. 

The output of the preprocessor is a text file that is read as the standard input of the first 
pass. This produces as standard output another text file that becomes the standard input of the 
second pass. The second pass produces. as standard output. the desired assembler language· 
source code. The preprocessor and the two passes all write error messages on the standard 
error file. Thus the compiler itself makes few demands on the lIO library support. aiding in the 
bootstrapping process. 

Although the compiler is divided into two passes. this represents historical accident more 
than deep necessity, [n fact. the compiler can optionally be loaded so that both passes operate 
in the same program. This "one pass" operation eliminates the overhead of reading and writ
ing the intermediate file. so the compiler operates about 30% faster in this mode. h also occu
pies Jbout 30% more space than the larger of the two component passes. 

Because the compiler is fundamentally structured as two passes. even when loaded as one. 
this document primarily describes the two pass version. 

The first pass does the lexical analysis. parsing. lnd symbol table maintenance. [t also 
constructs parse trees for expressions. and keeps track of the types of the nodes in these trees. 
Additional code is devoted to initialization. Machine dependent portions of the first pass serve 
to generate subroutine prologs and epilogs. code for switches. and code for Jranches. label 
definitions. alignment oper:ltlOns. changes of location counter. etc. 

The intermediate file :s a text file organized into lines. lines beginning with a right 
parenthesis lre copied by :!'le second pass directly to its outPUt file. with the parenthesis 
stripped off. Thus. when the first ;Jass produces assembly code. such as iubroutine prologs. 
etc .. each line is prefaced 'NIt:' .1 ;i~:tt ;::arenthesis: the second ;Jass ;>asses these !ines .0 :hrolJgn 
to the Jssembler, 

The major job jc:'e ',y :::e 5e::ond pass is ~~neration of code for expressions. The expr~s
sian parse trees produc~'': ;n tne rirst pass are wrmen onto the intermediate file in Polish P!'er.x 
form: first. there is a 'i~e be~:'ning with a period. followed by the source file line number Jnd 
name on which the :XjJreSSi'Jn appeared (for debugging p'Jrposes), The successive !:nes 
represent the nodes cr :he par:;e tree. one node per line. Each .me contains the ~ode number. 
type. and lny values '~,~., values of constants} that may appear in the node. L nes represent
ing :lodes with descenc:.nts are immediately followed by the left subtree ;;;,i des:e!'!dants. then 
the ~Ight. Since the " .. --:1ber of descendants of Jny node is completely determi:t<:a by ::ie node 
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number. there is no need to mark the end of the tree. 
There are only two other line types in the intermediate file. Lines beginning with a left 

square bracket ('[') represent the beginning of blocks (delimited by ( ... J in the C source); 
lines beginning with right square brackets ('J') represent the end of blocks. The remainder of 
these lines tell how much stack space, and how many register variables. are currently in use. 

Thus. the second pass reads the intermediate files. copies the ')' lines, makes note of the 
information in the '[' and 'J' lines, and devotes most of its effort to the ',' lines and their asso
ciated expression trees, turning them turns into assembly code to evaluate the expressions. 

In the one pass version of the compiler, the expression trees that are built by the first pass 
have been declared to have room for the second pass information as weI!. Instead of writing 
the trees onto an intermediate file, each tree is transformed in place into an acceptable form for 
the code generator. The code generator then writes the result of compiling this tree onto the 
standard output. Instead of .[. and 'J' lines in the intermediate file. the information is passed 
directly to the second pass routines. Assembly code produced by the first pass is simply written 
out. without the need for ')' at the head of each line. 

The Source Files 
The compiler source consists of 22 source files. Two files. manifost and macde/s. are 

header files included with all other files. Manifest has declarations for the node numbers, types. 
storage classes, and other global data definitions. l'v/acde/s has machine-dependent definitions. 
such as the size and alignment of the various data representations. Two machine independent. 
header files, m/ile I and m/ilel, contain the data structure and manifest definitions for the first 
and second passes, respectively. In the second pass, a machine dependent header file. 
maeldefs. contains declarations of register names, etc. 

There is a file, common, containing (machine independent> routines used in both passes. 
These include routines for allocating and freeing trees. walking over trees, printing debugging 
information, and printing error messages. There are two dummy files, comml.c and comml.c. 
that simply include common within the scope of the appropriate passl or pass2 header files. 
When the compiler is loaded as a single pass, common only needs to be included once: comm2. c 
is not needed. 

Entire sections of this document are devoted to the detailed structure of the passes. For 
the moment. we just give a brief description of the files. The first pass is obtained by compiling 
and loading scan.c, cgram.e. xde/s.c. p/tn.c, trees.c. oprim.c. local.c. code.c, and comml.c. Scall.r is 
the lexical analyzer, which is used by cgram.c, the result of applying raec6 to the input grammar 
cgram.y. Xde/s.c is a short file of external definitions. Pjrn.c maintains the symbol table, and 
does initialization. Trees.c builds the expression trees, and computes the node types. OpTlm.e 
does some machine independent optimizations on the expression trees. Comml.c includes com
mon, that contains service routines common to the two passes of the compiler. All the above 
files are machine independent. The files local.c and code.c contain machine dependent code for 
generating subroutine pro logs. switch code. and the like. 

The second pass is produced by compiling and loading reader.c. al/o.c, match.c. comml.c, 
order.c. local.c, and :able.c. Reader.c reads the intermediate file, and controls the major logic of 
the code generation. Al!o.c keeps track of busy and free registers. March.c controls the match
ing of code templates to subtrees of the expression tree to be compiled. Comml.e includes the 
file common. as in :he first pass. The above files are machine independent. Order.c controls the 
machine de?endei!~ jetaiis of the code generation strategy. Locall.e has many small machine 
dependent routines. ':nd ',lbles of opcodes. register types, etc. Table.c has the code template 
tables, which are 3:S0 .;ie:lr!y machi~e dependent. 
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Data Structure Considerations. 
This section discusses the node numbers, type words, and expression trees, used 

throughout both passes of the compiler. 

The file manifest defines those symbols used throughout both passes. The intent is to use 
the same symbol name (e.g., MINUS) for the given operator throughout the lexical analysis, 
parsing, tree building, and code generation phases; this requires some synchronization with the 
Yaee input file, cgram.y, as well. ' 

A token like MINUS may be seen in the lexical analyzer before it is known whether it is a 
unary or binary operator. clearly, it is necessary to know this by the time the parse tree is con
structed. Thus. an operator (really a macro) caned UNARY is provided, so that MINUS and 
UN AR Y MINUS are both distinct node numbers. Similarly, many binary operators exist in an 
assignment form (for example, - -), and the operator ASG may be applied to such node 
names to generate new ones. e.g. ASO MINUS. 

It is frequently desirable to know if a node represents a leaf (no descendants), a unary 
operator (one descendant> or a binary operator (two descendants). The macro oprype(o) returns 
one of the manifest constants LTYPE, UTYPE. or BITYPE, respectively, depending on the 
node number o. Similarly. asgop(o) returns true if 0 is an assignment operator number (-, 
+ -, etc. >, and logop(o) returns true if 0 is a relational or logical (&&, II. or!) operator. , 

C has a rich typing structure. with a potentially infinite number of types. To begin with. 
there are the basic types: CHAR, SHORT, INT. LONG. the unsigned versions known as 
UCHAR. USHORT. UNSIGNED, ULONO. and FLOAT, DOUBLE. and finaJly STRTY (a 
structure), UNIONTY, and ENUMTY. Then. there are three operators that can be applied to 
types to make others: if { is a type. we may potentially have types pointer to t, junction returning 
,. and array of ('S generated from t. Thus. an arbi~rary type in C consists of a basic type, and 
zero or more of these operators. 

In the compiler. a type is represented by an unsigned integer; the rightmost four bits hold 
the basic type. and the remaining bits are divided into two-bit fields. containing 0 (no opera
tor). or one of the three operators described above. The modifiers are read right to left in the 
word. starting with the two-bit field adjacent to the basic type. until a field with 0 in it is 
reached. The macros PTR. FTN, and AR Y represent the pointer to. function returning, and array 
oj' operators. The macro values are shifted so that they align with the first two-bit field; thus 
PTR TINT represents the type for an integer pointer. and 

ARY + (PTR < <2) + (F'DJ < <4) + DOVBLE 

represents the type of an array of pointers to functions returning doubles. 

The type words are ordinarily manipulated by macros. If t is a type word. BTYPE( rJ gives 
the basic type. ISPTR(t). ISAR Y(t). and ISFT.V(r) ask if an object of this type is a pointer. 
array, or a function. respectively. ,WODTYPE(t.b) sets the basic type of t to b. DECREF(rJ 
gives the type resulting from removing the first operator from r. Thus. if t is a pointer to (', a 
function returning T, or an array of ,', then DEC.~EFlt) would equal t: INCREF(t) gives the 
type representing a pointer to I. Finally, there are operators for dealing with the unsigned 
types. ISUNSIGNED(t) returns true if t is one of the four basic unsigned types: in this case. 
DEV,VS1GNrtJ gives the associated 'signed' type. Similarly. C.vSIGNA8LE(tJ returns true if r is 
one of the four basic types that ~ould become unsigned. lnd E.Vl.::VSIGN(r) returns the 
unsigned analogue of t in this C:1Se. 

The other important global data structure is t!'lat i)f ~xpression trees. The actual shapes of 
the nodes are given in ",file/lnd "ffile1. They are not ~he same ;n the two passes; the nrst pass 
nodes contain dimension Jnd size information. ·"vniie :he ~e~ond pass :lodes contain register 
allocation information. ~evertheless, all nodes .:ontain ne:cs .:a:led op. containing the node 
'lumber. and type. containing ~he (yoe word. A functlcn ':lJied '(11/oeO returns a pointer to a 
:lew tree node. To free a node. its ';0 field need :ne:''!!y Of! ,~e: :) FREE. The other fields in 
:he node will remain intact lt 'east 'J:lui ~he next J:locat;l)n. 
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Nodes representing binary operators contain fields, left and rtght. that contain pointers to 
the left and right descendants. Unary operator nodes have the left field. and a value field called 
n'ol Leaf nodes, with no descendants, have two value fields: I~'al and rval 

At appropriate times, the function IcheckO can be called. to check that there are no busy 
nodes remaining. This is used as a compiler consistency check. The function tcopy(p) takes a 
pointer p that points to an expression tree, and returns a pointer to a disjoint copy of the tree. 
The function walkflp,J} performs a postorder walk of the tree pointed to by p, and applies the 
function fto each node. The function .!wolkfp,f,d) does a preorder walk of the tree pointed to 
by p. At each node. it calls a function .r. passing to it the node pointer. a value passed down 
from its ancestor. and two pointers to values to be passed down to the left and right descen
dants (if any). The value d is the value passed down to the root. Fwalk is used for a number 
of tree labeling and debugging activities. 

The other major data structure, the symbol table, exists only in pass one. and will be dis
cussed later. 

Pass One 
The first pass does lexical analysis. parsing. symbol table maintenance, tree building. 

optimization. and a number of machine dependent things. This pass is largely machine 
independent. and the machine independent sections can be pretty successfully ignored. Thus. 
they will be only sketched here. 

Lexical Analysis 
The lexical analyzer is a conceptually simple routine that reads the input and returns the 

tokens of the C language as it encounters them: names. constants, operators. and keywords. 
The conceptual si~plicity of this job is confounded a bit by several other simple jobs that 
urtfortunately must go on simultaneously. These include 

• Keeping track of the current filename and line number, and occasionally setting this infor
mation as the result of preprocessor control lines. 

• Skipping comments. 
• Properly dealing with octal. decimal, hex. floating point. and character constants. as well 

as character strings. 
To achieve speed. the program maintains several tables that are indexed into by character 

value. to tell the lexical analyzer what to do next. To achieve portability, these tables must be 
initialized each time the compiler is run, in order that the table entries reflect the local charac
ter set values. 

Parsing 
As mentioned above. the parser is generated by Vacc from the grammar on file cgram.y. 

The grammar is relatively readable, but contains some unusual features that are worth com
ment. 

Perhaps the strangest feature of the grammar is the treatment of declarations. The prob
lem is to keep track of the basic type and the storage class while interpreting the various stars. 
brackets, and parentheses that may surround a given name. The entire declaration mechanism 
must be recursive. since declarations may appear within declarations of structures and unions. 
or even within a sizeof .;onstruction inside a dimension in another declaration! 

T:'ere are some difficulties in using a boltom-up parser. such as produced by Yacc. to han
dle constructions where J :01 of ieft context Information must be kept around. The problem is 
thai the original ?DP-!! ":Comp,l~r is top-down in irr.plemt:~tation. and some of the semantics of 
C reflect :nis. [n J top-~own O;lrser. the inpl.lt rules ,ue :-~stricted somewhat. but one can natur
ally lssoc;a~e te!!.por3~1 'itor:!~~ W!l:"1 1 ~l..;le :H a \'e:-y ear.:. st3ge in tne recognition of that rule. 
h a ')ol!cm-up 'arser. :::e~e .~ ~I)r! rr~~:.!I')m in ~I':e :oel.::n:3tion of rules. but it is :ncre 
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difficult to know what rule is being matched until the entire rule is seen. The parser described 
by cgram.c makes effective use of the bottom-up parsing mechanism in some places (notably 
the treatment of expressions). but struggles against the restrictions in others. The usual result 
is that it is necessary to run a stack of values "on the side", independent of the Yacc value 
stack. in order to be able to store and access information deep within inner constructions. 
where the relationship of the rules being recognized to the total picture is not yet clear. 

In the case of declarations. the attribute information <type. etc.) for a declaration is care
fully kept immediately to the left of the declarator (that part of the declaration involving the 
name). In this way. when it is time to declare the name. the name and the type information 
can be quickly brought together. The "SO" mechanism of Yacc is used to accomplish this. 
The result is not pretty, but it works. The storage class information changes more slowly. so it 
is kept in an external variable. and stacked if necessary. Some of the grammar could be consid
erably cleaned up by using some more recent features of Yacc. notably actions wtthin rules and 
the ability to return multiple values for actions. 

A stack is also used to keep track of the current location to be branched to when a break 
or continu.e statement is processed. 

This use of external stacks dates from the time when Yacc did not permit values to be 
structures. Some. or most. of this use of external stacks could be eliminated by redoing the 
grammar to use the mechanisms now provided. There are some areas. however. particularly 
the processing of structure, union. and enum declarations. function pro logs. and switch state
ment processing, when having all the affected data together in an array speeds iater processing; 
in this case. use of external storage seems essential. 

The cgram.y file also contains some small functions used as utility functions in the parser. 
These include routines for saving case values and labels in processing switches. and stacking· 
and popping.values on the external stack described above. 

Storage Classes 

C has a finite. but fairly extensive. number of storage classes available. One of the com
piler design decisions was to process the storage class information totally in the first pass; by the 
second pass. this information must have been totally dealt with. This means that all of the 
storage allocation must take place in the first pass. so that references to automatics and para me· 
ters can be turned into references to cells lying a certain number of bytes offset from certain 
machine registers. Much of this transformation is machine dependent. and strongly depends on 
the storage class. 

The classes include EXTER~ (for externally declared. but not defined variables), 
EXTD EF (for external definitions). and similar distinctions for liST A TIC and STATIC. 
r..;FORTRAN and FORTRAN (for fortran functions) and ULABEL and LABEL. The storage 
classes REGISTER and AUTO are obvious, as are ST~AME. UNAME. and ENAME (for 
structure. union. and enumeration tags), and the associated MOS. MOU. and MOE (for the 
members). TYPED EF is treated as l storage class as well. There lre two special storage 
cl.lsses: P.-\RA~( and SNlJLL. SNULL is used to distinguish the case where no explicit storage 
class has been given; before an entry is made in the symbol table the true storage class is 
discovered. Similarly, P.-\RAM is used for the temporary entry in the symbol table made 
before the declaration of function parameters is ,:ompleted. 

The most complexity in the storlge class proc::ss comes from bit fields. A separate 
storage class is kept for each width bit fie:d~ 1 k bit bit field has storage class k plus FIELD. 
This enables the size to be quickly recovered from the storage class. 
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Symbol Table Maintenance. 

The symbol table routines do far more than simply enter names into the symbol table~ 
considerable semantic processing and checking is done as well. For example, if a new declara
tion comes in, it must be checked to see if there is a previous declaration of the same symbol. 
If there is. there are many cases. The declarations may agree and be compatible (for example, 
an extern declaration can appear twice) in which case the new declaration is ignored. The new 
declaration may add information (such as an explicit array dimension) to an already present 
declaration. The new declaration may be different. but still correct (for example. an extern 
declaration of something may be entered. and then later the definition may be seen). The new 
declaration may be incompatible. but appear in an inner block: in this case. the old declaration 
is carefully hidden away. and the new one comes into force until the block is left. Finally. the 
declarations may be incompatible. and an error message must be produced. 

A number of other factors make for additional complexity. The type declared by the user 
is not always the type entered into the symbol table (for example. if an formal parameter to a 
function is declared to be an array. C requires that this be changed into a pointer before entry 
in the symbol table). Moreover, there are various kinds of illegal types that may be declared 
which are difficult to check for syntactically (for example. a function returning an array). 
Finally, there is a strange feature in C that requires structure tag names and member names for 
structures and unions to be taken from a different logical symbol table than ordinary identifiers. 
Keeping track of which kind of name is involved is a bit of struggle (consider typedef names 
used within structure declarations. for example). 

The symbol table handling routines have been rewritten a number of times to extend 
features. imrrove performance, and fix bugs. They address the above problems with reasonable 
effectiveness but a singular lack of grace. 

When a name is read in the input. it is hashed. and the routine lookup is cailed, together 
with a flag which tells which symbol table should be searched (actually, both symbol tables are 
stored in one, and a flag is used to distinguish individual entries). If the name is found, lookup 
returns the index to the entry found: otherwise. it makes a new entry. marks it UNDEF 
(undefined>. and returns the index of the new entry. This index is stored in the rval field of a 
NAME node. 

When a declaration is being parsed. this !'lAME node is made part of a tree with UNARY 
MUL nodes for each *. LB nodes for each array descriptor (the right descendant has the dimen
sion), and UNARY CALL nodes for each function descriptor. This tree is passed to the rou
tine f.)·merge. along with the attribute type of the whole declaration~ this routine collapses the 
tree to a single node. by calling T>'reollce, and then modifies the type to reflect the overall type 
of the declaration. 

Dimension and size information is stored in a table called dimrab. To properly describe a 
type in C, one needs not just the type information but also size information (for structures and 
enums) and dimension information : for arrays}. Sizes and offsets are dealt with in the com
piler by giving the associated :ndices 'nto d,m'ab. Tymerf{e and ryredllce call dsrash to put the 
discovered dimensions away :nto .lie d;mtao array. T.\'merge returns a pointer to a single node 
that contains the symbol table index ;n lts r\'al field. and the size and dimension indices in fields 
CSIZ and cdim. respectively. This :nf{;rmalion is properly considered part of the type in the first 
pass. and is carried around at ail :irnes. 

To enter an element intI) ,i'!'O! '1ymbol ::101:. the routine defid is called: it is handed a 
storage class. and a pointer [I) '!ie node produ~cJ by .'ymerS!e. Det7d calls .fixType. which adjusts 
and checks the given type de~,=::rjin~ (J" the stor.!ge class. Jnd converts null types appropriately. 
It then calls ftxC'lass. wr,ich I.!ces ..: "'7'::iar .i.)O !'-r :h.: storage dass~ it is here. for example, that 
register declarations are eithe ~"')V.~ ... ir '. hai'l~~d !O lUto. 

The new deciarJtilJn is r. .... \ .• ,-"~-e·j l~ ... r.~l In .,ider one, if present. and several pages 
of validity checks performed. .:' .~._ ~ ~ i!~I.·:>n ... -.~ :cmp:lt: 'ie. with possibly some ldded infor-
mation. the processing is s:- ~r'.:,,, N; '(. !!' .~.~ jennmons differ. the block leveis oi the 
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current and the old declaration are compared. The current block level is kept in bleve~ an 
external variable; the old declaration level is kept in the symbol table. Block level 0 is for 
external declarations. 1 is for arguments to functions. and 2 and above are blocks within a func
tion. If the current block level is the same as the old declaration. an error results. If the 
current block level is higher, the new declaration overrides the old. This is done by marking 
the old symbol table entry "hidden", and making a new entry, marked ··hiding". Lookup will 
skip over hidden entries. When a block is left. the symbol table is searched. and any entries 
defined in that block are destroyed; if they hid other entries. the old entries are "unhidden". 

This nice bloCK structure is warped a bit because labels do not follow the block structure 
rules (one can do a goto into a block. for example); default definitions of functions in inner 
blocks also persist clear out to the outermost scope. This implies that cleaning up the symbol 
table after block exit is more subtle than it might first seem. 

For successful new definitions. de}id also initializes a "general purpose" field. offset. in the 
symbol table. It contains the stack offset for automatics and parameters. the register number 
for register variables. the bit offset into the structure for structure members. and the internal 
label number for static variables and labels. The offset field is set by falloc for bit fields. and 
dclstrucr for structures and unions. 

The symbol table entry itself thus contains the name. type word. size and dimension 
offsets. offset value. and declaration block level. It also has a field of flags. describing what 
symbol table the name is in, and whether the entry is hidden. or hides another. Finally. a field 
gives the line number of the last use. or of the definition. of the name. This is used mainly for 
diagnostics. but is useful to lint as well. 

In some special cases. there is more than the above amount of information kept for the 
use of the compiler. This is especially true with structures; for use in initialization. structure 
declarations must have access 'to a list of the members of the structure.· This list is also kept in 
dimrab. Because a structure can be mentioned long before the members are known. it is neces
sary to have another level of indirection in the table. The two words following the csiz entry in 
dimrab are used to hold the alignment of the structure. and the index in dim tab of the list of 
members. This list contains the symbol table indices for the structure members. terminated by 
a -1. 

Tree Building 

The portable compiler transforms expressions into expression trees. As the parser recog
nizes each rule making up an expression. it calls bUildrree which is given an operator number. 
and pointers to the left and right descendants. Buildrree first examines the left and right des
cendants. and. if they are both constants. and the operator is appropriate. simply does the con
stant computation at compile time. and returns the result as a constanL Otherwise. bUildtree 
allocates 1 node for the head of the tree. attaches the descendants to it. and ensures that 
conversion operators are generated if needed. lnd that the type of the new node is consistent 
with the types of the operands. There is also a considerable amount of semantic complexity 
here: many combinations of types are illegal. and the portable compiler makes a strong effort to 
check the legality of expression types completely. This is done both for lim purposes. and to 
prevent such se'!'T1antic errors from being passed through to the code generator. 

T':1e heart ()f olllldrree is a large table. accessed ~y the routine opacr. This routine maps 
the :ypes of the ;eit lnd right operands :nto 1 rather smaller 5et of descriptors. and then 
J,cesses a table i actually encoded in a switch statement> wl1ich for e:lch operator and pair of 
types ,.:auses In action to be returned. The lctions are logical or'.i of a number of separate 
lctions. which ~ay ,e carried out by bUildrree. These comoonent actions may include checking 
the Ie:': side ~o ~r.sure :hat it is an Ivalue I c:m Je 5tor~d into!. lDPiying a type conver~ion to the 
lelt or right ope:-:md. setting the type of the new "oae to:~~ ~vpe of the :eft or right operand. 
calling various -r,uunes :0 balance the ty,es of :he '~(t and ~tg:'!t Jperands. lnd .5ucpressing the 
Jrdinary conve"~lOn ')f Jrrays and function ooeranus to .:cl:"t~rs. An .mpor~ant ?peration is 
:::-:t:~. which ;:'JS·!S some special code ,0 be :n\.'c~.:;j ,n ·~(I,;.Jt.-pe. :" ilolndle issues which are 
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unique to a particular operator. Examples of this are structure and union reference (actually 
handled by the routine slrdJ. the building of NAME, ICON, STRING and FCON (floating 
point constant> nodes. unary· and &, structure assignment, and calls. In the case of unary • 
and &, bllildtree will cancel a • applied to a tree, the top node of which is &, and conversely. 

Another special operation is PUN: this causes the compiler to check for type mismatches, 
such as intermixing pointers and integers. 

The treatment of conversion operators is still a rather strange area of the compiler (and of 
C!>' The recent introduction of type casts has only confounded this situation. Most of the 
conversion operators are generated by calls to rymatch and ptmarch, both of which are given a 
tree, and asked to make the operands agree in type. Prmalch treats the case where one of the 
operands is a pointer: rymalch treats all other cases. Where these routines have decided on the 
proper type for an operand, they call maker)" which is handed a tree, and a type word, dimen
sion offset. and size offset. If necessary, it inserts a conversion operation to make the types 
correct. Conversion operations are never inserted on the left side of assignment operators, 
however. There are two conversion operators used: PCONV, if the conversion is to a non-basic 
type (usually a pointer). and SCONV, if the conversion is to a basic type (scalar). 

To allow for maximum flexibility, every node produced by bllildlree is given to a machine 
dependent routine. ,",o(·al. immediately after it is produced. This is to allow more or less 
immediate rewriting of those nodes which must be adapted for the local machine. The conver
sion operations are given to c/ocal as well: on most machines, many of these conversions do 
nothing, and should be thrown away (being careful to retain the type). If this operation is done 
too early, however, later calls to bllildrree may get confused about correct type of the subtrees: 
thus c/ocal is given the conversion ops only after the entire tree is built. This topic will be dealt 
with in more detail later. 

Initialization 

Initialization is one of the messier areas in the portable compiler. The only consolation is 
that most of the mess takes place in the machine independent part, where it is may be safely 
ignored by the implementor of the compiler for a particular machine. 

The basic problem is that the semantics of initialization really calls for a co-routine struc
ture: one collection of programs reading constants from the input stream, while another, 
independent set of programs places these constants into the appropriate spots in memory. The 
dramatic differences in the local assemblers also come to the fore here. The parsing problems 
are dealt with by keeping a rather extensive stack containing the current state of the initializa
tion: the assembler problems are dealt with by having a fair number of machine dependent rou
tines. 

The stack contains the symbol table number, type, dimension index, and size index for 
the current identifier being initialized. Another entry has the offset. in bits, of the beginning of 
the current identifier. Another entry keeps track of how many elements have been seen, if the 
current identifier is an array. StilI another entry keeps track of the current member of a struc
ture being initialized. Finally, there is an entry containing flags which keep track of the current 
state of the initialization process (e.g., tell if a ) has been seen for the current identifier.} 

When an initialization begins, the routine beginir is called: it handles the alignment restric
tions, if any, and calls insrk to create the stack entry. This is done by first making an entry on 
the top of the stack for the item being initialized. If the top entry is an array. another entry is 
made on the stack for the first element. If the top entry is a str'.Jc!ure, another entry is made 
on the stack for the first member of the structure. This continues until the top element of the 
stack is a scalar. II1S1k then returns. and ~he parser begins coliectiI1~ initializers. 

When a constant is obtained. the routme .lnil1ll is called: it o::<amines the stack. and does 
whatever is necessary to assign the curr~nt constant [0 the s~3lar ~:1 the top of the staCk. :wrs
cal is then called, which rearrange:: the ~taci< so t~at '.he next ')c;J!ar to ,e :~Ilialized ge~s piJc~d 
on top of the stack. This process ~O[1tlnues until the: o!!1d of . he :r.iu.l!izers: c·.':ciinll cJeans uc 1 f 
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a ( or I is encountered in the string of initializers, it is handled by calling ilb,ace or irbrace, 
respectively. 

A central issue is the treatment of the "holes" that arise as a result of alignment restric
tions or explicit requests for holes in bit fields. There is a global variable. inoJl, which contains 
the current otfset in the initialization (all offsets in the first pass of the compiler are in bits). 
DOini( figures out from the top entry on the stack the expected bit offset of the next identifier, 
it calls the machine dependent routine in/orce which. in a machine dependent way. forces the 
assembler to set aside space if need be so that the next scalar seen will go into the appropriate 
bit offset position. The scalar itself is passed to one of the machine dependent routines ./incode 
(for floating point initialization). incode (for fields, and other initializations less than an int in 
size), and cinit (for all other initializations). The size is passed to all these routines, and it is up 
to the machine dependent routines to ensure that the initializer occupies exacuy the right size. 

Character strings represent a bit of an exception. If a character string is seen as the ini
tializer for a pointer. the characters making up the string must be put out under a different 
location counter. When the lexical analyzer sees the quote at the head of a character string, it 
returns the token STRING. but does not do anything with the contents. The parser calls getst" 
which sets up the appropriate location counters and flags. and calls bestr to read and process the 
contents of the string. 

If the string is being used to initialize a character array, best' calls putbyte. which in effect 
simulates dOintt for each character read. If the string is used to initialize a character pointer, 
L-cstr calls a machine dependent routine, bycode. which stashes away each character. The pointer 
to this string is then returned. and processed normally by dOinit. 

The null at the end of the string is treated as if it were read explicitly by best'. 

Statements 

The first pass addresses four main areas; declarations, expressions, initialization, and 
statements. The statement processing is relatively simple; most of it is carried out in the parser 
directly. Most of the logic is concerned with allocating label numbers. defining the labels. and 
branching appropriately. An external symbol. reached. is 1 if a statement can be reached. 0 
otherwise; this is used to do a bit of simple flow analysis as the program is being parsed, and 
also to avoid generating the subroutine return sequence if the subroutine cannot "fall through" 
the last statement. 

Conditional branches are handled by generating an expression node. CBRANCH. whose 
left descendant is the conditional expression and the right descendant is an ICON node contain
ing the internal label number to be branched to. For efficiency, the semantics are that the label 
is gone to if the condition is false. 

The switch statement is compiled by collecting ~he case entries. and an indication as to 
whether there is a default case; an internal label number is generated for each of these, and 
remembered in a big array. The expression comprising the value to be switched on is compiled 
when the switch keyword is encountered, but the expression tree is headed by 1 special node, 
FORCE, which tells the code generator to put the expression value :nto a special distinguished 
register 'this same mechanism is used for processing the return statement). When the end of 
the switch block is reached, the array containing the case vaiues :s sor~ed. and checked for 
duplicate entries (an error>; if all is correct. the machine -:!ependent ri~utine genswltch is called. 
with thIS may of labels .utd Nalues in increasing order. Gel'swltc/, can lSsume that the value to 
:e ~ested :s already in the register which is the lJSUai integer ~etum value :egister. 

Oprimizadon 

There is a machme independent file. oplim.c. ·,\o·r.~cn ':Ijr:uins a re!auvely shon optimiza
tlcn routine. Opll",. Ac:ually the wora optimization is ,o~eming of a misnomer, the results are 
!':ot optimum, only :mproved. and ~he routine is in ··l.;t ;O:"'l opuor.&i~ .t must be called for 
=T""pe~ operation of ~he ;ompiler. 
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Opllm is called after an expression tree is built. but before the code generator is called. 
The essential part of its job is to call ,,'om/on the conversion operators. On most machines. 
the treatment of & is also essential: by this time in the processing. the only node which is a 
legal descendant of & is NAME. (Possible descendants of· have been eliminated by blllld,rC'C'.J 
The address of a static name is. almost by definition, a constant, and can be represented by an 
ICON node on most machines (provided that the loader has enough powed. Unfortunately. 
this is not universall}' true: on some machine, such as the IBM 370. the issue of addressability 
rears its ugly head: thus. before turning a NAME node into an ICON node. the machine depen
dent function alltlable is called. 

The optimization attempts of opr;m are currently quite limited. It is primarily concerned 
with improving the behavior of the compiler with operations one of whose arguments is a con
stant. In the simplest case, the constant is placed on the right if the operation is commutative. 
The compiler also makes a limited search for expressions such as 

(x+aJ+b 

where a and b are constants. and attempts to combine a and b at compile time. A number of 
special cases are also examined: additions of 0 and multiplications by I are removed. although 
the correct processing of these cases to get the type of the resulting tree correct is decidedly 
nontrivial. In some ca~es. the addition or multiplication must be replaced by a conversion op to 
keep the types from becoming fouled up. Finally, in cases where a relational operation is being 
done. and one operand is a constant. the operands are permuted, and the operator altered. if 
necessary, to put the constant on the right. Finally, multiplications by a power of 2 are changed 
to shifts. 

There are dozens of similar optimizations that can be. and should be. done. It seems 
likely that this routine will be expanded in the relatively near future. 

Machine Dependent Stuff 

A number of the first pass machine dependent routines have been discussed above. In 
general, the routines are short. and easy to adapt from machine to machine. The two excep
tions to this general rule are c/ocal and the function prolog and epilog generation routines. 
qfcode and efcode. 

Clocal has the job of rewriting, if appropriate and desirable. the nodes constructed by 
bllildtree. There are two major areas where this is important: NAME nodes and conversion 
operations. In the case of NAME nodes, clocal must rewrite the NAME node to reflect the 
actual physical location of the name in the machine. In effect, the NAME node must be exam
ined, the symbol table entry found (through the rval field of the node). and. based on the 
storage class of the node, the tree must be rewritten. Automatic variables and parameters are 
typically rewritten by treating the reference to the variable as a structure reference, off the 
register which holds the stack or argument pointer; the str~froutine is set up to be called in this 
way, and to build the appropriate tree. In the most general case, the tree consists of a unary· 
node, whose descendant is a + node, with the stack or argument register as left operand, and a 
constant offset as right operand. 'In the case of LABEL and internal static nodes. the rval field 
is rewritten to be the negative of the internal label number: a negative rval field is taken to be 
an internal label number. Finally. a name of class REGISTER must be converted into a REG 
node, and the rval field replaced by the register number. In fact, this part of the elocal routine 
is nearly machine independent; only for machines with addressability problems (IBM 370 
again!) does it have to be noticeably different. 

The conversion operator treatment is rather tricky. It is necessary to handle the applica
tion of conversion operators to constants in c/o(·al. in order that all constant expressions can 
have their values known at compile time. In ~xtreme cases. this may mean that some simula
tion of the arithmetic of the target machine mIght !"lave to be done in :1 cross-compiler. In the 
most common case. conversions from pointer iO pointer jo nothing. For some machines. how
ever, conversion from byte pointer to shorT or iong pointer might require a shift or rotate 

--------- ------------- -
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operation. which would have to be generated here. 
The extension of the portable compiler to machines where the size of a pointer depends 

on its type would be straightforward. but has not yet been done. 
The other major machine dependent issue involves the subroutine prolog and epilog gen

eration. The hard part here is the design of the stack frame and calling sequence; this design 
issue is discussed elsewhere'! The routine blt'ode is called with the number of arguments the 
function is defined with. and an array containing the symbol table indices of the declared 
parameters. 8.fcode must generate the code to establish the new stack frame. save the return 
address and previous stack pointer value on the stack. and save whatever registers are to be 
used for register variables. The slack size and the number of register variables is not known 
when b.fcode is called. so these numbers must be referred to by assembler constants. which are 
defined when they are known (usually in the second pass. after all register variables. automat
ics. and temporaries have been seen). The final job is to find those parameters which may have 
been declared register. and generate the code to initialize the register with the value passed on 
the stack. Once again. for most machines. the general logic of bli:odl! remains the same. but the 
contents of the primlcalls in it will change from machine to machine. l!.Ii:ode is rather simpler. 
having just to generate the default return at the end of a function. This may be nontrivial in 
the case of a function returning a structure or union. however. 

There seems to be no really good place to discuss structures and unions. but this is as 
good a place as any. The C language now supports structure assignment. and the passing of 
structures as arguments to functions. and the receiving of structures back from functions. This 
was added rather late to C. and thus to the portable compiler. Consequently, it fits in less well 
than the older features. Moreover. most of the burden of making these features work is placed 
on the machine dependent code. 

There are both conceptual and practical problems. Conceptually, the compiler is struc· 
tured around the idea that to compute something, you put it into a register and work on it. 
This notion causes a bit of trouble on some machines (e.g .• machines with 3-address opcodes). 
but matches many machines quite well. Unfortunately. this notion breaks down with struc
tures. The closest thai one can come is to keep the addresses of the structures in registers. 
The actual code sequences used to move structures vary from the trivial (a multiple byte move) 
to the horrible (a function call). and are very machine dependent. 

The practical problem is more painful. When a function returning a structure is called. 
this function has to have some place to put the structure value. If it places it on the stack. it 
has difficulty popping its stack frame. If it places the value in a static temporary. the routine 
fails to be reentrant. The most logically consistent way of implementing this is for the caller to 
pass in a pointer to a spot where the called funclion should put the value before returning. 
This is relatively straightforward. although a bit tedious. to implement. but means that the 
caller must have properly declared the function type. even if the value is never used. On some 
machines. such as the Interdata 8/32. the return value simply overlays the argument region 
(which on the 8/32 is part of the caller's stack frame). The cailer takes care of leavinl enough 
room if the returned value is larger tha'n the arguments. This also assumes that the caller know 
.lnd declares the function properly. 

The PDP·II and the VAX have stack hardware which is used in function '::1115 Jnd 
returns~ (his !T1akes it very inconvenient to use either of the above me;.;hanisms. In these 
machines. i.l italiC area 'Nilhin the called functionis allocated. and the func:lon :-eturn '.·;liue is 
~opied into It on return~ ~he function returns the address of that region. This is Simple to 
implement. but is non-reentrant. However. the function can now be ':l:!ed as a 5ubroutine 
without being properly declared. without the disaster which would otherwise ensue. '.J matter 
what chOice is taken. the .:on'lention is that the function aCluaily r~tur:1S :he adoress oi the 
return structure value. 

In building expression !rees. the portable compiler takes a 'it for '~ra;,,~ed aoou: ~t:-l.a:!1..;res. 
It .lssumes :h3t fU:1c:lons "eturning struc:ures ac:ually return J poirt::~ ~o he 5~:,·;,;:·.:e, .!.·d . ~ 
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assumes that a reference to a structure is actually a reference to its address. The structure 
assignment operator is rebuilt so that the left operand is the structure being assigned to, but the 
right operand is the address of the structure being assigned: this makes it easier to deal with 

and similar constructions. 

There are four special tree nodes associated with these operations: ST ASG (structure 
assignment>. ST ARG (structure argument to a function ca1J), and STCALL and UN AR Y 
STCALL Cealls of a function with nonzero and zero arguments, respectively). These four 
nodes are unique in that the size and alignment information. which can be determined by the 
type for all other objects in C. must be known to carry out these operations: special fields are 
set aside in these nodes to contain this information. and special intermediate code is used to 
transmit this information. 

First Pass Summary 

There are may other issues which have been ignored here, partly to justify the title 
"tour", and partially because they have seemed to cause little trouble. There are some debug
ging flags which may be turned on, by giving the compiler's first pass the argument 

- X [flags] 

Some of the more interesting flags are - Xd for the defining and freeing of symbols. - Xi for 
initialization comments. and -Xb for various comments about the building of trees. In many 
cases, repeating the flag more than once gives more information; thUS. - Xddd gives more 
information than - Xd. In the two pass version of the compiler. the flags should not be set 
when the output is sent to the second pass, since the debugging output and the intermediate 
code both go onto the standard output. 

We turn now to consideration of the second pass. 

Pass Two 

Code generation is far less well understood than parsing or lexical analysis. and for this 
reason the second pass is far harder to discuss in a file by file manner. A great deal of the 
difficulty is in understanding the issues and the strategies employed to meet them. Any particu
lar function is likely to be reasonably straightforward. 

Thus. this part of the paper will concentrate a good deal on the broader aspects of strategy 
in the code generator, and will not get too intimate with the details. 

Oveniew. 

It is difficult to organize a code generator to be flexible enough to generate code for a 
large number of machines, and still be efficient for anyone of them. Flexibility is also impor
tant when it comes time to tune the code generator to improve the output code quality. On the 
other hand, too much flexibility c:an lead to semantically incorrect code, and potentially a com
binatorial explosion in the number of cases to be considered in the compiler. 

One goal of the code generator is to have a high degree of correctness. It is very desirable 
to have the compiler detect its own inability to generate correct code, rather than to produce 
incorrect code. This goal is achieved by having a simple model of the job to be done (e.g., an 
expression tree) and a simple model of the machine state (e.g .• which registers are free). The 
act of generating an instruction performs a transformation on the tree and the machine state: 
hopefully, the tree eventually gets reduced to a Single node. If each of these 
instruction/transformation pairs is correct. and if the machane stale model really represents the 
actual machine. and if the transformations reduce the input tree to the desired single node. 
then the output code will be correct. 

------- ---- --
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For most real machines. there is no definitive theory of code generation that encompasses 
all the C operators. Thus the selection of which instruction/transformations to generate, and in 
what order. will have a heuristic flavor. If. for some expression tree. no transformation applies. 
or, more seriously, if the heuristics select a sequence of instruction/transformations that do not 
in fact reduce the tree, the compiler will report its inability to generate code, and abort. 

A major part of the code generator is concerned with the model and the transformations, 
- most of this is machine independent. or depends only on simple tables. The flexibility 
comes from the heuristics that guide the transformations of the trees. the selection of subgoals. 
and the ordering of the computation. 

The Machine :\todel 
The machine is assumed to have a number of registers. of at most two different types: A 

and B. Within each register class. there may be scratch (temporary) registers and dedicated 
registers (e.g .• register variables. the stack pointer. etc.>. Requests to allocate and free registers 
involve only the temporary registers. 

Each or the registers in the machine is given a name and a number in the mac2de/s file: 
the numbers are used as indices into various tables that describe the registers. so they should 
be kept small. One such table is the rsraflls table on file loea/2.c. This table is indexed by regis
ter number, and contains expressions made up from manifest constants describing the register 
types: SAREG for dedicated AREG '5, SAREGIST AREG for scratch AREGS·s. and SBREG 
and .SBREGISTBREG similarly for BREG's. There are macros that access this information: 
,sbrl?!((r) returns true if register number r is a BREG. and isrreg(r) returns true if register 
number r is a temporary AREG or BREG. Another table. rnames, contains the register names: 
this is used when putting out assembler code and diagnostics, 

The usage of registers is kept track of by an array called busy. Busyfrl is the number of 
uses of register r in the current tree being processed. The allocation and freeing of registers 
will be discussed later as part of the code generation algorithm. 

General Organization 

As mentioned above. the second pass reads lines from the intermediate file, copying 
through to the output unchanged any lines that begin with a '}', and making note of the infor
mation about stack usage and register allocation contained on lines beginninl with 'I' and '[', 
The expression trees. whose beginning is indicated by a line beginning with •. ', are read and 
rebuilt into trees. If the compiler is loaded as one pass. the expression trees are immediately 
available to the code generator. 

The actual code generation is done by a hierarchy of routines. The routine delay is first 
given the tree~ it attempts to delay some postfix + + and - - computations that might reason
ably be done after the smoke clears. It also attempts to handle comma (,) operators by com
puting the left side expression first. and then rewriting the tree to eliminate the operator. Delay 
calls ~'od~en to control the actual code generation process. Codgen takes as arguments a pointer 
to the expression tree. and a second argument that. for socio-historical reasons, is called a 
coo/(Ie. The cookie describes a set of goals that would be acceptable for the code generation: 
these are assigned to individual bits. so they may be ,logically or' ed together to form a large 
number of possible goals. Among the possible goals are FOREFF (compute for side eifec:s 
only: don't worry ,lbout the value), INTEMP (compute and store value into a temporary loca
tion :n memory), INAREG (compute into an A register), INTAREG (compute into a scratch 
A ~e~ister), INBREG and INTBREG similarly. FORCC (compute for condition codes), lnd 
FORARG (compute it as a function argument: e.g .• stack it if appropriate). 

C Jdgen first canonicalizes the tree by calling canon. This routine looks for ':eruin 
transformations that might now be applicable to the tree. One. which is very common and vrery 
powerful. is to fold :ogether In :ndirection operator (UNARY \iUL) and a register (REG): in 
me')t :nachines, t!lis combinanon is addressable directly, and so is similar ~o .1 ~AME in its 



- 15 -

behavior. the UNARY MUL and REG are folded together to make another node type called 
OREG. In fact, in many machines it is possible to directly address not just the cell pointed to 
by a register, but also cells differing by a constant offset from the cell pointed to by the register. 
Canon also looks for such cases, calling the machine dependent routine noto.ff to decide if the 
offset is acceptable (for example, in the IBM 370 the offset must be between 0 and 4095 bytes). 
Another optimization is to replace bit field operations by shifts and masks if the operation 
involves extracting the field. Finally. a machine dependent routine. Slicomp, is called that com
putes the Sethi-Ullman numbers for the tree (see below). 

After the tree is canonicalized, codgen calls the routine store whose job is to select a sub
tree of the tree to be computed and (usually) stored before beginning the computation of the 
full tree. Store must return a tree that can be computed without need for any temporary storage 
locations. In effect, the only store operations generated while processing the subtree must be as 
a response to explicit assignment operators in the tree. This division of the job marks one of 
the more significant. and successful, departures from most other compilers. It means that the 
code generator can operate under the assumption that there are enough registers to do its job, 
without worrying about temporary storage. If a store into a temporary appears in the output, it 
is always as a direct result of logic in the store routine: this makes debugging easier. 

One consequence of this organization is that code is not generated by a treewalk. There 
are theoretical results that support this decision.7 It may be desirable to compute several sub
trees and store them before tackling the whole tree; if a subtree is to be stored, this is known 
before the code generation for the subtree is begun. and the subtree is computed when all 
scratch registers are available. 

The store routine decides what subtrees, if any, should be stored by making use of 
numbers, called Sethi-Ullman numbers, that give, for each subtree of an expression tree, the 
minimum number of scratch registers required to compile the subtree, without any stores into 
temporaries.s These numbers are computed by the machine-dependent routine Slicomp. called 
by canon. The basic notion is that, knowing the Sethi-Ullman numbers for the descendants of a 
node, and knowing the operator of the node and some information about the machine. the 
Sethi-Ullman number of the node itself can be computed. If the Sethi-Ullman number for a 
tree exceeds the number of scratch registers available, some subtree must be stored. Unfor
tunately, the theory behind the Sethi-Ullman numbers applies only to uselessly simple 
machines and operators. For the rich set of C operators. and for machines with asymmetric 
registers, register pairs. different kinds of registers. and exceptional forms of addressing, the 
theory cannot be applied directly. The basic idea of estimation is a good one, however, and 
well worth applying; the application, especially when the compiler comes to be tuned for high 
code quality, goes beyond the park of theory into the swamp of heuristics. This topic will be 
taken up again later. when more of the compiler structure has been described. 

After examining the Sethi-Ullman numbers, store selects a subtree. if any, to be stored, 
and returns the subtree and the associated cookie in the external variables stotree and stocook.. 
If a subtree has been selected, or if the whole tree is ready to be processed, the routine order is 
called, with a tree and cookie. Order generates code for trees that do not require temporary 
locations. Order may make recursive calls on itself, and. in some cases. on cadge"., for exam
ple. when processing the operators &&, II, and comma (.:>, that have a left to right evaluation. 
it is incorrect for store examine the right operand for subtrees to be stored. In these cases, 
order will call codgen recursively when it is permissible to work on the right operand. A similar 
issue arises with the ? : operator. 

The order routine works by matching the current tree with a set of code templates. If a 
template is discovered that will match the c~rrent tree and cookie. the associated assembly 
language statement or statements are generated. The tree is then rewritten . .1S specified by the 
template. to represent the effect of the cutput instruction (s). :f no rempiate match is found, 
first an attempt is made to find a match with a different cook:e~ :or exam?!e. in order to com
pute an expression with cookie INTEMP (store into a tempor Jry 5tOrage :o,atio~ I. it is usually 
necessary to compute the expression into a scratch regis~er first. .it .11! ~~;empts :0 match the 
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tree fail. the heuristic part of the algorithm becomes dominant. Control is typically given to 
one of a number of machine-dependent routines that may in turn recursively call order to 
achieve a subgoal of the computation (for example, one of the arguments may be computed 
into a temporary register). After this subgoal has been achieved, the process begins again with 
the modified tree .. If the machine-dependent heuristics are unable to reduce the tree further, a 
number of default rewriting rules may be considered appropriate. For example. if the left 
operand of a + is a scratch register, the + can be replaced by a + - operator. the tree may 
then match a template. 

To close this introduction. we will discuss the steps in compiling code for the expression 

a +- b 

where a and b are static variables. 
To begin with. the whole expression tree is examined with cookie FOREFF, and no match 

is found. Search with other cookies is equally fruitless. so an attempt at rewriting is made. 
Suppose we are dealing with the Interdata 8/32 for the moment. It is recognized that the left 
hand and right hand sides of the + - operator are addressable, and in particular the left hand 
side has no side effects. so it is permissible to rewrite this as 

a-a+b 

and this is done. No match is found on this tree either, so a machine dependent rewrite is 
done: it is recognized that the left hand side of the assignment is addressable. but the right 
hand side is not in a register, so order is called recursively, being asked to put the right hand 
side of the assignment into a register. This invocation of order searches the tree for a match, 
and fails. The machine dependent rule for + notices that the right hand operand is address
able: it decides to put the left operand into a scratch register. Another recursive call to order is 
made. with the tree consisting solely of the leaf a, and the cookie asking that the value be 
placed into a scratch register. This now matches a template, and a load instruction is emitted. 
The node consisting of a is rewritten in place to represent the register into which a is loaded, 
and this third call to order returns. The second call to order now finds that it has the tree 

rq.+ b 

to consider. Once again. there is no match, but the default rewriting rule rewrites the + as a 
+ - operator, since the left operand is a scratch register. When this is done, there is a match: 
in fact, , 

reg +- b 

simply describes the effect of the add instruction on a typical machine. After the add is emit
ted. the tree is rewritten to consist merely of the register node, since the result of the add is 
now in the register. This agrees with the cookie passed to the second invocation of order. so 
this invocation terminates. returning to the first level. The original tree has now become 

a - ree 
which matches a template for the store instruction. The store is output, and the tree rewritten 
to become just a singJe register node. At this point, since the top level call to orde, was 
interested only in side effects. the call to order relums, and the code generation is completed: 
we Jave generated a load. add. and store, as might have been expected. 

The effect of mac:tine lrchitecture on this is considerable. For example. on the 
Honeywell 6000. the machine dependent heuristics recognize that there is an '"add to storage" 
insCr'Jc:lon. so the strategy is quite dUferent: b is loaded in to a register. and then an 3dd to 
storage :nstru\!tion generated to add this register in to a. The transformations. involving as 
they do the semantics of C, are largely machine independenL The decisions as to when :0 use 
them, however. lte almost totally machine dependenL 

Having gIven -1 broad outline of the code generation process. we shaU next consider the 
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heart of it: the templates. This leads naturally into discussions of template matching and regis
ter allocation, and finally a discussion of the machine dependent interfaces and strategies. 

The Templates 
The templates describe the effect of the target machine instructions on the model of com

putation around which the compiler is organized. In effect, each template has five logical sec
tions, and represents an assertion of the form: 

If we have a subtree of a given shape (1), and we have a goal (cookie) or goals to achieve 
(2), and we have sufficient free resources (3), then we may emit an instruction or 
instructions (4), and rewrite the subtree in a particular manner (5), and the rewritten tree 
will achieve the desired goals. 
These five sections will be discussed in more detail later. First, we give an example of a 

template: 

ASG PLUS, INAREG, 
SAREG, 
SNAME, 

TINT, 
TINT, 
0, 
" 

RLEFT, 
add AL,AR\n", 

The top line specifies the operator (+ -) and the cookie (compute the value of the subtree into 
an AREG). The second and third lines specify the left and right descendants, respectively, of 
the + - operator. The left descendant must be a REG node, representing an A register, and 
have integer type, while the right side must be a NAME node, and also have integer type. The 
fourth line contains the resource requirements (no scratch registers or temporaries needed). 
and the rewriting rule (replace the subtree by the left descendant). Finally, the Quoted string 
on the last line represents the output to the assembler: lower case letters, tabs, spaces. etc. are 
copied verbatim. to the output; upper case letters trigger various macro-like expansions. Thus. 
AL would expand into the Address form of the Left operand - presumably the register 
number. Similarly, AR would expand into the name of the right operand. The add instruction 
of the last section might well be emitted by this template. 

In principle, it would be possible to make separate templates for all legal combinations of 
operators, cookies, types, and shapes. In practice, the number of combinations is very large. 
Thus, a considerable amount of mechanism is present to permit a large number of subtrees to 
be matched by a single template. Most of the shape and type specifiers are individual bits, and 
can be logically or'ed together. There are a number of special descriptors for matching classes 
of operators. The cookies can also be combined. As an example of the kind of template that 
really arises in practice, the actual template for the Interdata 8/32 that subsumes the above 
example is: 

ASG OPSIMP, INAREGIFORCC. 
SAREG, TINTITUNSIGNEDITPOINT, 
SAREGIS1'lAMEISOREGISCON, TINTITtiNSIGNEDITPOINT, 

0, RLEFTIRESCC. 
" 01 AL,AR \n", 

Here. OPSIMP represents the operators +, -, I, &, and '. The 01 macro in the output string 
expands into the appropriate Integer Opcode for the operator. The left and right sides can be 
integers, unsigned, or pointer types. The right side can be. in addition to a name, a register. a 
memory location whose address is given by a register and displacement (OREG), or a constant. 
Finally. these instructions set the condition codes, and so can be used in condition contexts: the 
cookie and rewriting rules reflect this. 
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The Template Matchina Alaorithm. 
The heart of the second pass is the template matching algorithm. in the routine match . 

. "laTch is called with a tree and a cookie~ it attemptS to match the given tree against some tem
plate that will transform it according to one of the goals given in the cookie. If a match is suc
cessful. the transformation is applied; expand is called to generate the assembly code. and then 
reclaim rewrites the tree. and reclaims the resources. such as registers. that might have become 
free as a result of the generated code. 

This part of the compiler is among the most time critical. There is a spectrum of imple
mentation techniques available for doing this matching. The most naive algorithm simply looks 
at the templates one by one. This can be considerably improved upon by restricting the search 
for an acceptable template. It would be possible to do better than this if the templates were 
given to a separate program that ate them and generated a template matching subroutine. This 
would make maintenance of the compiler much more complicated. however. so this has not 
been done. 

The matching algorithm is actually carried out by restricting the range in the table that 
must be searched for each opcode. This introduces a number of cOJl1plications, however, and 
needs a bit of sympathetic help by the person constructing the compiler in order to obtain best 
results. The exact tuning of this algorithm continues: it is best to consult the code and com
ments in match for the latest version. 

In order to match a template to a tree, it is necessary to match not only the cookie and 
the op of the root, but also the types and shapes of the left and right descendants (if any) of 
the tree. A convention is established here that is carried out throughout the second pass of the 
compiler. If a node represents a unary operator, the single descendant is always the "left" des
cendant. If a node represents a unary operator or a leaf node (no descendants) the "right" 
descendant is taken by convention to be the node itself. This enables templates to easily match 
leaves and conversion operators. for example. without any additional mechanism in the match
ing program. 

The type matching is straightforward: it is possible to specify any combination of basic 
types. general pointers. and pointers to one or more of the basic types. The shape matching is 
somewhat more complicated. but still pretty simple. Templates have a collection of possible 
operand shapes on which the opc:ode might match. In the simplest case. an add operation 
might be able to add to either a register variable or a scratch register, and might be able (with 
appropriate help from the assembler) to add an integer constant (ICON), a static memory ceil 
(NAME>. or a stack location (DREG). 

It is usually attractive to specify a number of such shapes. and distinguish between them 
when the assembler output is produced. It is possible to describe the union of many elemen
tary shapes such as ICON. NAME. DREG, AREG or BREG (both scratch and regist~r forms). 
etc. To Ilandle at least the simple forms of indirection, one can also match some more compli
cated forms of trees: STARNM and ST ARREG can match more complicated trees headed by 
an indirection operator. and SFLO can match certain trees headed by a FLO operator: these 
patterns call machine dependent routines that match the patterns of interest on a given 
machine. The shape SW ADD may be used to recognize NAME or DREG nodes that lie :)R 

word boundaries: this may be ·.,r some importance on word-addressed machines. Finally • 
• here are some spectat shapes: these may itOt be used in conjunction with the other shapes. but 
may be defined and ~xtended in :nachine .:1ependent ways. The special shapes SZERO, SONE. 
and SMONE are predefined and :natch constants 0, 1. and -I, respectively~ others are easy to 
add and match by USing the machine dependent routine speclfJL 

When a !emplate has been ,'ound :!'!at '1'1atches the root of the tree, the cookie. and the 
shapes and !y?es of the descencar.~s. :her': IS stm one bar to a total match: the template may 
':311 for some :-~sourc:es {for e:ocam"le. a iC::"·~tc~ ~egister'. The routine allo is called. 3nd it 
.memDts to JEOC:He the resources. If ! :annrJl. -he match fails: no resources are allocated. If 
~uc::::isful .h~ .ili"lc3ted reSOl!rc~! l;'e 5,,/.,n :iumPJers 1, 2, ~rc. for later reference whe:'! ':'le 
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assembly code is generated. The routines ('xpalld and r(,c/aim are then called. The maTch rou
tine then returns a special value. MDONE. If no match was found. the value MNOPE is 
returned~ this is a signal to the caller to try more cookie values. or attempt a rewriting rule. 
Match is also used to select rewriting rules. although the way of doing this is pretty straightfor
ward. A special cookie, FORREW. is used to ask maTch to search for a rewriting rule. The 
rewriting rules are keyed to various opcodes: most are carried out in order. Since the question 
of when to rewrite is one of the key issues in code generation, it will be taken up again later. 

Register Allocation. 
The register allocation routines. and the allocation strategy. play a central role in the 

correctness of the code generation algorithm. If there are bugs in the Sethi-Ullman computa
tion that cause the number of needed registers to be underestimated, the compiler may run out 
of scratch registers: it is essential that the allocator keep track of those registers that are free 
and busy, in order to detect such conditions. 

Allocation of registers takes place as the result of a template match: the routine alto is 
called with a word describing the number of A registers. B registers, and temporary locations 
needed. The allocation of temporary locations on the stack is relatively straightforward, and 
will not be further covered: the bookkeeping is a bit tricky. but conceptually trivial, and 
requests for temporary space on the stack will never fail. 

Register allocation is less straightforward. The two major complications are pairing and 
sharing. In many machines. some operations (such as multiplication and division), and/or 
some types (such as longs or double precision) require even/odd pairs of registers. Operations 
of the first type are exceptionally difficult to deal with in the compiler: in fact. their theoretical 
properties are rather bad as welJ.9 The second issue is dealt with rather more successfully: a 
machine dependent function called szry(r) is called that returns 1 or 2, depending on the 
number of A registers required to hold an object of type t. If sz~' returns 2. an even/odd pair 
of A registers is allocated for each request. 

The other issue, sharing, is more subtle. but important for good code quality. When 
registers are allocated. it is possible to reuse registers that hold address information, and use 
them to contain the values computed or accessed. For example. on the IBM 360. if register 2 
has a pointer to an integer in it. we may load the integer into register 2 itself by saying: 

L 2,0(2) 

If register 2 had a byte pointer. however. the sequence for loading a character involves clearing 
the target register' first, and then inserting the desired character: 

SR 
Ie 

3.3 
3,0(2) 

In the first case, if register 3 were used as the target. it would lead to a larger number of regis
ters used for the expression than were required; the compiler would generate inefficient code. 
On the other hand, if register 2 were used as the target in the second case, the code would sim
ply be wrong. In the first case. register 2 can be shared while in the second, it cannot. 

In the specification of the register needs in the templates. it is possible to indicate whether 
required scratch registers .may be shared with possible registers on the left or the right of the 
input tree. In order that a register be shared. it must be scratch, and it must be used only 
once. on the appropriate side of the tree being compiled. 

The allo routine thus has a bit more to do than meets the eye: it ..:alls ,ireere,f{ :0 obtain a 
free register for each A and B register request. Freereg makes multiple .::lIls on the rOUlIne 
usable to decide if a given register can be used to satisfy a given need. Usable .:al!s S/~:.r'?!' if :he 
register is busy. bu t migh t be shared. Finally. sharelt calls ushare to deCide if the desired reg.ls
ter is actually In the appropriate subtree. and can be shared. 

Just to add additional complexity. on some machines (such as the IB~1 .?7()' .t 's possible 
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to have "double indexing" forms of addressing; these are represented by OREGS's with the 
base and index registers encoded into the register field. While the register aUocation and deal
location per se is not made more difficult by this phenomenon. the code itself is somewhat more 
complex. 

Having allocated the registers and expanded the assembly language, it is time to reclaim 
the resources; the routine reclaim does this. Many operations produce more than one result. 
For example. many arithmetic operations may produce a value in a register. and also set the 
condition codes. Assignment operations may leave results both in a register and in memory. 
Reclaim is passed three parameters; the tree and cookie that were matched, and the rewriting 
field of the template. The rewriting field allows the specification of possible results; the tree is 
rewritten to reflect the results of the operation. If the tree was computed for side eif'ects only 
(FOREFF), the tree is freed. and all resources in it reclaimed. If the tree was computed for 
condition codes. the resources are also freed. and the tree replaced by a special node type. 
FORCC. Otherwise. the value may be found in the left argument of the root, the right argu
ment of the root. or one of the temporary resources allocated. In these cases. first the 
resources of the tree, and the newly aJlocated resources. are freed; then the resources needed 
by the result are made busy again. The final result must always match the shape of the input 
cookie; otherwise. the compiler error "cannot reclaim" is generated. There are some machine 
dependent ways of preferring results in registers or memory when there are multiple results 
matching multiple goals in the cookie. 

The Machine Dependent Interface 

The files order.c, /ocal2.c. and rable.c. as well as the header file macldeA represent the 
machine dependent portion of the second pass. The machine dependent portion can be roughly 
divided into two: the easy portion and the hard portion. The easy portion tells the compiler the 
names of the registers, and arranges that the compiler generate the proper assembler formats. 
opcode names. location counters. etc. The hard portion involves the Sethi-Ullman computa
tion. the rewriting rules. and. to some extent. the templates. It is hard because there are no 
real algorithms that apply; most of this portion is based on heuristics. This section discusses 
the easy portion; the next several sections will discuss the hard portion. 

If the compiler is adapted from a compiler for a machine of similar architecture. the easy 
part is indeed easy. In mac2deJs. the register numbers are defined. as well as various parame
ters for the stack frame. and various macros that describe the machine architecture. If double 
indexing is to be permitted. for example. the symbol R2REGS is defined. Also. a number of 
macros that are involved in function call processing. especially for unusual function call 
mechanisms. are defined here. ' 

In /oca/l.c. a large number of simple functions are defined. These do things such as write 
out opcodes. register names. and address forms for the assembler. Part of the function call 
code is defined here; that is nontrivial to design. but typically rather straightforward to imple
ment. Among the easy routines in order,c are routines for generating a created label. defining a 
label. and generating the arguments of a function call. 

These routines tend to have a local effect. lnd depend on a fairly straightforward wayan 
the target lssembler lnd the design decisions already made lbout [he compiler. Thus they will 
not be further treated here. 

The Rewriting Rules 

When a tree fails ~o match any template, it becomes a ..:andidate for rewriting. Before the 
tree is rewritten. the machine dependent'routine nexlcook is called with the tree and the cookie: 
it suggests .lnother ;:ookie that might be .l better c:mdidate for the matching of the tree. If all 
else fails. ~he templates are searched 4'ith the cookie FORREW. to look for a rewriting rule. 
The rewriting rules lre of two kinds: fGr most of the ::ommon operators. there are machine 
dependent rewriting ;-ules that may be :pplied: :hese lre :tandlea ~y machine dependent func
tions that lre called md ~iven the ·,ree :0 "e ':~mputed. i':ese ~outines may r~cursiveiy caU 
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order or codge" to cause certain subgoals to be achieved; if they actually call for some alteration 
of the tree, they return 1, and the code generation algorithm recanonicalizes and tries again. If 
these routines choose not to deal with the tree. the default rewriting rules are applied. 

The assignment ops, when rewritten. call the routine serasg. This is assumed to rewrite 
the tree at least to the point where there are no side effects in the left hand side. If there is 
still no template match. a default rewriting is done that causes an expression such as 

0+- b 

to be rewritten as 

a-a+b 

This is a useful default for certain mixtures of strange types (for example. when a is a bit field 
and b an character) that otherwise might need separate table entries. 

Simple assignment. structure assignment. and all forms of calls are handled completely by 
the machine dependent routines. For historical reasons, the routines generating the calls return 
1 on failure, 0 on success, unlike the other routines. 

The machine dependent routine serbin handles binary operators; it too must do most of 
the job. In particular, when it returns O. it must do so with the left hand side in a temporary 
register. The default rewriting rule in this case is to convert the binary operator into the associ
ated assignment operator; since the left hand side is assumed to be a temporary register. this 
preserves the semantics and often allows a considerable saving in the template table. 

The increment and decrement operators may be dealt with with the machine dependent 
routine settller. If this routine chooses not to deal with the tree. the rewriting rule replaces 

x++ 

by 

((x +- J) - J) 

which preserves the semantics. Once again. this is not too attractive for the most common 
cases, but can generate close to optimal code when the type of x is unusual. 

Finally. the indirection (UNARY MUL) operator is also handled in a special way. The 
machine dependent routine o.ffsrar is extremely important for the efficient generation of code. 
OJ}"star is called with a tree that is the direct descendant of a UNARY MUL node; its job is to 
transform this tree so that the combination of UNARY MUL with the transformed tree 
becomes addressable. On most machines. offslar can simply compute the tree into an A or B 
register, depending on the architecture, and then canon will make the resulting tree into an 
OREG. On many machines. offstar can profitably choose to do less work than computing its 
entire argument into a register. For example. if the target machine supports OREGS with a 
constant offset from a register. and offstar is called with a tree of the form 

expr + conSI 

where const is a constant. then offstar need only compute expr into the appropriate form of 
register. On machines that suppori double indexing. offslar may have even more choice as to 
how to proceed. The proper tuning of offstar. which is not typically too difficult. should be one 
of the first tries at optimization attempted'by the compiler writer. 

The Sethi·Ullman Computation 

The heart of the heuristics is the computation of the Sethi-Ullman numbers. This compu
tation is closely linked with the rewriting rules and the templates. As mentioned before. the 
Sethi-Ullman numbers are expected to estimate the number of scratch registers needed to com
pute the subtrees without using any stores, However, the original theory does not apply to real 
machines. For one thing. the theory assumes that all registers are interchangeable. Real 
machines have general purpose. floating point. and index registers, register pairs. et.:. The 

--------. -
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theory also does not account for side effects; this rules out various forms of pathology that arise 
from assignment and assignment ops. Condition codes are also undreamed of. Finally. the 
influence of types. conversions. and the various addressability restrictions and extensions of 
real machines are also ignored. 

Nevertheless. for a "useless" theory. the basic insight of Sethi and Ullman is amazingly 
useful in a real compiler. The notion that one should attempt to estimate the resource needs of 
trees before starting the code generation provides a natural means of splitting the code genera
tion problem. and provides a bit of redundancy and self checking in the compiler. Moreover. if 
writing the Sethi-Ullman routines is hard. describing. writing. and debugling the alternative 
(routines that attempt to free up registers by stores into temporaries "on the fly") is even 
worse. Nevertheless. it should be clearly understood that these routines exist in a realm where 
there is no "right" way to write them: it is an art. the realm of heuristics. and. consequently. a 
major source of bup in the compiler. Often. the early. crude versions of these routines give 
little trouble: only after the compiler is actually working and the code quality is being improved 
do serious problem have to be faced. Having a simple. regular machine architecture is worth 
quite a lot at this time. 

The major problems arise from asymmetries in the registers: register pairs. having 
different kinds of registers. and the related problem of needing more than one register (fre
quently a pair) to store certain data types (such as longs or doubles). There appears to be no 
general way of treating this problem: solutions have to be fudged for each machine where the 
problem arises. On the Honeywell 66. for example. there are only two general purpose regis
ters. so a need for a pair is the same as the need for two registers. On the IBM 370. the regis
ter pair <0.1) is used to do multiplications and divisions: registers 0 and 1 are not generally con
sidered part of the scratch registers. and so do not require allocation explicitly. On the Inter
data 8/32. after much consideration. the decision was made not to try to deal with the register 
pair issue; operations such as multiplication and division that required pairs were simply 
assumed to take all of the scratch registers. Several weeks of effort had failed to produce an 
algorithm that seemed to have much chance of running successfully without inordinate debug
ging effort. The difficulty of this issue should not be minimized: it represents one of the main 
intellectual efforts in porting the compiler. Nevertheless. this problem has been fudged with a 
degree of success on nearly a dozen machines. so the compiler writer should not abandon hope. 

The Sethi-Ullman computations interact with the rest of the compiler in a number of 
rather subtle ways. As already discussed. the srort routine uses the Sethi-Ullman numbers to 
decide which subtrees are too difficult to compute in registers. and must be stored. There are 
also subtle interactions between the rewriting routines and the Sethi-Ullman numbers. Suppose 
we have a tree such as 

"'-8 
where A and B are expressions; suppose further thaI B takes two registers. and A one. It is 
possible [0 ~ompute the full expression in two registers by first computing 8. and then. using 
the scratch register used by 8, but not containing the answer. ,:ompute.-4. The subtraction can 
then be done. computing the expression. (Note that this assumes a number of thinp. not the 
least of which are register-lo-register subtraction operators and symmetric registers.) If the 
machine dependent routine strbilf. however. is not prepared to recognize this case and compute 
the more difficult side of the expression first. the Sethi-Ullman number must be set to three. 
Thus. the Sethi-Ullman number for cl tree ;;hould represent the code that the machine depen
dent routines ,ue actually WIlling to ~enerate. 

The interaction can go the other way. If we take an expression such as 

.(p+JJ 

where /' is a pointer and ; an integer. :hlS ::In probably be done in one register on most 
machines. Thus. its Sethi-Ullman 1umbe!" wculd probably be set to one. If double indexing is 
possible in the machine. a possible ·\I;lY .j:' .:~m~uling ,I'le expressIon is to load both p lnd : into 
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registers. and then use double indexing. This wmild use two scratch registers~ in such a case, it 
is possible that the scratch registers might be unobtainable. or might make some other part of 
the computation run out of registers. The usual solution is to cause o./Jsrar to ignore opportuni
ties for double indexing that would tie up more scratch registers than the Sethi-Ullman number 
had reserved. 

In summary, the Sethi-Ullman computation represents much of the craftsmanship and 
artistry in any application of the portable compiler. It is also a frequent source of bugs. Algo
rithms are available that will produce nearly optimal code for specialized machines. but unfor
tunately most existing machines are far removed from these ideals. The best way of proceeding 
in practice is to start with a compiler for a similar machine to the target. and proceed very care
fully. 

Register ,o\llocation 

After the Sethi-Ullman numbers are computed. order calls a routine. rallo, that does regis
ter allocation. if appropriate. This routine does relatively little. in general~ this is especially true 
if the tariet machine is fairly regular. There are a few cases where it is assumed that the result 
of a computation takes place in a particular register~ switch and function return are the two 
major places. The expression tree has a field. roll. that may be filled with a register number; 
this is taken to be a preferred register. and the first temporary register allocated by a template 
match will be this preferred one. if it is free. If not. no particular action is taken~ this is just a 
heuristic. If -no register preference is present. the field contains NOPREF. In some cases, the 
result must be placed in a given register, no matter what. The register number is placed in roll. 
and the mask MUSTDO is logically or'ed in with it. In this case, if the subtree is requested in 
a register. and comes back in a register other than the demanded one. it is moved by calling the 
routine r~lOve. If the target register for this move is busy. it is a compiler error. 

Note that this mechanism is the only one that will ever cause a register-to-register move 
between scratch registers (unless such a move is buried in the depths of some template). This 
simplifies debugging. In some cases. there is a rather strange interaction between the register 
allocation and the Sethi-Ullman number~ if there is an operator or situation requiring a particu
lar register. the allocator and the Sethi-Ullman' computation must conspire to ensure that the 
target register is not being used by some intermediate result of some far-removed computation. 
This is most easily done by making the special operation take all of the free registers. prevent
ina any other partially-computed results from cluttering up the works. 

Compiler lUIS 

The portable compiler has an excellent record of generating correct code. The require
ment for reasonable cooperation between the register allocation. Sethi-Ullman computation. 
rewriting rules. and templates builds quite a bit of redundancy into the compiling process. The 
effect of this is that. in a surprisingly short time. the compiler will start generating correct code 
for those programs that it can compile. The hard part of the job then becomes finding and 
eliminating those situations where the compiler refuses to compile a program because it knows 
it cannot do it right. For example. a template may simply be missing; this may either give a 
compiler error of the form "no match for op ...... or cause the compiler to go into an infinite 
loop applying various rewriting rules. The compiler has a variable. "re,',,,, that is set to 0 at the 
beginning of an expressions. and incremented at key spots in the compilation process~ if this 
parameter gets too large. the compiler decides that it is in a loop. and aborts. Loops are also 
characteristic of botches in the machine-dependent rewriting rules. Bad Sethi-Ullman computa
tions usually cause the scratch iegisters to run out: this often means that the Sethi-Ullman 
number was underestimated. so Slor(' aid not store something it should have: alternatively. it 
can mean that the rewrillng rules were not smart enough to find the sequence that SIICOIJlP 

assumed would be used. 

The best approach when ~ ~I)mpijer error is detected involves several stages. First. try to 
get a small example program that steps on :he bug. Se.:ond. turn on various debugging flags in 
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the code generator. and follow the tree through the process of being matched and rewritten. 
Some flags of interest are -e. which prints [he expression tree. - r. which gives information 
about the allocation of registers. -a. which gives information about the performance of rallo. 
and -0, which gives information about the behavior of order. This technique should allow 
most bugs to be found relatively quickly. 

Unfortunately, finding the bug is usually not enough; it must also be fixed! The difficulty 
arises because a fix to the particular bug of interest tends to break other code that already 
works.· Regression tests. tests that compare the performance of a new compiler against the per
formance of an older one. are very valuable in preventing major catastrophes. 

Summary and Conclusion 

The portable compiler has been a useful tool for providing C capability on a large number 
of diverse machines. and for testing a number of theoretical constructs in a practical setting. It 
has many blemishes. both in style and functionality. It has been applied to many more 
machines than first anticipated. of a much wider range than originally dreamed of. Its use has 
also spread much faster than expected. leaving parts of the compiler still somewhat raw in 
shape. 

On the theoretical side. there is some hope that the skeleton of the slicomp routine could 
be generated for many machines directly from the templates; this would give a considerable 
boost to the portability and correctness of the compiler, but might affect tunability and code 
quality. There is also room for more optimization. both within oprim and in the form of a port
able "peephole" optimizer. 

On the practical. development side. the compiler could probably be sped up and made 
,smalier without doing too much violence to its basic: structure. Parts of the compiler deserve to 
be rewritten; the initialization code. register allocation. and parser are prime candidates. It 
might be that doing some or all of the parsing with a recursive descent parser might save 
enough space and time to be worthwhile: it would certainly ease the problem of moving the 
compiler to an environment where Yace is not already present. 

Finally. I would like to thank. the many people who have sympathetically, and even 
enthusiastically. helped me grapple with what has been a frustrating program to write. test. and 
install. D.~. Ritchie and E. N. Pinson provided needed early encouragement and philosophi
cal guidance; ~. E. Lesk. R. Muha. T. G. Peterson. G. Riddle. L. Rosier, R. W. Mitze. B. R. 
Rowland. S. L Feldman. and T. B. London have all contributed ideas. gripes. and all. at one 
time or another. climbed '"into the pits" with me to help debug. Without their help this effort 
would have not been possible; with it. it was often kind of fun. 
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ABSTRACT 

A network of over eighty UNIXt computer systems has been established 
using the telephone system as its primary communication medium. The net
work was designed to meet the growing demands for software distribution and 
exchange. Some advantages of our design are: 

The startup cost is low. A system needs only a dial-up port, but systems 
with automatic calling units have much more flexibility. 

No operating system changes are required to install or use the system. 

The communication is basically over dial-up lines. however. hardwired 
communication lines can be used to increase speed. 

The command for sending/receiving files is simple to use. 
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1. Purpose 

A Dial-Up Network of UNIXTM Systems 

D. A. Nowitz 

M. E. Lesk 

Bell Laboratories 
Murray Hill. New Jersey 07974 

The widespread use of the UNlxt system' within Bell Laboratories has produced problems 
of software distribution and maintenance. A conventional mechanism was set up to distribute 
the operating system and asscx:iated programs from a central site to the various users. However 
this mechanism alone does not meet aU software distribution needs. Remote sites generate 
much software and must transmit it to other sites. Some UNIX systems are themselves central 
sites for redistribution of a particular specialized utility. such as the Switching Control Center 
System. Other sites have particular. often long-distance needs for software exchange~ switching 
research. for example. is carried on in New Jersey, Illinois. Ohio, and Colorado. In addition. 
general purpose utility programs are written at all UNIX system sites. The UNIX system is 
modified and enhanced by many people in many places and it would be very constricting to 
deliver new software in a one-way stream without any alternative for the user sites to respond 
with changes .of their own. 

Straightforward software distribution is only part of the problem. A large project may 
exceed the capacity of a single computer and several machines may be used by the one group of 
people. It then becomes necessary for them to pass messages, data and other information back 
an forth between I.:omputers. 

Several groups with similar problems. both inside and outside of Bell Laboratories. have 
constructed networks built of hardwired connections only.2.3 Our network. however, uses both 
dial-up and hardwired connections so that service can be provided to as many sites as possible. 

2. Design Goals 

Although some of our machines are connected directly. others can only communicate 
over low-speed dial-up lines. Since the dial-up lines are often unavailable and file transfers may 
take considerable time. we spool all work and transmit in the background. We also had to 
adapt to a community of systems which are independently operated and resistant to suggestions 
that they should all buy particular hardware or install particular operating system modifications. 
Therefore. we make minimal demands on the local sites in the network. Our implementatlon 
requires no operating system changes; in fact. the transfer programs look like any other user 
entering the system through the normal dial-up login ports. and obeying all local protection 
rules. 

We distinguish "active" and "passive" systems on the network. Active systems have 1n 
automatic calling unit or a hardwired line to another system. and can initiate a connection. Pas
sive systems do not have the hardware to initiate a connection. However. an active system can 
be .lSsigned the job of calling passive systems and executing work found there: this makes a 
passive system the functional equivalent of an active system. except for an additional delay 
while it waits to be polled. Also. people frequently log into active systems and request copying 
from one passive system to another. This requires two telephone calls. but even so. it [s faster 
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than mailing tapes. 

Where convenient. we use hardwired communication lines. These permit much faster 
transmission and multiplexing of the communications link. Dial-up connections are made at 
either 300 or 1200 baud; hardwired connections are asynchronous up to 9600 baud and might 
run even faster on special-purpose communications hardware.4•s Thus. systems typically join 
our network first as passive systems and when they find the service more important, they 
acquire automatic calling units and become active systems; eventually. they may install high
speed links to particular machines with which they handle a great deal of traffic. At no point, 
however. must users change their programs or procedures. 

The basic operation of the network is very simple. Each participating system has a spool 
directory. in which work to be done (files to be moved. or commands to be executed remotely) 
is stored. A standard program, UUCICO, performs all transfers. This program starts by identify
ing a particular communication channel to a remote system with which it will hold a conversa
tion. Uucico then selects a device and establishes the connection, logs onto the remote machine 
and starts the l/l/CICO program on the remote machine. Once two of these programs are con
nected. they first agree on a line protocol, and then start exchanging work. Each program in 
turn, beginning with the calling (active system) program, transmits everything it needs, and 
then asks the other what it wants done. Eventually neither has any more work, and both exit. 

In this way. all services are available from all sites; passive sites, however, must wait until 
called. A variety of protocols may be used; this conforms to the real, non-standard world. As 
long as the caller and called programs have a protocol in common, they can communicate. 
Furthermore, each caller knows the hours when each destination system should be called. If a 
destination is unavailable. the data intended for it remain in the spool directory until the desti
nation machine can be reached. 

The implementati.on of this Bell Laboratories network between independent sites, all of 
which store proprietary programs and data, iIlustratives the pervasive need for security and 
administrative controls over file access. Each site. in configuring its programs and system files, 
limits and monitors transmission. In order to access a file a user needs access permission for 
the machine that contains the file and access permission for the file itself. This is achieved by 
first requiring the user to use his password to log into his local machine and then his local 
machine logs into the remote machine whose files are to be accessed. In addition, records are 
kept identifying all files that are moved into and out of the local system, and how the requestor 
of such accesses identified himself. Some sites may arrange to permit users only to call up and 
request work to be done; the calling users are then called back before the work is actually done. 
It is then possible to verify that the request is legitimate from the standpoint of the target sys
tem, as well as the originating system. Furthermore, because of the call-back, no site can 
masquerade as another even if it knows all the necessary passwords. 

Each machine can optionally maintain a sequence count for conversations with other 
machines and require a verification of the count at the start of each conversation. Thus, even 
if call back is not in use, a successful masquerade requires the calling party to present the 
correct sequence number. A would-be impersonator must not just steal the correct phone 
number, user name, and password. but also the sequence count, and must call in sufficiently 
promptly to precede the next legitimate request from either side. Even a successful 
masquerade will be detected on the next correct conversation. 

3. Processing 

The user has two commands whicn set up communications. uucp to set up file copying, 
and uux to set up command execution where some of the required resources (system andlor 
files) are not on the local machine. Each of the!)e commands will put work and data files into 
the spool directory for execution by /llICP daemons. Figure I shows the major blocks of the file 
transfer process. 
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File Copy 

The uucieo program is used to perform all communications between the two systems. It 
performs the following functions: 

- Scan the spool directory for work. 

- Place a call to a remote system. 

- Negotiate a line protocol to be used. 
- Start program uueieo on the remote system. 

- Execute all requests from both systems. 

- Log work requests and work completions. 

Uueico may be started in several ways; 

a) by a system daemon. 

b) by one of the uuep or uwe programs. 

c> by a remote system. 

Scan For Work 

The file names in the spool directory are constructed to allow the daemon programs 
(uucieo. uuxqr) to determine the files they should look at, the remote machines they should call 
and the order in which the files for a particular remote machine should be processed. 

Call Remote System 

The call is made using information from several files which reside in the uucp program 
directory. At the start of the call process. a lock is set on the system being called so that 
another call will not be attempted at the same time. 

The system name is found in a "systems" file. The information contained for each sys
tem is: 

[1] system name. 

[2) times to call the system (days-of-week and times-of-day), 

[3) device or device type to be used for call. 
[4} line speed. 

(5) phone number. 

[6 J login information (multiple fields). 

The time field is checked against the present time to see if the call should be made. The 
phone number may contain abbreviations (e.g. "nyc", "boston") which get translated into dial 
sequences using a "dial-codes" file. This permits the same "phone number" to be slored at 
every site. despite local variations in telephone services and dialing conventions. 

A "devices" file is scanned using fields [3) and (4) from the "systems" file to find an 
available device for the connection. The program will try all devices which satisfy [3) and [4) 
until a connection is made. or no more devices can be tried. If a non-multiplexable device is 
success{uHy opened. a lock file is created so that another copy of uuelco will not try to use it. If 
the connectIon is complete. the login in/ormatfon is used to log into :he remote system. Then a 
command is sent to the remote system to start the uueleo program. The conversation between 
the two lIUCICO programs begins with a handshake started by the called. SLA vE. system. The 
SLA vE sends a message to let the MASTER know it is ready to receive the system 
:dentification and conversation sequence number. The response from the ,WASTER is verified 
by the SLA V E .lnd if Jcceptable. protocol seiection begins. 
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Line Protocol Selection 

The remote system sends a message 

P proto-list 

where proto-list is a string of characters, each representing a line protocol. The calling program 
checks the proto-list for a letter corresponding to an available line protocol and returns a use
protocol message. The lise-protocol message is 

Ucode 
where code is either a one character protocol letter or a N which means there is no common 
protocol. 

Greg Chesson designed and implemented the standard line protocol used by the uucp 
transmission program. Other protocols may be added by individual installations. 

VVork Processing 

During processing, one program is the MASTER and the other is SLA VE. Initially, the 
calling program is the MASTER. These roles may switch one or more times during the conver
sation. 

There are four messages used during the work processing, each specified by the first char
acter of the message. They are 

S send a file, 
R receive a file, 
C copy complete, 
H hang up. 

The MASTER will send R or S messages until all work from the spool directory is complete, at 
which point an H message will be sent. The SLA VE will reply with SY, SN, R Y, RN, HY, HN, 
corresponding to yes or no for each request. 

The send and receive replies are based on permission to access the requested 
file/directory. After each file is copied into the spool directory of the receiving system, a copy
complete message is sent by the receiver of the file. The message CY will be sent if the UNIX 
cp command, used to copy from the spool directory, is successful. Otherwise, a CN message is 
sent. The requests and results are logged on both systems, and, if requested, mail is sent to the 
user reponing completion (or the user can request status information from the log program at 
any time). 

The hangup response is determined by the SLA VE program by a work scan of the spool 
directory. If work for the remote system exists in the SLA VE's spool directory, a HN message 
is sent and the programs switch roles. If no work exists, an HY response is sent. 

A sample conversation is shown in Figure 2. 

Con~'ersation Termination 

When a HY message is received by the MASTER it is echoed back to the SLA VE and the 
protocols are turned off. Each program sends a final ~OO" message to the other. 

4. Present Uses 

One application of this software is remote mail. Normally, a UNIX system user writes 
"mail dan" to send mail to user "dan", By writing "mail usg!dan" the mail is sent to user 
"dan" on system "usg", 

The primary uses of our network to dal-! have been in software maintenance. Relatively 
few of the bytes passed between systems are intended for people to read. Instead. new pro
grams (or new versions of programs) are sera !o :.Jse~s, lnd potential bugs are returned to 
authors. Aaron Cohen has implemented :l "'lcci<mom" which allows remote users to call in 
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and request software. He keeps a "stock list" of available programs. and new bug fixes and 
utilities are added regularly. In this way. users can always obtain the latest version of anything 
without bothering the authors of the programs. Although the stock list is maintained on a par
ticular system. the items in the stockroom may be warehoused in many places; typically each 
program is distributed from the home site of its author. Where necessary. uucp does remote
to-remote copies. 

We also routinely retrieve test cases from other systems to determine whether errors on 
remote systems are caused by local misconfigurations or old versions of software. or whether 
they are bugs that must be fixed at the home site. This helps identify errors rapidly. For one 
set of test programs maintained by us. over 70% of the bugs reported from remote sites were 
due to old software. and were fixed merely by distributing the current version. 

Another application of the network for software maintenance is to compare files on two 
different machines. A very useful utility on one machine has been Doug McIlroy's '~diJf" pro
gram which compares two text files and indicates the differences. line by line. between them.6 

Only lines which are not identical are printed. Similarly, the program "uudiff" compares files 
(or directories) on two machines. One of these directories may be on a passive system. The 
"uudiff" program is set up to work similarly to the inter-system mail, but it is slightly more 
complicated. 

To avoid moving large numbers of usually identical files, 1I1idi/f computes file checksums 
on each side, and only moves files that are different for detailed comparison. For large files, 
this process can be iterated~ checksums can be computed for each line, and only those lines that 
are different actually moved. 

The "uux" command has been useful for providing remote output. There are some 
machines which do not have hard-copy devices, but which are connected over 9600 baud com
munication lines to machines with printers. The /lUX command allows the formatting of the 
printout on the local machine and printing on the remote machine using standard UNIX com
mand programs. 

5. Performance 
Throughput. of course. is primarily dependent on transmission speed. The table below 

shows the real throughput of characters on communication links of different speeds. These 
numbers represent actual data transferred; they do not include bytes used by the line protocol 
for data validation such as checksums and messages. At the higher speeds, contention for the 
processors on both ends prevents the network from driving the line full speed. The range of 
speeds represents the difference between light and heavy loads on the two systems. If desired. 
operating system modifications can be installed that permit full use of even very fast links. 

Nominal speed Characters/sec. 
300 baud 27 

1200 baud 100-11 0 
9600 baud 200-850 

In addition to the transfer time. there is some overhead for making the connection and logging 
in ~anging from 15 seconds to I minute. Even at 300 baud. however, a typical S ,000 byte 
source program can ',e ~ransferred in four minutes instead of the 2 days that might be reqUired 
to mail a tape. 

Traffic between systems is variable. Between two closely related systems. we observed :0 
files moved and 5 remote c:Jmmands executed in a typical day. A more normal traffic out of a 
single system would be around a dozen files per day. 

The total nurr.ber of 5ites It present in the main network is 82. which includes most of 
the Bell Laboratories :·ull-iize :r:achines which run the UNIX operating system. Geographically. 
the machines range fi~·m Andc ..... ~r. ~assachusetts to Denver, Colorado. 
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Uucp has also been used to set up another network which connects a group of systems in 
operational sites with the home site. The two networks touch at one Bell Labs computer. 

6. Further Goals 

Eventually. we would like to develop a full system of remote software maintenance. Con
ventional maintenance (a support group which mails tapes) has many well-known disadvan
tages.7 There are distribution errors and delays. resulting in old software running at remote 
sites and old bugs continually reappearing. These difficulties are aggravated when there are 100 
different small systems, instead of a few large ones. 

The availability of file transfer on a network of compatible operating systems makes it 
possible just to send programs directly to the end user who wants them. This avoids the 
bottleneck of negotiation and packaging in the central support group. The "stockroom" serves 
this function for new utilities and fixes to old utilities. However. it is still likely that distribu
tions will not be sent and installed as often as needed. Users are justifiably suspicious of the 
"latest version" that has just arrived; all too often it features the "latest bug." What is needed 
is to address both problems simultaneously: 

1. Send distributions whenever programs change. 

2. Have sufficient quality control so that users will install them. 

To do this. we recommend systematic regression testing both on the distributing and receiving 
systems. Acceptance testing on the receiving systems can be automated and permits the local 
system to ensure that its essential work can continue despite the constant installation of changes 
sent from elsewhere. The work of writing the test sequences should be recovered in lower 
counseling and distribution costs. 

Some slow-speed network services are also being implemented. We now have inter
system "mail" and "diff." plus the many implied commands represented by "uux." However, 
we still need inter-system "write" (real-time inter-user communication) and "who" (list of 
people logged in on different systems). A slow-speed network of this sort may be very useful 
for speeding up counseling and education. even if not fast enough for the distributed data base 
applications that attract many users to networks. Effective use of remote execution over slow
speed lines, however, must await the general installation of multiplexable channels so that long 
file transfers do not lock out short inquiries. 

7. Lessons 

The following is a summary of the lessons we learned in building these programs. 

1. By starting your network in a way that requires no hardware or major operating system 
changes, you can get going quickly. 

2. Support will follow use. Since the network existed and was being used. system main
tainers were easily persuaded to help keep it operating, including purchasing additional 
hardware to speed traffic. 

3. Make the network commands look like local commands. Our users have a resistance to 
learning anything new: all the inter-system commands look very similar to standard UNIX 
system commands so that little training cost is involved. 

4. An initial error was not coordinating enough with existing communications projects: thUS, 
the first version of this network was restricted to dial-Up. since it did not support the vari
ous hardware links between systems. This has been fixed in the current system. 
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Uucp Implementation Description 

D. A. Nowitz' 

Introduction 

U uc:p is a series of programs designed to permit communication between UNIXt systems usinl 
either dial-up or hardwired communication lines. It is used for file transfers and remote com
mand execution. The first version of the system was designed and implemented by M. E. 
Lesk. l This paper describes the current (second) implementation of the system. 

Uucp is a batch type operation. Files are created in a spool directory for processinl by the uuc:p 
demons. There are three types of files used for the execution of work. Data file! contain data 
for transfer to remote systems. Work files contain directions for file transfers between systems. 
Execution files are directions for UNIX command executions which involve the resources of one 
or more systems. 

The uucp system consists of four primary and two secondary programs. The primary programs 
are: 

uucp 

uux 

uucico 

uuxqt 

This program creates work and gathers data files in the spool directory' for the 
transmission of files. 

This proaram creates work files. execute files and gathers data files for the 
remote execution of UNIX commands. 

This program executes the work files for data transmission. 

This program executes the execution files for UNIX command execution. 

The secondary programs are: 

. uulog This program updates the 101 file with new entries and reports on the status of 
uucp requests. 

uucJean This program removes old files from the spool directory. 

The remainder of this paper will describe the operation of each program. the installation of the 
system. the security aspects of the system. the files required for execution. and the administra
tion of the system. 

1. Uucp. UNIX to UNIX File Copy 

The uucp command is the user's primary interface with the system. The uucp command was 
desilned to look like cp to the user. The syntax is 

uucp (option I ... source... destination 

where the source and destination may contain the prefix system-name! which indicates the sys
tem on which the file or files reside or where they will be copied. 

The options interpreted by uucp are: 

-1 Make directories when necessary for copying the file . 

• , :~IX .5 1 Trademark of Bell L.1boralOries. 
,.-f. ~. Lesk and A. S. Cohen. UNIX Software Disuibucion by Communtcation Link. private communication. 
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-c Don't copy source files to the spool directory, but use the specified source 
when the actual transfer takes place. 

-glerrer Put letter in as the grade in the name of the work file. (This can be used to 
change the order of work for a particular machine.> 

- m Send mail on completion of the work. 

The following options are used primarily for debugging: 

- r Queue the job but do not start lIucico program. 

-sdir Use directory dir for the spool directory. 

- xnum Num is the level of debugging output desired. 

The destination may be a directory name, in which case the file name is taken from the last part 
of the source's name. The source name may contain special shell characters such as .. rrl'. If 
a source argument has a SYSTem-name! prefix for a remote system, the file name expansion will 
be done on the remote system. 

The command 

uucp ·.c usg!/usr/dan 

will set up the transfer of all files whose names end with ".c" to the "/usr/dan" directory on 
the"usg" machine. 

The source andlor destination names may also contain a -user prefix, This translates to the 
login directory on the specified system. For names with partial path-names, the current direc
tory is prepended to the file name. File names with .. I are not permitted. 

The command 
uucp usg!-danr.h -dan 

will set up the transfer of files whose names end with ".h" in dan's login directory on system 
"usg" to dan's local login directory. 

For each source file, the program will check the source and destination file-names and the 
system-part of each to classify the work into one of five types: 

U] Copy source to destination on local system. 

[2] Receive files from other systems. 

[3] Send files to a remote systems. 

[4] Send files from remote systems to another remote system. 

[5] Receive files from remote systems when the source contains special shell characters 
as mentioned above. 

After the work has been set up in the spool directory, the uucico program is started to try to 
contact the other machine to execute the work (unless the -r option was specified). 

Typp. 1 

A cp command is used to do the work. The - d and the - m options are not honored in this 
case. 

Type 2 

A one line work. file is created for each file requested and put in the spool directory with the fol
lowing fields, each separated by a blank. (All work files and execute files use a blank as the field 
separator.) 

[11 R 
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[2} The full' path-name of the source or a ·us«tr/path-name. The· user part will be 
expanded on the remote system. 

[3} The full path-name of the destination file. If the • user notation is used, it will be 
immediately expanded to be the login directory for the user. 

(4) The user's login name. 

[5] A "-" followed by an option list. (Only the -m and -d options will appear in 
this list,) 

TypeJ 

For each source file, a work file is created and the source file is copied into a dara file in the 
spool directory. (A "-c" option on the uucp command will prevent the data file from being 
made.) In this case, the file will be transmitted from the indicated source.) The fields of each 
entry are given below. 

[1] S 

[2] The full-path name of the source file. 
(3) 

(4) 

[5] 
[6] 
[1} 

The fuJI-path name of the destination or ·user/file-name. 

The user's login name. 

A .. -" followed by an option list. 

The name of the dara file in the spool directory. 

The file mode bits of the source file in octal print format (e.g. 0666). 

Type 4 and Type S 

. Uucp generates a lIUCP command and sends it to the remote machine; the remote lIucico exe
cutes the UlICP command. 

2. Uux - UNIX To UNIX Execution 
The uux command is used to set up the execution of a UNIX command where the execution 
machine andlor some of the files are remote. The syntax of the uux command is 

uux f - ) f option ) ... command-string 

where the command-string is made up of one or more arguments. All special shell characters 
such as •• < >r" must be quoted either by quoting the entire command-string or quoting the 
character as a separate argument. Within the command-string. the command and file names 
may contain a system-name! prefix. All arguments which do not contain a "!" will not be 
treated as files. (They will not be copied to the execution machine.> The .. -" is used to indi
cllte that the standard input for command-sl1'lng should be inherited from the standard input of 
the UliX command. The options. essentially for debugging. are: 

- r Don' t start lIucico or ulIxqt after queuing the job~ 

-xnum ~um is the level of debugging output desired. 

The command 

pr abc I uux - usg!lpr 

will set up the output of "pr abc" as standard input to an :pr command to be executed on sys· 
tem ··usg". 

Uux generates 1n execure Jile which contains the names of the files requIred for execution 
(including standard inpud. the user's login name, the destination of the standard output. and 
the command to be executed. This file is either put in the spool directory for local execution or 
sent :0 ~he remote system using a generated send command . type J .loove). 

For -equired files which are not on the execution machine. [lUX 'Nlil generate receive command 
!1les . :::"e Z Jbove). These command-files will be put ,:'n :he ~:<e:::ution :nachine and exec:.ned 
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by the tll/cico program. (This will work only if the local system has permission to put files in 
the remote spool directory as controlled by the remote USER FILE. ) 

The execme .tile will be processed by the uuxqt program on the execution machine. It is made 
up of several lines. each of which contains an identification character and one or more argu
ments. The order of the lines in the file is not relevant and some of the lines may not be 
present. Each line is described below. 

User Line 

U user system 

where the IIser and system are the requester's login name and system. 

Required File Line 

F file-name real-name 

where the .tile-flame is the generated name of a file for the execute machine and real-name 
is the last part of the actual file name (contains no path information). Zero or more of 
these lines may be present in the execute file. The uuxqt program will check for the 
existence of all required files before the command is executed. 

Standard Input Line 

I file-name 

The standard input is either specified by a .. <" in the command-string or inherited from 
the standard input of the ltUX command if the "-" option is used. If a standard input is 
not specified. "/dev/null" is used. 

Standard Output Line 

o file-name system-name 

The standard output is specified by a .. >" within the command-string. If a standard out
put is not specified. .. /dev/null" is used. (Note - the use of .. > >" is not imple
mented'> 

Command Line 

C command I arguments I ... 
The arguments are those specified in the command-string. The standard input and stan
dard output will not appear on this line. All required files will be moved to the execution 
directory (a subdirectory of the spool directory) and the UNIX command is executed using 
the Shell specified in the lIucp.h header file. In addition. a shell "PATH" statement is 
prepended to the command line as specified in the ullxqt program. 

After execution. the standard output is copied or set up to be sent to the proper place. 

3. Uucico - Copy In. Copy Out 

The 1I1icico program will perform the following major functions: 

- Scan the spool directory for work. 

- Place a call to a remote system. 

- Negotiate a line protocol to be used. 

- Execute all requests from both systems. 

- Log work requests and work completions. 

Vuc/co may be started in several ways; 
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a} by a system daemon. 

b) by one of the uuep. uux. uuxqt or uueieo programs. 
c) directly by the user (this is usually for testing). 

d} by a remote system. (The uucico program should be specified as the "shell" field in 
the "'etc/passwd" file for the "uucp" logins.) 

When started by method a. b or c. the program is considered to be in MASTER mode. In this 
mode. a connection will be made to a remote system. If started by a remote system (method 
d). the program is considered to be in SLA VE mode. 

The MASTER mode will operate in one of two ways. If no system name is specified (-s 
option not specified) the program will scan the spool directory for systems to caU. If a system 
name is specified. that system will be called. and work will only be done for that system. 

The uucieo program is generally started by another program. There are several options used for 
execution: 

-rl 

-ssys 

Start the program in .WASTER mode. This is used when uueieo, is started by a 
program or "cron" shell. 
Do work only for system sys. If - s is specified. a caU to the specified system 
will be made even if there is no work for system sys in the spool directory. 
This is useful for polling systems which do not have the hardware to initiate a 
connection. 

The following options are used primarily for debugging: 

- ddir Use directory dir for the spool directory. 

-xnum Num is the level of debugging output desired. 

The next part of this section will descri~ the major steps within the ulleieo program. 

Scan For Work 

The names of the work related files in the spool directory nave format 

type. system-name grade number 

where: 

Type is an upper case letter. ( C - copy command file. D - data file. X - execute file)~ 

System-name is the remote system: 

Grade is a character: 

Number is a four digit. padded sequence number. 

The file 
C.res45n0031 

would be a work file for a file transfer between the local machine and the "res45" machine. 

The scan for work is done by looking through the spool directory for work files (files with prefix 
"C."). A list is made of aU systems to be called. Cue/co will then call each system and process 
all work files. 

Call Remote System 

The call is made :.Ising :nformation from several iles which reside in the :Jucp program direc
tory. At the star' of .he cail process. a lock is set to forbid multiple conversations between the 
same :wo systems. 

The system name is found in the L.sys file. The information contained for each system is: 
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[I] system name. 

[2] times to call the system (days-of-week and times-of-day), 

[3] device or device type to be used for call, 

[4] line speed. 

[5] phone number if field [3] is ACU or the device name (same as field [3]) if not ACU. 

[6] login information (multiple fields), 

The time field is checked against the present time to see if the call should be made. 

The phone number may contain abbreviations (e.g. mho py, boston) which get translated into 
dial sequences using the L-dia/codes file. 

The L-devices file is scanned using fields [3] and [4] from the L.sys file to find an available dev
ice for the call. The program will try all devices which satisfy [3] and [4] until the call is made, 
or no more devices can be tried. If a device is successfully opened, a lock file is created so that 
another copy of 1I1icico will not try to use it. If the call is complete, the login in/ormation (field 
[6] of L.sys) is used to login. 

The conversation between the two uucico programs begins with a handshake started by the 
called, SLA VE, system. The SLAVE sends a message to let the MASTER know it is ready to 
receive the system identification and conversation sequence number. The response from the 
MASTER is verified by the SLAVE and if acceptable, protocol selection begins. The SLA VE 
can also reply with a "call-back required" message in which case, the current conversation is 
terminated. 

Line Protocol Selection 

The remote system sends a message 

P proto-list 

where proto-list is a string of characters, each representing a line protocol. 

The calling program checks the proto-list for a letter corresponding to an available line protocol 
and returns a use-protocol message. The lise-protocol message is 

Ucode 

where code is either a one character protocol letter or N which means there is no common pro
tocol. 

VVork Processing 

The initial roles ( MASTER or SLA VE) for the work processing are the mode in which each 
program starts. (The MASTER has been specified by the" - rl" uucico option.) The MASTER 
program does a work search similar to the one used in the "Scan For Work" section. 

There are five messages used during the work processing, each specified by the first character of 
the message. They are~ 

S send a file. 

R receive a file. 

C copy complete, 

X execute a UlICP command. 

H hangup. 

The MASTER will send R. S or X messages until all work from the spool directory is complete, 
at which point an H message will be sent. The SLA VE will reply with sr, SN, R r. R.'V, Hr, 
HN, XY. XN. corresponding to yes or no for each request. 
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The send and receive replies are based on permiSSion to access the requested file/directory 
using the USERFILE and read/write permissions of the file/directory. After each file is copied 
into the spool directory of the receiving system. a copy-complete message is sent by the 
receiver of the file. The message CY will be sent if the file has successfully been moved from 
the temporary spool file to the actual destination. Otherwise, a CN message is sent. (In the 
case of C.V, the transferred file will be in the spool directory with a name beginning with 
"TM'.) The requests and results are logged on both systems. 

The hangup response is determined by the SLA VE program by a work scan of the spool direc
tory. If work for the remote system exists in the SLA VE's spool directory. an HN message is 
sent and the programs switch roles. If no work exists. an HY response is sent. 

Conversation Termination 

When a HY message is received by the MASTER it is echoed back to the SLAVE and the proto
cols are turned off. Each program sends a final "00" message to the other. The original 
SLA VE program wilt clean up and terminate. The MASTER will proceed to call other systems 
and process work as long as possible or terminate if a - s option was specified. 

4. Uuxqt· Uucp Command Execution 

The lIuxqt program is used to execute executeliles generated by lIl/X. The 1Illxqr program may be 
started by either the uucico or IIUX programs. The program scans the spool directory for execute 
files (prefix •• X. "). Each one is checked to see if all the required files are available and if so, 
the command line or send line is executed . . 
The execute file is described in the "Uux" section above. 

Command Execution 

The execution is accomplished by executing a sh -c of the command line after appropriate 
standard input and standard output have been opened. If a standard output is specified. the 
program will create a send command or copy the output file as appropriate. 

5. Uulol· Uuc:p LOI Inquiry 
The UlICP programs create individual log files for each program invocation. Periodically. uulog 
may be executed to prepend these files to the system logfile. This method of logging was 
chosen to minimize file locking of the logfile during program execution. 

The 1I111og program merges the individual log files and outputs specified log entries. The output 
request is specified by the use of the following options: 

-ssys Print entries where sys is the remote system name: 

- uusel' Print entries for user liseI'. 

The intersection of lines satisfying the two options is output. A null s:vs or IIser means all sys
tem names or users respectively. 

6. Uuc:lean - Uucp Spool Directory Cleanup 

This program is typically 5tarted by the daemon. once a day. Its function is to remove files 
from the spool directory '.If i1ich are more than 3 days old. These are usually files for work 
which can not be :cmpleted. 

The options availabie .ire: 

- ddir The directory to !:le scanned is dir. 

- m Send maii :0 the owner of each file being removed. (Note that most flies put 
into the s;,ool directory will be owned by the owner of the uucp programs since 
the setuld 'it will be set on these programs. The mail will therefore :nost 
often go :r . he owner of the uucp programs,) 
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-nhollrs Change the aging time from 72 hours to hours hours. 

- ppre Examine files with prefix pre for deletion. (Up to 10 file prefixes may be 
specified.) 

- Xllllm This is the level of debugging output desired. 

7. Security 

The uucp system, left unrestricted, will let any outside user execute any com
mands and copy in/out any file which is readable/writable by the uucp login 
user. It is up to the individual sites to be aware of this and apply the protec
tions that they feel are necessary. 

There are several security features available aside from the normal file mode protections. 
These must be set up by the installer of the lIUCP system. 

- The login for uucp does not get a standard shell. Instead. the uucico program is started. 
Therefore. the only work that can be done is through uudco. 

A path check is done on file names that are to be sent or received. The USERFILE supplies 
the information for these checks. The USERFILE can also be set up to require call-back for 
certain login-ids. (See the "Files required for execution" section for the file description.) 

A conversation sequence count can be set up so that the called system can be more 
confident that the caller is who he says he is. 

- The 1I11xqt program comes with a list of commands that it will execute. A "PATH" shell 
statement is prepended to the command line as specifed in the uuxql program. The installer 
may modify the list or remove the restrictions as desired. 

- The L.sys file should be owned by uucp and have mode 0400 to protect the phone numbers 
and login information for remote sites. (Programs uucP. uucico. uux. uuxqt should be also 
owned by uucp and have the setuid bit set.) 

8. Vucp Installation 

There are several source modifications that may be required before the system programs are 
compiled. These relate to the directories used during compilation. the directories used during 
execution. and the local uucp system-name. 

The four directories are: 

lib (/usr/src/cmd/uucp) This directory contains the source files for generating 
the uucp system. 

program (/usr/lib/uucp) This is the directory used for the executable system pro
grams and the system files. 

spool 

xqtdir 

(/usr/spool/uucp) This is the spool directory used during uucp execution. 

(/usr/spoolluucp/.XQTDIR) This directory is used during execution of exe
cute files. 

The names given in parentheses above are the default values for the directories. The italicized 
named lib. program. xqtdir. and spool will be used in the following text to represent the appropri
ate directory names. 

There are two files which may require modification. the make.lile file and the uucp.h file. The 
following paragraphs describe the modifications. The modes of spool and xqldir should be made 
"0777". 

-------------- -- -- ------- - -------------- - -- - ----
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Uuc:p.h modific:ation 

Change the program and the spool names from the default values to the directory names to be 
used on the local system using global edit commands. 

Change the define value for .'vfY,VAME to be the local uucp system-name. 

makefile modific:ation 

There are several make variable definitions which may need modification. 

INSDIR This is the program directory (e.g. INSDIR -/usr/lib/uucp). This parameter is 
used if "make cp" is used after the programs are compiled. 

IOCTL 

PKON 

This is required to be set if an appropriate iocr! interface subroutine does not 
exist in the standard "C" library: the statement "IOCTL - ioctl.o" is required 
in this case. 

The statement "PKON-pkon.o" is required if the packet driver is not in the 
kernel. 

Compile the system The command 

make 

will compile the entire system. The command 

make cp 

will copy the commands to the to the appropriate directories. 

The programs IIUCp. tlUX. and lIulog should be put in "/usr/bin ". The programs lIuxqr. lIucico, 
and uuclean should be put in the program directory. 

Files required for execution 

There are four files which are required for execution. all of which should reside in the program 
directory. The field separator for all files is a space unless otherwise specified. 

L-devic:es 

This file contains entries for the call-unit devices and hardwired connections which are to be 
used by 1I11Cp. The special device files are assumed to be in the /dev directory. The format for 
each entry is 

line call-unit speed 

where: 

line 

call-unit 

speed 

The line 

is the device for the line (e.g. culO), 

is the automatic call unit associated with line (e.g. cuaO) , (Hardwired lines 
have a number "0" in this field'>. 

is the line speed. 

culO cuaO 300 

would be set up for a system whiCh had device culO wired to a call-unit cuaO for use at 300 
baud. 

L-dialc:odes 

This file contains entries ·..vi ch location abbreviations used in the L.s.vs file (e.g. py. mho boston). 
The entry format is 
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abb dial-seq 

where: 
is the abbreviation, abb 

dial-seq 

The line 

is the dial sequence to call that location. 

py 165-

would be set up so that entry py7777 would send 165 -7777 to the dial-unit. 

LOGIN ISYSTEM NAMES 

It is assumed that the login name used by a remote computer to call into a local computer is not 
the same as the login name of a normal user of that local machine. However, several remote 
computers may employ the same login name. 

Each computer is given a unique system flame which is transmitted at the start of each call. 
This name identifies the calling machine to the called machine. 

USERFILE 

This file contains user accessibility information. It specifies four types of constraint: 

[1] which files can be accessed by a normal user of the local machine, 

[21 which files can be accessed from a remote computer, 

[3] which login name is used by a particular remote computer, 

[4] whether a remote computer should be called back in order to confirm its identity. 

Each line in the file has the following format 

login.sys I c I path-name I path-name I .. , 
where: 

login is the login name for a user or the remote computer, 

sys is the system name for a remote computer, 

c is the optional cal/-back required flag, 

path-name is a path-name prefix that is acceptable for IIser. 

The constraints are implemented as follows. 

[1] When the program is obeying a command stored on the local machine. MASTER 
mode. the path-names allowed are those given for the first line in the USERFILE 
that has a login name that matches the login name of the user who entered the com
mand. If no such line is found, the first line with a "ul/login name is used. 

[2] When the program is responding to a command from a remote machine. SLA VE 
mode, the path-names allowed are those given for the first line in the file that has 
the system name that matches the system name of the remote machine. If no such 
line is found, the first one with a null system name is used. 

[3] When a remote computer logs in. the login name that it uses must appear in the 
USERFILE. There may be several lines with the same login name but one of them 
must either have the name of the remote system or must contain a null system 
name. 

[4] If the line matched in ([3]) contains a "c", the remote machine is called back 
before any transactions take place. 

The line 
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u.m lusr/xyz 

allows machine m to login with name 1I and request the transfer of files whose names start with 
.. lusr/xyz", 

The line 

dan. lusrldan 

allows the ordinary user dan to issue commands for files whose name starts with "/usr/dan", 

The lines 

u.m /usr/xyz lusrlspool 
u. lusr/spool 

allows any remote machine to login with name 1I. but if its system name is not m. it can only 
. ask to transfer files whose names start with ·'/usrlspool". 

The lines 

root. I 
• lusr 

'allows any user to transfer files beginning with "/usr" but the user with login roar can transfer 
any file. 

L.sys 

Each entry in this file represents one system which can be called by the local uucp programs. 
The fields are described below. 

system name 

The name of the remote system. 

time 

This is a string which indicates the days-or-week and times-of-day when the system should 
be called (e.g. MoTuTh0800-1130). 

The day portion may be a list containing some of 

Su .140 rll We rh Fr So 

or it may be Wk for any week-day or A ny for any day. 

The time should be a range of times (e.g. 0800-1230>' If no time portion is specified. 
any time of day is assumed to be ok for the call. 

device 

This is either ACU or the hardwired device to be used for the call. For the hardwired 
case, the last part of the special file name is used (e.g. ttyO>. 

speed 

This is the line speed for the call (e:g. 300 >. 

phone 

The phone number is made up of an optionai alphabetic lbbreviation and a numeric part. 
The abbreviation is one which lppears in th~ L·Jiakodes file (e.g. mh5900. bos
ton995 -9980), 

For the hardwired devices. this field contains the same string .lS used fer the device field. 
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login 

The login information is given as a series of fields and subfields in the format 
expect send I expect send I ... 

where; expect is the string expected to be read and send is the string to be sent when the 
expect string is received. 
The expect field may be made up of subfields of the form 

expectl- send - expectl ... 
where the send is sent if the prior expect is not successfully read and the expect following 
the send is the next expected string. 
There are two special names available to be sent during the login sequence. The string 
EOT will send an EOT character and the string BREAK will try to send a BREAK charac
ter. (The BREAK character is simulated using line speed changes and null characters and 
may not work on all devices and/or systems.) : 

A typical entry in the L.Sys file would be 
sys Any ACU 300 mh7654 login uucp ssword: word 

The expect algorithm looks at the last part of the string as illustrated in the password field. 

9. Administration 

This section indicates some events and files which must be administered for the uucp system. 
Some administration can be accomplished by shell.files which can be initiated by cronlab entries. 
Others will require manual intervention. Some sample shell files are given toward the end of 
this section. 

SQFJLE - sequence check file 

This file is set up in the program directory and contains an entry for each remote system with 
which you agree to perform conversation sequence checks. The initial entry is just the system 
name of the remote system. The first conversation will add two items to the line. the conversa
tion count. and the date/time of the most resent conversation. These items will be updated 
with each conversation. If a sequence check fails. the entry will have to be adjusted. 

TM - temporary data files 

These files are created in the spool directory while files are being copied from a remote 
machine. Their names have the form 

TM.pid.ddd 

where pid is a process-id and ddd is a sequential three digit number starting at zero for each 
invocation of lIZ/cico and incremented for each file received. 

After the entire remote file is received. the TM file is moved/copied to the requested destina
tion. If processing is abnormally terminated or the move/copy fails. the file will remain in the 
spool directory. 
The leftover files should be periodically ·removed; the uuclean program is useful in this regard. 
The command 

uuclean -pTM 

will remove all TM files older than three days. 
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LOG - loa entry files 
During execution of programs. individual LOG files are 'created in the' spool directory with infor-

~"'(mation' 'about queued requests. calls to remote systems. execution of uux commands and tile 
copy results. These files should be combined into the LOGFILE by using the uu/og program. 
This program will put the new LOG files at the beginning of the existing LOGFILE. The com
mand 

uulog 
will accomplish the merge. Options are available to print some or aU the log entries after the 
tiles are merged. The LOGFILE should be removed periodically since it is copied each time 
new LOG entries are put into the tile. 

;;, .IT-he LOG files are created initially with mode' 0222. If the program which creates the file ter
" .~ minates normally. it changes the mode to 0666. Aborted runs may leave the files with mode 
~,' 0222 and the 1I11/0f{ program will not read or remove them. To remove them. either use rm. 

uliclean. or change the mode to 0666 and let lItllol( merge them with the LOGFIL£. 

STST - system status files 
These files are created in the spool directory by the lIl/cico program. They contain information 
of failures such as login. dialup or sequence check and will contain a TALKING status when to 
machines are conversing. The form of the file name is 

STST.sys 

where ~vs is the remote system name. 
For ordinary failures (dialup. login). the tile will prevent repeated tries for'about one hour. For 
sequence check failures. the file must be removed before any future attempts to converse with 
that remote system. 

If the tile is left due to an aborted run. it may contain a TALKING status. In this case. the file 
must be removed before a conversation is attempted. 

LCK - lock files 
Lock tiles are created for each device in use (e.g. automatic calling unit) and each system 
conversing. This prevents duplicate conversations and multiple attempts to use the same dev
ices. The form of the lock file name is 

LCK •• 5tr 

where sIr is either a device or system name. The files may be left in the spool directory if runs 
abort. They will be ignored (reused) after a time of about 24 hours. When runs abort and calls 
are desired before the time limit. the lock tiles should be removed. 

Shell Files 
The III1CP program will spool work lnd :.mempt to start the IIlIm'O program. but the starting of 
lIl/m'o will sometimes fail. (No devices available. login failures etc,). Therefore. the !llU..'ico 

program should be periodically started. The command to start Ill/CleO can be put in a "shell" 
file with J command to merge LOG files and started by a crontab entry on an hourly basis. The 
file could contain the commands 

prol:'ram/uulog 

.7rOl!ra m/ u ucico - r 1 
~ote that :he .. - r I '. option is required to start the IIlIL'/CO program in ~IASTER mode. 

Another shell file may be set up on a daily basis to remove n-t. ST lnd LCK files and C. or D. 
files (or work which C:ln not be accomplished for reasons like bad phone number. login changes 
;!tc. \ shell file cont:lining commands like 
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program/uuc1ean ... pTM -pC. -pD. 
program/uuclean -pST -pLCK -n12 

can be used. Note the "-nI2" ,option causes the ST and LCK files older than 12,hours to,~be 
deleted. The absence of the "-n" option will use a three day time limit. .,) '·':C,. 

A daily or weekly shell should also be created to remove or save old LOGF1LEs. A shell 'like' 
cp spooUlOGFILE spooVo.LOGFILE {;;"~r;j··r·' 

rm spool/LOG FILE 

can be used. 

Login Entry 

One or more logins should be set up for IIl/Cp. Each of the .. /etc/passwd" entries should ,have 
the .. program/uucico" as the shell to be executed. The login directory is not used. but;if,~the 
system has a special directory for use by the users for sending or receiving file. it should as the 
login entry. The various logins are used in conjunction with the US£RF1L£ to restrict.,file 
access. Specifying the shell argument limits the login to the use of uucp ( uucico) only. 

File Modes 

It is suggested that the owner and file modes of various programs and files be set as follows. ~' 

The programs /lUCp. /lUX. uucico and uuxq'r should be owned by the UUcp login with the "setuid" 
bit set and only execute permissions (e.g. mode 04111). This will prevent outsiders from 
modifying the programs to get at a standard shell for the UlICP logins. 

The L.sys. SQFlL£ and the US£RFlL£ which are put in the program directory should' be owned 
by the /lUCp login and set with mode 0400. .,' , 




