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LAN 

1.0 

1.1 

1.2 

Conf iguration Requi rements Component Specification 

INTRODUCTION AND OVERVIEW 

BACKGROUND 

The dev el opment of the LAN Facility for Release 4.0 of MOD400 
e stabli shed certain requirements that have to be provided during 
MOD400 startup and at ini tial ization time of the LAN Controller. 
This specification describes what has been provided to meet those 
requi rements. 

BASIC PURPOSE 

The LAN Facility requires its own specialized processing at CLM time 
to scan user-supplied, LAN specific directives and establish the 
appropriate data structures and system linkages consistent with those 
directives, that are necessary f or proper executio~. 

Some addi tional processing is requi red when the LACS (Local Area 
Controller Subsystem) environment has to be ini tial ized. At that 
time, a special configuration file is processed to complete the LAN 
startup and ini tial iza tion process. 

1.3 BASIC STRUCTURE 

MOD400 conventions for CLM extension modules call for a bound uni t 
structure which has a root module containing a direc'tory of the LAN 
CLM di rective names, and 2 floa ting overlay modules which contain the 
processing logic required by the directives. The 1st overlay 
contains interpretive processing logic for the directives; the 2nd 
overlay finalizes the processing. 

Post CLM processing of the Conf iguration File will be packaged as 
part of the System Management functionality resident in the L6. 

1.4 BASIC OPERATION 

This module will be executed in much the same fashion as is any 
extension to the Configuration Load Module function of MOD400. After 
the root module is loaded, it is linked with other CLM extension root 
modules. LAN specific CLM directives are then processed by the 1st 
phase with parameter information stored off in temporary structures. 
The 2nd phase is then loaded and final processing takes place with 
the construction of permanent control structures and the installation 
of BU's and tasks. 

The processing of the Conf iguration File di rectives will be keyed off 
of the 1st Activate SAP ROIO issued by the 1st user application to 
establish an interface with the LAN Facility. At that time, the 
Configuration File will be OPEN'ed and directives will be read in and 
processed. This processing will result in the building and 
initializing of a small set of new data structures, and completing 
the ini tial ization of CLM constructed data structures. 
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2.0 EXTERNAL SPECIFICATION 

2.1 CMNED DATA STRUCTURES 

Al though this component is responsible for building a number of 
control data structures, they are not considered as owned by the 
component. OWnership of these structures will be assumed by the LACS 
Driver since the Driver is the primary user. Refer to Ref. [8] for a 
description of these structures. 

2.2 EXTERNAL INTERFACES 

This component will implement a collection of external interfaces 
that will call the standard CLM provided functions. These standard 
functions (currently there are 22 provided) are in place to supply 
common services to the various MOD400 CLM extension modules. These 
functions are very briefly described here. They are covered again in 
more detail in Section 3.0, the Internal Specification, of this 
document. 

Function No. 
o 
2 
3, 4 & 20 
5 
11 
17 
22 

Function Description 
Get next parameter from directive 
Validate directive parameters 
Get temporary or permanent memory 
Report errors 
Build Resource Control Table 
Request free 1rn 
Locate controller table 

Additionally, the LAN CLM extension. module will execute the Spawn 
Task MCL on each occasion requiring the installation of an interrupt 
task for processing controller interrupts. 

Initially, the LAN Facility will require no special functions in its 
interface with Release 4.0 's load balancing algorithm. Basically, as 
each LACS controller is recognized, the LAN CLM extension module 
calculates its weight based on the number of adapters attached, and 
communicates this information to the central CLM module by way of 
Function call no. 22. After all controllers have been reported, load 
balancing takes place and controllers are allocated to processors. 
Now, as Request tasks are created for servicing user requests issued 
to the LAN, they will be set up to execute on the same processor that 
the respective controller to which these requests will be issued, was 
assigned. A controller assigned to a specific processor will be 
instructed to di rect its interrupts to that processor 1 consequently, 
an interrupt task for processing those interrupts will be set up to 
execute on that processor. 
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This arrangement essentially allocates an enti re controller to a 
processor. Later refinements may allow~ under certain configuration 
conditions, the allocation of a protocol layer instance to a 
processor. 
Where mul tiple processor s exi st i!l a conf iguration, an interrupt task 
installed to execute on I processor will have its hardware level 
reserved on all the processors. This is a MOD400 convention for 
meeting resiliency requirements. 

2.3 INITIALIZATION REQUIREMENTS 

TBS. 

2.4 TERMINATION REQUIREMENTS 

This component has no special termination requirem~nts. 

2.5 ENVIRONMENT 

Systems environment is MOD400/Release 4.0 and its successors. 

2.6 TIMING AND SIZE REQUIREMENTS 

Not applicable. 

2.7 ASSEMBLY AND LINKING 

This component will be implemented in L6 Assembly language and will 
use normal Assembly and Linker functions to prepare the CLM BU and 
the Configuration File processing module. 

The CLM SU will be named ZQLCLM; it will be made up of 3 modules, 
ZQLCRT (the root module), ZQLCPI (Phase I overlay) and ZQLCP2 
(Phase 2 overlay. 

The Conf iguration processing module will be named SMCNFG and will 
be I of a number of modules linked together to make up the L6 LAN 
Manager BU, ZQLMGR. 

2.8 TESTING CONSIDERATIONS 

This component will be tested in a development environment to ensure 
correct operation. Abili ty to detect incorrect input and incorrect 
input sequences will be verif ied. Addi tionally, the component's 
abili ty to generate correct data structures and task instances at 
thei r specif ied prior i ty level s and in the appropr iate processor s 
based on configuration directives will be verified. 

Page - 6 -



LAN Configuration Requirements Component Specifica tion 

2.9 OOCUMENTATION CONSIDERATIONS 

Information relating to LAN conf iguration requi rements will be 
contained in a number of documents: 

o component specif ication (this document) to convey development 
and maintenance information; 

o Software Maintenance Document (SMD) to provide a primary 
sof tware maintenance reference for the LAN Facili ty; 

o MOD400 Manual on System Building and Administration (CZ02). 

2.10 OPERATING PROCEDURES 

LAN related di rectives, as def ined in this ~ection, are in 2 
categories; CLM directives and Configura tion File directives. CLM 
directives are to be included in the CLM USER file and are processed 
by MOD400' s Conf i gura tion Load Manager at system startup time. 
Conf iguration File di rectives are incl uded in a standard sequential 
file and are processed after system startup by LAN System Management 
coincident with the 1st Activate SAP MCL issued by a user 
application. 

2.10.1 LAN CLM Directives 

TLIN, 
NLIN, 
LLIN, 
lvlL IN 

These di rective names describe the presence of a layer 
instance, which means that a protocol layer entity 
of the type and instance specified in the'directive will 
be configured in the LACS. This layer instance is being 
configured to provide its service to one or more user 
applications as defined by the following LCLUSR 
directive(s) • 

TLIN specifies a Transport protocol layer instance; 
NLIN specifies a Network protocol layer instance; 
LLIN specifies a Link protocol layer instance; 
MLIN specifies the existence of the System Management 
layer instance. 

LCLUSR Describes a user application interface to the protocol 
servi ce des cri bed by the pre ceding 1 ayer instan ce 
directive. One occurrence of this directive is required 
for each such user interface desired. 
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Layer Instance Directive 

This di rective causes a number of control structures to be generated 
for managing and supporting the user interface (s) to this layer 
instance. An interrupt task is also created and installed at the 
priority level specified in the directive to process request 
completions being returned by the layer entity. 

Format: 
TLIN 
NLIN 
LLIN 
MLIN 

Argument Description: 
symb name 
A name assignment through which this layer enti;ty can be known and 
referenced. Since a layer instance defined in CLM also has to be 
def ined in the Conf iguration File, this name must match its 
counterpart directive in the Configuration File. 

Note: 
In all cases where the 'symb_name' parameter is used, maximum 
length will be 16 characters, and allowable values will be 
, A- Z', '0 - 9' and ' '. 

protocol type 
Represents a particular protocol entity implemented for a layer. 
For example, the Network layer could have 2 protocol types 
implemented, a connectionless protocol and a sub-network protocol 
for DSA X.2S support. The particular type would be specified by 
this parameter-, i. e., 'cnls' for. the connectionless protocol and 
'snap' for the sub-network protocol. Currently, the protocol 
types that have been def ined are as follows: 

Management layer 
Transport layer 
Network layer 
Network layer 

Link layer 

chan no 

'mgmt' (System Management) 
, cl s4' (ISO Class4 protocol) 
, clns' (connectionless networ k protocol) 
'snap' (sub-network protocol for supporting 

DSA's X.25 networ k protocol 
'typl' (Type 1 connectionless protocol) 

The -base channel number of the LACS controller that this layer 
instance resides in. A 4 hex digi t field in the form "X, hhhh'" 
will be used this parameter. The 3 rightmost hex digits will 
always be "000"; the leftmost hex digit will be specified in the 
range 1 thru F. 

pl addr 
This field is applicable only when the layer instance directive is 
describing a link layer instance. In this case, it specifies the 
address or position of the physical line on the controller. This 
parameter is specified as a decimal val ue in the range of 0 thru 
3. 
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int level 
The- hardware priority level at which will be installed an 
interrupt handler task for processing the interrupts generated by 
this layer instance entity in the LACS as it completes a request. 
This parameter will be specified as a decimal value, most probably 
in the range between 10 and 40. As a general guideline, the 
interrupt level for a LACS controller should be lower, i. e., a 
higher number, than other controller interrupt levels. 

Local User Directive 

This directive specifies that a local user application in the node 
being configured will be interfacing with the LAN Facility and 
specif ically with the layer enti ty identif ied by the immediately 
preceding layer instance directive. A local user. is regarded by the 
LAN Facility as an application entity availing itself of LAN services 
through a mechanism called a seIvice access pOint (SAP). More than 1 
local user may be conf igured as using the services of the layer 
instance, in which case, a SAP will be established for each of the 
users. The directive results in a Resource Control Table structure 
(RCT) being built on behalf of this local user. The RCT has a LAN 
specific extension area attached to it which is initialized by the 
LAN CLM process. An lrn is also allocated to this user. 

Format: 
LCLUSR symb_name,req_level 

Argument Description 
symb name 
A name assignment that is used for associating a particular MOD400 
user entity with a service access point into the LAN Facility. 
This name is used during the initial association dialogue, as an 
argument in the Associate Local User MCL. 

req level 
This value represents the hardware priority level at which request 
processing initiated by this LAN user will be executed. 
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2.10.2 LAN Configuration File Directives 

These directives are described in 2 Component Specifications; this 
one and the specif ica tion for System Management. They are prov ided 
in both documents for ease of reading and comprehension. The set of 
Configuration File (C-F) directives consist of the following: 

Controller Directive 

This directive is optional and may be used to override defaulted 
parameters for flow control of read and write operations and for 
specifying no. of retries when an IOLD instruction is nak'd. 

Format: 
CTLR symb_name,addr,max_1cb,max_ios 

Argument Description 
symb name 
The -symbolic name assigned to this controller; name is based on 
controller's megabus address, e.g, a controller with an address of 
"AOOO" will be named "lancta" where "lanct" is the constant part 
of the controller name. 

addr 
The base channel number of the controller; this parameter is 
specified as a single hex digit. In the example above, the base 
channel number of the controller would be "A". 

max 1cb 
Maxlmum number of 1cb's allowed to be outstanding on this 
controller; specified as a 16 bi t . integer. Defaul t val ue set to 
99. 

max ios 
Maxlmum number of retry attempts for executing IO or IOLD 
instructions when the controller is nak'ing the instruction. 
Defaul t val ue set to 4. 
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Layer Instance Directive 

This directive specifies an occurrence of a layer instance within the 
controller. Every layer instance described in CLM must also be 
described in the C-F. Addi tionally, any lower layer instance (s) 
which supports the CLM defined layer instance must also be described 
in the C-F. For example, a Link layer instance described in CLM is 
required to be described in the C-F along wi th the physical or MAC 
layer instance that is subordinate to and interfaces with the Link 
layer instance. 
Where a layer instance directive is described, it will be followed by 
the local and remote SAP directives that are being configured for 
that layer instance. 

Format: 
TLIN 
NLIN symb_name, protocol_type, chan_no, pl_addr 
LLIN 
PLIN 

Layer instance di rectives contained in the C-F are essentially the 
same as their CLM counterparts wi th the following exceptions: 

Interrupt level is not requi red; 
MLIN is not required in the C-F; 
pl_ addr is appl icable only when the layer instance di rective is 
describing a link (LLIN) or physical (PLIN) layer instance. 
PLIN is required since 1 or more MAC layer instances must be / 
configured; PLIN is not a CLM directive because user interface to 
MAC layer is not provided. 

Argument description is the same as described for CLM layer instance 
directive. 

Local SAP Directive 

This di rective specif ies a local SAP (LCLSAP) through which a serv ice 
requestor at a higher layer will make requests of the service 
provider that is the layer instance to which this LCLSAP belongs. 
LCLSAP's at higher layers are linked wi th LCLSAP's at immediately 
subordinate layers by way of mapping information contained in the 
LCLSAP directive. This linkage or association establishes a path for 
incoming data up through the multiple layers at a node and thereby 
enables delivery of that data to the user. 

Format: 
LCLSAP symb_name,mapping,phys_addr,flow_ctrl,attributes 
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Argument Description 
symb name 
A name assignment that will be used in referring to, or 
associating with this LCLSAP. Where the layer instance that this 
LCLSAP belongs to is also described in CLM (and is therefore a 
layer instance wi th an interface to a user appli ca tion, i. e., an 
exposed layer instance), this LCLSAP directive will have a 
counterpart LCLUSR di rective, and the symb name parameter must 
match the symb name parameter of the LCLUSR -di rective. Where the 
layer instance -that this LCLSAP belongs to is not described in CLM 
(unexposed), this symb name will most likely be named in a mapping 
context by a higher -layer LCLSAP di rective, and resul t in a 
downward associative link when that higher layer LCLSAP is 
activated. 

mapping 
This parameter will be presented as 1 or more symbolic name 
el ements where each el eme.nt names a local SAP belonging to a 1 ayer 
instance at the next lower layer. Where more than 1 element is 
specified, the elements will be separated by a slash (/) 
character. A one-to-one or one-to-many downward mapping 
capabili ty is ther ef ore po ssi bl e. For e xampl e, an LCLSAP 
directive being defined as belonging to a network layer instance 
would specify the name of an LCLSAP belonging to a configured link 
layer instance. That named link layer LCLSAP would be required to 
be configured. 

phys_addr 
Addressing information is specific to the layer in which the 
LCLSAP directive is being defined. Addressing conventions for 
LCLSAP's in each of three layers will be described here. 

Link Layer 
A LCLSAP address for link layer protocol is def ined in IEEE 
802.2 as consisting· of a LLC address field (8 bits) plus the 
MAC address (which may be either 16 or 48 bits). Because the 
LACS architecture establishes a one to one correspondence 
between a link layer instance and a physical layer instance (or 
MAC adapter), the MAC address implici tly becomes part of each 
LCLSAP address and is therefore included in the link layer 
LCLSAP address. 
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Network Layer 
For the Null Network Protocol, which is our first 
implementation, no addressing data is required. This parameter 
for a network layer LCLSAP would not be specif ied. 
Note: 

For the SNDCP sub-network protocol, a physical address would 
likewise not be required since there would be a one to one 
mapping between a sub-network layer LCLSAP and a link layer 
LCLSAP. 

Discussion of network addresses in an Internetworking Protocol 
environment is deferred to a later time. 

Transport Layer 
Physical address for a transport layer LCLSAP is def ined in ISO 
as consisting of a "transport selector" and a network LCLSAP 
address. 
Our current implementation supports only 1 transport layer 
instance per controller and similarly, only 1 null network 
layer instance per controller. Only 1 network LCLSAP is 
required to be configured to support the transport entity, and 
as a result, a similar addressing situation is established 
between transport and network layer instances as exists between 
link and MAC layer instances. That is, the network LCLSAP 
address implici tly becomes part of each transport LCLSAP 
address and is therefore included with the transport selector 
val ue. 
The transport selector portion of the address simply identifies 
the transport servi ce user (DRMO, ISO Session, Fasttrack) and 
w ill be specif ied as a decimal integer. The networ k LCLSAP 
address will be specified according to our own internal 
conventions (since no standards exist for a null network 
protocol), and could also be specified as a decimal integer. 

flow ctrl 
To be supplied 

attributes 
To be suppl ied 

Remote SAP Directive 

This di rective describes a remote peer enti ty with which a local user 
of the layer instance wishes to communicate. REMSAP' s at higher 
layers are linked with REMSAP' s at immediately subordinate layers by 
way of mapping information contained in the REMSAP directive, similar 
to the manner in which LCLSAP' s are 1 inked. This 1 inked sequence of 
REMSAP' s is effectively established when a user application issues an 
Activate REMSAP RQIO. The linkage establishes a path for outgoing 
data and allows the identification of remote peers at each layer so 
that correct remote addresses can be formatted into the message 
header. 
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Format: 
REMSAP symb name,mapping,phys addr,flow ctrl,attributes - --
Argument Description 

symb name 
A name assignment that will be used in referring to, or 
associating with this REMSAP. If the layer instance to which this 
REMSAP belongs has a direct interface with a user application, 
this symb name will be used in an Activate REMSAP RQlO issued by 
the appl rca tion. If the layer instance to which this REMSAP 
belongs is a subordinate layer, this parameter will be used in an 
internal association context, as described earlier. 

mapping 
This parameter will be presented as I or more symbolic name 
elements where each element names a remote SAP belonging to a 
layer instance at the next lower layer. Where more than I element 
is specified, the elements will be separated by a slash e/) 
character. A one-to-one or one-to-many downward mapping 
capability is therefore possible. In the normal case, a single 
name element is named in this parameter to specify the next 
downward step in the outward path for a message. 
The network layer represents a special case for specifying this 
information in a network REMSAP directive. When Inte+networking 
Protocol is implemented and routing options and decisions are 
possible, this parameter could specify mul tiple downward mappings 
naming different subordina te REMSAP'. s. This one-to-many mapping 
feature of the IP enti ty allows the configuring of more than 1 
path to the same end point, and implies that·the IP entity will 
make the deci sion as to whi ch pa th to choo see 

phys addr 
As described earl ier for LCLSAP address specif ica tion, the format 
and content of this parameter is unique to the layer to which the 
REMSAP belongs. 
For a Link layer REMSAP, the address consists of both the remote 
LLC address and the remote MAC address, specified in the same 
format as described for a Link layer LCLSAP. 
For the Null Network protocol, no addressing information is 
requi red. For the SNDCP sub-network protocol, no addressing 
information is required as well. Because of the one-to-one 
relationship between SNDCP layer instance and Link layer instance 
in our architecture, the subordinate Link layer REMSAP address 
would insure delivery to the correct remote SNDCP peer entity. 
The Transport layer REMSAP address will be specified as a 
transport selector field and a network REMSAP as described for a 
transport layer LCLSAP. 
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flow ctrl 
To be suppl ied. 

attributes 
To be suppl ied. 

2.10.3 Example of a LAN Configuration 

The following example illustrates the use of CLM and C-F directives 
in describing a LAN configura tion. 

The example describes a single user application that is to interface 
wi th the Type 1 connectionless link layer protocol and desires to 
communicate with 2 remote users. A single LACS controller with a 
single CSMA/CD adapter is to be configured. 

CLM Di rectives 

LLIN clsll,typl,X'C' ,2,14 
LUSR rfal,16 

These two di rectives specify that a Type 1 link layer instance 
supporting a single user is to be installed in the LACS. The 
base channel number of the controller is "C", i. e., the megabus 
address is nCooo n, and the adapter, or physical line, that this 
link layer is to interface with is assigned position number 2 on 
the controller. An interrupt task at H/W priority level 14 is to 
be installed on the L6· processor for processing interrupts from 
this layer instance on this controller. 

The single user interfacing with the connectionless Type 1 service 
will be assigned a system name of "rfal". The user will also be 
assigned an 1 rn and a request processing task w ill be installed at 
H/W priori ty level 16 for processing requests to the LACS Driver. 

Configuration File Directives 

LLIN cl sll, typl,X' C' ,2 
L CL SAP r f al , abc d, X ' 01 ' , X ' 00 a 4 ' 
REMSAP rlul"X'01',X'0003' 
·REMSAP rl u2"X '01' ,X '0002' 

PLIN ethrnt,csma,X'C',2 
LCLSAP abcd"X'0004' 

The LLIN directive should have an identical 
directive set; this is so because the 
described is being configured to support a 
to be described in both places. 
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1 local SAP and 2 remote SAP's are specif ied as belonging to the 
Link layer instance. Since the link layer instance in this 
configuration supports a direct user interface, the local SAP 
directive is the representation of that interface. The symbolic 
name specified in this directive is therefore required to be the 
same as that specified for the LUSR directive in CLM. The mapping 
parameter establishes a link with the single local SAP, "abcd", 
belonging to the MAC layer instance. The 2 remaining parameters 
in this LCLSAP directive specify its full address consistent with 
IEEE 802 standards. In this example, a 16 bit station address 
(the 2nd of the 2 parameters) is assumed. 
The 2 remote SAP's, "rlul" and "rlu2" contain no mapping 
parameters because mapping is not required for remote SAP's at the 
link layer. The remote SAP address is declared in the same format 
as it is for the local SAP. 

The PLIN di rective specif ies that a MAC layer 'instance supporting 
CSMA/CD protocol is to be installed in the LACS. Controller and 
adapter address parameters are required to be the same as 
specified in the LLIN directive. 

The single local SAP di rective for the MAC layer instance (there 
is only 1 allowed) simply specifies its name and, if desired, 
attributes of the MAC layer. 

Figure 2.1 illustrates the relationship of the enti ties described in 
this configura tion. 
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2.11 ERROR MESSAGES 

To be supplied. 

Component Specifica,-ticb'jL 
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~AN .... COnf,iguration Requirements 
,,~ ',..! .", ," .~ '~". . 

3.0 INTERNAL SPECIFICATION 

::2~.1 oy;~~ I EW 

,j' j.i SYstem Ini ti~ iz ati on (CLM Pr ocessi ng) 

Component Specification 

The bOund unit ZQLCLM is compri sed of 3 modules 1 a root module and 2 
floating overlay modules. The root module, as dictated by CLM 
extension module conventions, is a prescribed sequence of constants, 
displ'ace'm~nts',and pointers that is used by the central CLM function 
to process:·ru.,rectives. When the root of this BO is loaded, it is 
linke,(t",:t=.oge,tlie(~>~ith other root modules of CLM extensions. Included 
in th'e"~r"oot: 'is"-a-'-directory of the LAN CLM directive names that this 
BO is responsible for processing. While in the 1st phase of CLM 
processing, the 1st overlay will be loaded to process all LAN CLM 
directives. Each directive type will have its own processing routine 
which will be invoked each time its respective directive is 
encountere,cL.,iIl the, CLM file. During the 2nd phase, the 2nd overlay 
:L:s 'foade'a~" - 'Ea-ch''''directive type will have its own processing routine 
in this overlay as well. However, during the 2nd phase, each of the 
pro,<?e~~;~<l;;.I'R .. u~j.n~!t ase executed only once. 

3.1.2 Configuration File Processing 
... "\ .. r~ .... ", ~,.~_ 

Processing o1:"'''the'''Configuration File (C-F), which as described 
earlier, is a post-CLM function, will be performed by a module which 
will be incorporated into the LAN Manager BO (ZQLMGR). Its ,,--. 
invocation .w-ill"be.:triggered by the 1st Activate SAP MCL call issued' 
to th e LAN Fa ci1'l ty ~' " 
A sequential file named "LANC-F" will be OPENed and read record by 
record. Each record will represent a directive. Directive names 
will be determined and the respective routine for processing that 
directive will be invoked. As a result of this processing, 
additional LAN data structures will be constructed and existing ones 
updated. The C-F will be required to be established by a system 
network administrator. It can be built using either MOD400's line 
edi tor or screen editor facili ties, and it w ill be required to be 
named "LANC-F". It must reside under the »SID directory. 

3 • 2 SUBCOMPONENT DESCRI PT ION 

3.2.1 System Ini tial ization Subcomponent 

The following 3 sections provide a description of the structure and 
processing logic in each of the 3 modules that comprise the LAN CLM 
bound unit. 'A 4th section describes the data structures generated 
and initialized by the LAN CLM function. 
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3.2.1.1 Root Module 
," : ... < 

... - ... : " .. -' 

The root module contains no executable code. It is'sim~iy,' as 
previously mentioned in Section 3.1, a sequence of constants, 
displacements and pointers structured according to prescribed 
conventions. The central CLM function works wi thin the structure 
to locate a match between a directive name read from the CLM USER 
file and one of the directive names contained' in this root 
directory. When a match is found, floating overlay module il will 
be called to provide the processing for the respective' directive. 
The structure and its elements comprising this" root module are 
described in Ref. 1. This description is al,so.~':t;:~bvi~e~(r.here for 
purposes of convenience. ,;;, :;... -",':; " 

ELEMENT 

1 (3 words) 

2 (2words) 

3 ( 5 words) 

4 (1 word) 

5 (1 word) 

6 (2 words) 

7 (1 word) 

8 (2 words) 

9 (2 words) 

10 (1 word) 

f") .,::~;,::. .. ~, i~ ,::1 ag ::.", ~~ -: 
,. ... 

" ',:' ~ ........ ',.: :~ ::;:. ," ,.' 

.. "', 
DESCRIPTION , .\.., 

Name given to the.·~ L~:.qtre~t:.Jy~:1;:.gr:oup (in 
ASCII) ,." ~,.' .. - .... .~, .) ..... , ... " 

... ,:::;. \\ ::.5 y ~':.;1 .: 'I £\ ':./ :'~ :. ... ~ ::. 

Represents 1st an'(f' 2na'~cWa:raGtetr~:'of decade 
year (in ASCII) 

Month, day, time (in ASCIl) 
::,\ r"~ --' :.;. :,. l! ,': l .!. "E: <:-;' : 

Revision number ' ·;":"j~::'2:,X..i 0·J:, 
".,. ," j,:. ":1 :~J~7 '::1 (':.~);'""i -::~:~.; 

Displacement (bytes) .. ·'to ,iD,(!vlce' Descriptor 
Table '.:'.;... .', ,. 

Pointer 
overlays 

to work area 1st and 2nd 

Displacement (bytes) within the 1st overlay 
to an ini tial izing routine which w ill scan 
the System Device Table to detect presence 
of Lan Controllers and provide required 
processing 

Size (in bytes) of interpretive overl ay 

Size (in bytes) of cleanup overlay 

'Control word 

.. :' ... ' '.~, 
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r",; ;11' (2 words)': ,," Link f ieldf ~"th i Sf ,$iel d 
root module for each 
pointst·or~·thenext:CLM 
has been l€>aCiil!dJ ~'.;~:: ,;", 

is present in each 
CLM command group; 
root di rectory that 

12 (variable) Made up of occurrences of command blocks, 
one for each LAN directive type processed 
by this CLM BU 

;' 1: ~,., ' ( l'~\fdr:ct'):'. 

14 (variabl e) 

~. , ~.;' : '" 

End of~strlictute",se:ntinel 

3 • 2.1': 2 1st' Phss-e: ~Mbaule-:' ,',",1.":,' ',:'" ,::>' 

This module will be linked in the ZQLCLM BU as th:e 1st of 2 floating 
:, o~l ays'~:' '-:'It;~'w il'lPcon'si §ti: Gf.' ·~the ~('nrowing ,f unctions: 

'\ ;:~~;'"~ f,~>·.}:.'l ~:) .:::;=- :~." ~.:::;., ~;".: 

; "" Ini ti a.}.iz ins Routi I}e .. ~ 
... ,' oj" f. ~. :~.,,;., ." ' ...... ~ _ .. ', .~: ," <;;.,. ,;, i~" \"., ...... ., ~,.J .~:_,._ ~. :' -:": ":. 

This routine provides'~':an initi'a~iz:ffig function for the LAN command 
,group. ,It will be executed once when the BU root is ini tially 
'::locrdEi-d~ ::. l::t ~il1'; aceess:'th;e' Syst,em: Device Table of active devices 
configured on the megabus whi;'cn:was~" previously constructed by the 
central CLM function. A scan of the directory is made to locate 
entries wi th LACS device ID's. The input device ID returned by an 
active LAN Controller will be '2Ehh' where the 8 least signif icant 
l:>~ts .of th~ ID w9rd will specify adapter type and sub-channel "-... 

; numbeF', Usee" S-ect'ioil" '3.4, l:of i::Ref:.' \'2F/ } ", Because of the posi tion of 
"contd,l?l:er"address-it:'and>z;adapter number in the 10 bit channel 

number, and the method in which combinations of channel numbers 
are generated, a total of 32 "2E" entries will exist in the Device 
Tablefbr':' each" active LAN controller conf igured on the megabus. 
Possibl'e ~error conditions that may be detected as a result of 
scanning the Device Table are: 

o No LAN Controller is configured; 
o No adapter is conf igured on the controller; 
o Adapter type is not CSMA/CD; 
o Adapter QLT's have not executed properly • 

. < ~'. i.~, ::: ;- f.~. ~~ :.:.f t)'~" 'j ).:; ~ 14~~ 7;-:" . 

Any of the, above error condi tions will resul t in setting a 
"reject" flag in the worJ{0'iii:'eac;, ,'ProlCessing of this directive will 
be terminated and subsequent directives will be rejected. No LAN 
structures will be generated and LAN functionality will not be 
invoked. 
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For each cont~ol:aeau .r:!J:OtWl~gur ed, the following," ,information 
\ ,.' .:... ~. \ ,~, .;. .•.. is 

recorded: .<:t; ::;'::)1 "~_~.I." 
- megabus addr ess ~.f;)~~oit;.~ol:l .. er, 
- count of active adaB't:~§:',..:.. 
- adapter po si tion (s) on the controller • 

.... r;:.: 

Layer Instance Directive " R'outi ne 

A scan of the . :;pa,raIIl.J;t~!jU·'l? '. suppl ied in the di;:r.ectiv·e:, will be 
performed. If parameter format is correct;"'ihe' following 
processing sequence is exec~t_e<l:= ~ '~c r:.') .:'j£,;: ~.:;,v: ;, 

verify correct directive sequence, i. e., insure that this is 
the 1st LAN directive, or that previou~L .. 4~.~<;~~:e: w..~s; an, LUSR 
directive; :." 

.t:~'~·a:::):~ :.~r.::j )~~l. bG>~r;.~ .. - I;·,.~~ _:".i~;~. ~::~.!.JrSr:~f!'~ .:;":l.:'~:; 
ver ify that controll~:r;,..:s.~~t.·i~. ~~ l§~...::.~af!lil pa,~~e1:~r ;;'. ~~es a 
controller configured on the megabus; -

calculate weight represented by ~~f~C:_L~·rici"hiri:~~·~ind its 
adapter (s) and call ;j~~1:Q.I.lIl.9tion .~_2~J31:·l: '.lC >. ~:~.:. ji,' ("): sl l-::i' 

I .;, \/"." £. :; .0 ('. ~ .~; ~~ .' '. .;;.~~ ~.;: 3ci L 1. :." ·v.1" .~.: ~ .:z rJ ;::,,":; \.:1 

?btain block. of tel!lpor?l!~2 m:empry .,tc;> ';. S~(.H~ 9!f ~~: >C)f layer 
1nstance and 1nterru~t,.lev~.~:+. c.r;l~j.,;~(; D .. i:+ :::. ::Hr .. :J[':::t~:: 

·;tJ::;~ .. ..I., .:"'~'..'.':' 0:: .:~': :)~)j .. \/9b G'::A~l ~'i,::;J.td asj::;,;:; .:,l 
LUSR Directive Routine ;.\,,3.:~ .. >:~ :.;~">.: :'-:;>.L(;"!jnc(·: >i/,l '.'l'.:::'. 

A scan of the Paramefer/(~v:~~~~'s :.~ti~Pli'~a::wiib? ~i$:t8i.ribt~ve 
be pe ~f orme d. I~" ~:~e - i~,,~~1;e rt:;.,y: ai'~!-~ ;li~'~~e .... "':<!l?I?;o pria te, 
follow1ng sequence 1S exec~1;~d: ,;j t")Oi!.:'!'lT'?ui:.; t:,,:: "9':,;,. 

:" ::~' ;. : :1.:-

will 
the 

verify correct directive 'sequence, 
previous directive was either a layer 
LUSR directive; 

~ ;", :-' ~.:i ~:: J i::'./ S ~~ ~ 

i. e., . iI\$ure " "that the 
instance' 9irect1ve or an 

obtain a temporary memory block; link this block to the layer 
instance structure it belongs to, or to the previous LUSR 
structure; add 1 to LUSR count; 

store LUSR name and request task level; 
:, '\I 2; .;"! !:..:.:: .'" c· t~ C' ~. do"" 

call CLM function,~7::# r~~.~~¥e"'free lrn. 
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3.2.1.3 2nd Phase Module 
,,' . '. If 

':l'h:i&:, module, ""is, li.pked in the ZOLCLM SU as the 2nd of the 2 floating ~j 
overlay,s. It,.;is l:o~d~d and i"rivoked fqi~·~~~a9'tllecompletion of Phase 
1 and CLM's load balancing proce'ssing. -" '.- ", , ' 

~.~ ~:i _,',. c~ c.' .: ". .L ,;:::,~ ':. • . . . 
;1". !" ;:Ii:ayer'.~In$.ance Directive Routine ::"[;":::' 

.. ~. ~,... ;f' ' ~.' '" " . f·, • ' ..... 

<N.or:ki'~~·,1:~ith.',the t~inporary struct::'ares ,blJi,~""t_'by Phase 1 processing, 
this routine proceeds to execute th.;{"f'oli'OWiilg steps: 

~,~, •. ;:;::, .. ':" ~G;t ""per~,,~~nt,'<'~~or~ ,bi,ock'l' f6fl,):':;c~'nt;'fOller Directory (CD) 
,<'" structqr~ an4.'n~ Controll,er ,.1,'"al5I~ 'fcr) structures where In' 

eq'.uai~S;.:·,tl)e ,numb~ r ,of LACS ',:,Corft:::r;dl~ el:s:~ ':conf igur ed. Ini ti al iz e 
these"~st~;J.l"Qtures"4rid link' ~$:' ebgetbe~~' . 

. .," ~,' ~ .i. ....~" _: ~. 

~ •• :. ,~ ''''1 '.'. ~"; :; ",_ -:~.:- '. • ,'_' • ",. _ .. ~ ._. 

J',;"',!:::' " Get fa;'~rl!lane:l\t memory block:'r~Q~, 'n'~':Physical Line structures 
",',,', ;",'::'~: to. b~c .inc9.rp<2~~ated in a: ,'pbys~Aat- LiJl~. ,Directory (PLD), where 
:"'~'';'' ...; . ." n' eq\l~J:,~c:;tl)e number of, aqp.pt;.er-S ~ g.Q~ ~9ured. Initialize these 

~, .kl,\," " ',strpCj:',.ure,'s·'f,anp lin.f;,~~~~",:.9aq~'}oi;aJ;:~~~1~? their respective CT 
::;,i; .. ,structJl,~.e.;~ .. c ,:' j:: ,,:, ;':7'":0(: ;.;'.,,,~ c .• ' .. 

" -~ ,~", ~.~ ~. ,.; • "," ...~.. ... .. ,,, . . , ;.:.:; >": ., ::", <\ r">.t.' ~ .:: , ... ~...... ..., h ," .... 

: .. ~ :r".For . eachco,n;t~ollei ';.cOrif;I9li~,~~,"."~·)e~ [~'~a.:.perIl'ian~nt memory block 
for I n' Layer Table (LT) structlites"'where" til eq·uals. the number 
of different protocol layer types conf igured to reside in this 
controller. Initialize these structures and link them with 
thei r superior CT str uct ure. 

For each LT conf igur ed, get a permanent memory block f or In I ',-
Layer Instance Table (LIT) structures where I n' equals the 
number of layer instances conf igured within this protocol 
layer type. Initialize these structures and link them with 
thei r superior LT structure. 

For each LIT configured, perform the following: 

Get CPU i that this controller is assigned to by 
invoking CLM Functioni22 with weight parameter set to 
zero, 

Determine if interrupt task level specified for this 
LIT is a unique val ue for this processor; if so, spawn 
an interrupt handler task at the level specif ied for 
the processor no. specified. 
If interrupt task level has already been installed, 
take no action. 
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LUSR Directive Routine 
,. . 

. r· ... - t.> ,', ': ........ " ~ .... t. ,-

Again, workijig,-::lil@,,:":eh.~":.tem~ary struct'ures ,: bu11t.,.'.·by~ PhaSe 1 
processing," this' ro'ue:t'iie- .l.prp,~e.~?!:~~? exec~e.~>'t:he£0·~10win9: ~.:: ;J/:" 

"""·.,. .. , .. c;,;.;._.···,,JV.. ..,r.E.l.. . ..,.lc· :"~:T~ .. ::.' : .~~ .... :. l.~ .. ,,~ .. , ,. 
Get a permanent memory blo9,k for 'n' local user structures 
where 'n' equals the total:number .o£";;".~o.£aJ.L::US.~~Ltl!~.gJ~ied in 
this conf igura,tion •. , .. 'rl).is collection of structures will be 
ref erred tO~!I.i.-~ft1:i.ie .. :;:9:P;eJt:.~D~e:~~Jpry'<~D)::s": L~~1t ~!t'~:r?~~: t:-o~:~e CT. 

.. "'.'. -;;7" .. ..- '.' '" r: .. .. .t. :' 

For each L~SR ... p.irectiv'e· pr,Q.c~essed during Phase 1, CLM Function 
ill is callid:~'£o b~il-tf a'h', '~'cT i1ti-~ctur·e·il:·\a;trGl~'.if :'tbe request 
1 ev el is, a,uriiq~~!.iis+.u." .fbi- -',::th.:~ (j;r oce s SetE'i' a'" :TCB !JW ill al so be 
generatedoY-" CLf"!: :",~~' ~!$~~R?'1"i~al.lI<f~ tne',r'P·CB ~;s~ru:ct.ur·e-.s will be 
initialized on'tetllrfi;-' ·JPPd'r ti1±-r~i·ea'Se,:thei~;;eqaes.t task TCB 
w ill be set up to .,.,.,exe.9,\:1~.,~ ~n,. ~he _p~ocessor to whi ch the 
corresponding -HACS rG,,~r1~;:~'1~ ;:~~~;;:beerno.'::ass:i:'gned. i:i~) In other 
words, the, r,~}i~~,~ ~~~«.~~!1.at~,.i~ "~r~e~~.~l;s~ ,fo'tr.i ac'-particular 
~ser who ,l.s~?f~:tl~,W:)'~.s.~~~;~":.v a -:1.~fer.,~lns~a.~c~. ,-'-.~That layer 
l.nstance l.S conf 1. gurea --to 'exe"Cu~~lll.·n a;'·par·'tl.bU:l:ar:;Jcontroll er, 
and that controller has been assigned to a· ~:pro:c:e.S'sor. It is 
this.pro~es$or rj:ha, ~~ the ,r ~u~.~t .. task .~s set up, to execute on. 
An LU,S.R .abri:l,c~u.r:e' .. ~itl!.fa.:~ ~e._:uQ 1J:l$ ~:al.oo··', inl·t;l:'al, iz::ed at this 
time.~~~. t'-s 1 J.:;:~':~ ::"';'0:;: ' ,.~ ~.~.:.~ ~.'. :';- .l,; :.~~ 'vl~7'c ·,;r. o,.~, ':"~'~ ~':":':"'" .:: £~ '.:r.-:;. ~,;' .~ ~ ~ f J. (;; ".":. 

_~.-F - - - - • ,j.~,'. ':~.~ ~.~ .~ ~~J J.(,,J 

='.~ 5 :.'::" B s:l.l.E~ l:.:~ 1.:..r ' 

",~9··{£:.. J 

~:~=:.:,. __ rO",.r JJ'!O:"" :- ,,1 'l: .. ;.~. :. ~,~ 
( ".r ... l..,~ ! S i ' ..... , 1'.2 £; :) .n ,f.;;, :t' E. :~:L :: i:\ ,. .... '~> ,_'": 
E; :?1~., i; £- :Jar: .[ 

:::- ~,: sa ,,,) ... ~ ~·,.t .~.L.i::, ,L (: ~~' 

., ,.. "'" ~ f'r'~ 
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'"., . ' ..... 

~e funct:1Qrt of ,P.Ed~~sstn~, C~~' .. ,r_di~,ec.tJve~ will be provided by the '~-
module de$<;:ri~dy,~10~~_",,:'hi,s_ mO~tl;~_,iS+ln'~ed as part ot the ZQLMGR 
BU. ZQLMGR is th~ t6 resident pottlOn 9f the LAN System Management 
function~ 

3.2.2.'1 C":'F proc$'§:S1r\'~ M'odule 
". "'" ~'.~. t.';:":;; ::'" f'~··, .. ~:~~ ",' .: ..... t ... ~., '._' """\;: 

~l)e:_:p.t:o '6~~.Sl 'ri~ -,_log~c 6f t' th~,~: tno.~ultl impo se ~ ce r tai n r eq ui rem e nt s 
9n,.~b.~, ;,~-P'_'_i't.~latln9 J;'q,.~t;S.,: characteristlcs. It must be a 

'1¢~~;~~~i~feEd~Oerd ~f~~\~:·nE~lt:~s~a~~Ii tf::~ i~~ert:e~u~~ 
resl<fe 1"i\ 'aspecif ic di recto'rY-:;' ass~e »51D for now. 

~~,~;lJle is proce~sed ,:~~1;b:9 ~:±ie Ma~gement and Da ta Management 
:~';vi'ce'-s. Fil~ ~nag~~~:nt·'~1.:l:saJ;e limited to' $GTFIL (get-file), 
;:$PR~,P:,. (open":"'fil~~},idi~,,~~CXtFlf, (clos~: ... tile). The only Data 
'M'anageinEmtcall USe'Q i.-s '$RDREC . (rea,d-,r:ec9.rd) • 
'-Pl'l !.;;' .. " ... ~:! . ,'; ;"; \ ._.., ~:- "; i.' ," "' ... , . 

'rli:~C-'Fwill itd.ti.~~"_fY-be r"ead in, its entirety in order to make a 
lstpassovefal.lth'e 'directives in_ th~ file. As a result of this 
1st .pa$s"a : .. series of temporary data stru-c.tures will be 
const(u-dteij .. ". '~o11owing the necessary File ManagQIllEtnt calls to get 
ari;a . R;.J?E!~·, ,~~:~. ~-~:P~t si.rc:c:es.sive >;~rectiv'es will. be accessed by 
l~·~tii·~1J,·~@~i:C,J.f;CL,~;:s;~ ".,:f\ large memory block "lUI be obtained in 
Wll.1 Chtb ·Cc.U"il3l:-ru"'Ct tlreternpori:lry &.~ structures .• , 

:Fc:»);,.,"~~{dh ",'i'.'~Y~~" ~i:ij'"¥~I)~~ dir e'ct~ v e encQ unte;t:ed, atem po r a ry '--
C:dn'tr'o:tl-er~" J:~1"o-ck1:rtr-U'ct'ure i·s· allocated.' Each time a new 
contr.oli~r "nr~s)~. tpaiWitilft~r';£s'reco-'gnized in an 1i di rective, a new 
qohtt:.,oll;;~~~bl'()-d~1t "strl.H5tu~e 'Is allocated. 
For;ea'chif~'w":~y:Pe of11·'-!!f'fe6tive, a layer instance array block is 
all.:oca.{:ed\{l'-'aYer typepo1riter in controller block points to li 
:~:r.r ay .l5l,:o'c'R., '."' '. .... .' 
For;)i{~¢h -~~rqu~",,;laY'e·J::. in'stance number, an li structure is 
aI'lO"cated. Ttfe "adtlre'ss to this li structure is stored in the li 
array block. 
For each local SAP directive belonging to a layer instance, a 
local SAP structure is allocated and chained off of its li 
:~tr£uc;ql;,;e !~p;~J$<?\o1-~ly . constructe? The. paraxne,ters specif ied in the 
);Qc,~,·:SJ\P.·~d.t,t:~--¢~~ve: .. are," -store¢l l.n the loq~l SAP structure. 
;i?~-Qc~$'~i:ng, --for '- remo~e :CSA?:ditf!ctives i's practically the same as 
th~t-'described above'f,or localSA',P' .s. 

. : " '_i 

in this way, when end of file is reached, a heirarchy' of linked 
structures willh:a,vebeenconstrllcted' iria tempo~ary storage area., 
An important· result: 'of this . 1st pass is that counts of relevant 
enti ties' will- h-ave been accumulated,. e. g., local SAP's, remote 
SAP's. and layer instances. . .... ..... ., 
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