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How to Use This Handbook

— Note

This IBM Redbook reflects the introduction of IBM @server iSeries. iSeries servers are
Models 270, 820, 830, 840, SB2, and SB3 announced in May 2000 (supported by OS/400
V4R5). Throughout this Redbook, we use “iSeries” to refer to these models. AS/400e servers
are all RISC models announced from June 1995 to May 2000, as well as the Model 250. Many
software names and other product names have changed with the V5R1 announcement on 23
April 2001.

—f—— Integrated xSeries Server for iSeries

Throughout this book you can find many references to a new integrated adapter named the
Integrated xSeries Server for iSeries. The shortened named is Integrated xSeries Server,
which is abbreviated in some charts as IXS. In this book, the name is also used to refer to the
predecessor technology of integrated server adapters. That includes, the name is used to
indicate the Integrated Netfinity Server (INS), Integrated PC Server (IPCS), and Integrated File
Server IOP (FSIOP).

This iSeries Handbook is written for use by IBM System Specialists, Marketing
Representatives, Business Partners, and IBM customers to answer first-level questions. It is
designed for guidance only. Use this Handbook as a reference for the options available. Refer
to the companion manuals iSeries and AS400e System Builder, SG24-2155, and AS/400e to
iSeries 400 Migration, SG24-6055, for more detailed information and configuration rules.
Refer to IBM online publications and systems, such as ViewBlue and PartnerInfo (or their
equivalent outside of the United States), and your IBM marketing and support representative
for final confirmation.

You can also consult the iSeries Pocket Handbook, SG24-9406, a new publication with V5R1
that is anticipated for publication later this year, as a quick reference to product and feature
numbers.

Periodically, the content of the Handbook is revised to keep readers informed about changes
between IBM printed hardcopy editions. Incremental editions are annotated as -21a, where
“a” represents a level of update. They are orderable in hardcopy from a print-on-demand
vendor at: http://wwwl.fatbrain.com

The latest update to the iSeries Handbook is always available in softcopy on the World Wide
Web. To view, search, or download in PDF or HTML formats, enter a search parameter of
iSeries Handbook Or GA19-5486 on the Web site: http://www.redbooks . ibm.com
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Or you can access the Handbook directly at:
http://www.redbooks . ibm.com/pubs/pdfs/redbooks/gal 95486 . pdf

Note: The Handbook provides much of the technical hardware and software information
available from an HTML format document, which is pointed to from the iSeries home page at:
http://www.ibm.com/eserver/iseries
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Introduction

Introduction

The iSeries features a unique design that delivers the benefits of today’s innovative
technology without complexity. With V5R1, this design has been extended to take advantage
of the latest industry leading technology and new OS/400 capabilities.

In the year 2000, the IBM @server iSeries Models 270 and 8xx were introduced to
significantly accent the evolution of the IBM server product line. SStar processors refreshed
the iSeries models to run faster than the iStar processors.

With V5R1, there are new, more powerful processor features based on IBM’s industry leading
Copper/Silicon on Insulator (SOI) technology, and increased disk and memory capacities
provide increased performance and scalability. New Capacity Upgrade on Demand options on
the Model 840 allow the activation of processor performance as it is needed.

Storage options are enhanced. The Storage Area Network (SAN) environment is supported
using Fibre Channel disk and tape adapters. Faster, less expensive, system-to-system
clustering with High Speed Link (HSL) OptiConnect brings increased high availability. With
switchable disk clusters, the need for redundant data is reduced.

0S/400 V5R1 provides some of the industry’s foremost application flexibility, with support for
Linux, Lotus Domino, Java, Microsoft Windows, Unix, and iSeries applications. High
availability is combined with superior workload management and logical partitioning.

0S/400 V5R1 and the iSeries server stand out with robust reliability and scalability for the
fast growing open source Linux environment. Users can quickly deploy PowerPC Linux
applications while taking advantage of iSeries reliability and scalability.

Up to thirty-two partitions on a single iSeries server and dynamic resource allocation permit
different applications to run safely and efficiently side by side. Options for managing windows
application serving are greatly enhanced with the new integrated server options. An iSeries
server can be attached to up to sixteen direct attach n-way xSeries servers, or up to thirty-two
internal Integrated xSeries Servers, and provide SAN functions for these directly attached
Windows 2000 servers.

0S/400 V5R1 includes a broad range of enhancements for e-business and application
enablement, OS/400 PASE, XML, Client Access, directory services, IBM HTTP Server
(powered by Apache), database, Java, Internet printing, Extreme Support Personalized
(ESP) enhancements. These enrichments include:

* Faster processors to boost top performance on Models 270, 820, and 840.

e Three new base processors on the Model 820 designed for compute-intensive
workloads.
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Main storage is doubled on Models 270, 820, and 830 and increased 33% on the
Model 840.

Operations Navigator with Management Central adds extensive GUI enhancements in
Visualization, Wizards, and Integration.

Switchable DASD towers, used in conjunction with Independent Auxiliary Storage
Pools (iASP), to provide high availability and redundant data options for integrated file
system applications, such as Lotus Domino and Web serving.

Operations Console with LAN connectivity to deliver more flexibility for distributed and
LPAR environments.

Fibre Channel Adapters allow attachment to external tape and disk subsystems, and
enhance the iSeries ability to participate in Storage Area Networks (SAN).

Logical Partitioning (LPAR) is now available on selected uni-iSeries processors,
including the Model 270. LPAR now supports dynamic resource movement, resource
sharing and virtual LAN.

Linux on iSeries brings iSeries integration, scalability, and robust availability to Linux.
Linux enables a new generation of Web based applications with resource sharing and
management via Logical Partitions.

Windows Server Integration is enhanced to allow the connection of external 4-way
xSeries servers with an Integrated xSeries Adapter via HSL, and the ability to run up
to 32 Integrated xSeries Servers inside a single iSeries server.

Lotus Domino Server for iSeries now supports iNotes access for Microsoft Outlook
clients. This allows those iNotes clients to take advantage of the additional functions
and reliability of a Domino server running on iSeries. Lotus Domino Server for iSeries
is enhanced with support for incremental Domino saves, improved BRMS, EZ-Setup
Wizard for Domino, TCP/IP Autostart, and an incremental installer.

WebSphere Development Studio for iSeries has all the key tools for e-business
development in one “attractively priced” package. It includes the WebFacing Tool as a
quick, easy to use tool to convert 5250 applications to Web GUI applications.

WebSphere Transcoding Publisher to optimize the wireless Web experience. Extend
existing Web content to new devices and markets without re-authoring expenses.
Deliver efficient content to a variety of users across wireless networks.

Connect for iSeries extends business to business capabilities. Plug into
e-marketplaces, integrate into existing back-end systems, take advantage of new
trading protocols, and add incremental B2B function to applications.

Client Access family now allows access to the iSeries with a new Web browser and to
enable 5250 applications for the Web.

Print support of new capabilities to address the print and communication requirements
of e-business and network applications, namely:
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— Internet Print Protocol (IPP): Enables business travellers, telecommuters, and other
remote users to submit and manage print jobs on a distant iSeries.

— Infoprint Server for iSeries: Converts any standard iSeries output file into PDF format.

* Extreme Support Personalized to provide high speed connectivity and VPN support via
the Internet.

The new technologies behind iSeries Models 270 and 8xx expand the range for processor
power, main storage, DASD storage, and communications speeds far beyond the current
range of scalability — to extreme scalability. With this expanded range of scalability, you have
the power and flexibility to integrate a variety of modern computing environments, from core
business to e-business, in a very cost effective way, without concern for limits within a single
server. The broad range of hardware migration support protects the investments you have
with the iSeries.

This Handbook provides an overview of both the hardware and software for the newly
refreshed iSeries servers. Included are the 9406 250, 270, 820, 830, 840, SB2, and SB3
models. OS/400 V5R1 operating software supports these models.

iSeries Technology in Stride

The iSeries server delivers tremendous capacity growth in its product line. The iSeries Layer
(also known as Technology Independent Machine Interface (TIMI)) has made it possible to
completely change the underlying hardware with minimum, if any, impact to iSeries
applications. TIMI helps condition the iSeries to bring new technology to market.

The first AS/400e models based on the 64-bit RISC PowerPC AS processors were
announced in June 1995. The ease with which customers have migrated to these powerful
systems is a testimony to the fundamental strength of the server’s architecture.

In 1997, the 12-way AS/400e system was delivered using Power PCA35 microprocessors.
Known as Apache technology, the Power PCA35 microprocessors provided a growth of 4.6
times.

In September 1998, the 12-way AS/400e system was delivered using the Power PCA50
microprocessor. Known as code name Northstar, the Power PCA50 microprocessors nearly
doubled the high-end capacity. This set of processors provided the fourth generation since
the AS/400 system’s inception in 1988 with 64-bit AS/400 Power PCs microprocessors.

The advance in processor technology is shown in the following figure.
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Again in 2000, the iSeries lead the industry by delivering the first server with the new
“Silicon-on-Insulator” (SOI) technology. SOI represents a fundamental advance in the way
chips are built. IBM's unique SOI process alters the design of transistors, essentially “turbo
charging” them, so they run faster and use less power. For example, a microprocessor
designed to operate at a given speed can instead be built using SOI technology to achieve
higher speeds. At the same time, if performance levels are held constant, SOI chips can
require as little as one-third the power of today's microchips. Silicon on Insulator is
technology used by the iStar processors. The transistors are built within and on top of a thin
layer of silicon that is on top of an insulating layer. The insulating layer is fabricated by
implanting a thin layer of oxide beneath the primary silicon surface of the wafer.

Pulsar, iStar, and SStar processors use on-chip copper-wiring technology. The Pulsar
processors integrate IBM CMOS7S technology. iStar and SStar processors integrate
CMOSS8S technology. Previously, Northstar technology used aluminum for on-chip wiring.
Copper's better conductivity permits thinner wires to be used, which enables the transistors
to be packed closer together. The denser new technology permits additional
micro-architecture methods to improve performance.

Keeping multiple levels of high speed cache is still necessary to keep the processors busy.
Denser processor technology permits more on-chip cache. All this new technology is
implemented on the new iSeries servers.
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This growth and implementation of new technology is possible because of the iSeries TIMI
layer. TIMI allows the system to incorporate significant new hardware technology quickly and
transparently.

The following figure shows this change of hardware processor technology and previews what
is planned in future generations.
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iSeries Architecture: Fundamental Strength of the iSeries

The iSeries servers and supporting software offer important advanced capabilities in such
key areas as Java, Web serving, Lotus Domino, integration with Windows NT, managed
availability, database, and Business Intelligence solutions. The iSeries solution continues to
be a strong performer in such growing areas as data warehousing and the Internet. To gain
an appreciation of these technologies and of the particular strength of the iSeries server in
delivering them, this chapter provides a summary of each prime element.

With over 650,000 systems shipped worldwide, the iSeries and AS/400e servers have the
highest customer satisfaction index in the industry, as measured by IBM internal studies. Ten
major factors contributing to this include:

» Offers state-of-the-art 64-bit relational database processing.

* Leads the industry in delivering the first server with Silicon on Insulator (SOI)
technology.

* Allows the deployment of Java, UNIX ported applications, Windows 2000,
Domino-based applications, and Linux on a single server.

» Directly (natively) supports different file structures, such as PC files, UNIX files,
NetWare files, Domino files, ASCII files, and EBCDIC files.

* Can ship with over 200 processor chips under the covers of a “single” large system.

* Can have 32 Windows NT servers in a single system while sharing host systems disk
storage, tape, and CD-ROM resources.

* [ts object-based design makes it highly virus resistant.
* Has proven it can deliver over 99.9% availability.

* |ts operating system can operate for more than one year without ever requiring a
re-IPL, in hundreds of customer shops.

» Delivers vector coded indexes for Business Intelligence applications offering up to ten
times the improvement in performance.

Why should the system architecture matter to a business person? This section helps you
understand why.

Business leaders do not grow their business by simply choosing a computer system. They
start by choosing an application to fit their business goals and needs. The iSeries and
AS/400e have tens of thousands of proven business applications worldwide. Because of that,
very often the computer system is considered first.

If you compared an application running on an iSeries server to the same application running
on a non-iSeries server, you would continue to choose the iSeries. Why? Because, although
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two systems can appear to be equivalent today, the accelerating rate of change of both
hardware and software technologies necessitates that the server you select is designed with
the future in mind. The iSeries accommodates inevitable, rapid, and dramatic technology
changes with minimum relative customer effort.

Paradoxically, the characteristic of the most advanced design and technology is that you do
not notice it... you are not meant to do so. It accommodates rapidly-changing hardware and
software technologies in stride — permitting you to fully exploit the latest technologies.

Ask any system manufacturer: What is future-oriented in the system? Does recovering from a
failure typically involve a re-start of the hardware and operating system? What has your
reliability rating been in the past few years as technologies have changed? We believe the
iSeries server will be your number one choice.

System Concepts

The iSeries and AS/400e servers are designed and built as a total system, fully integrating all
the hardware and system software components that a business demands. As a
general-purpose business and network system, it is optimized for the required environment
with these unique benefits:

* The iSeries architecture is a brilliant, technology-neutral architecture, enabling
businesses to readily exploit the latest hardware and software technologies, typically
without causing disruption to existing application software. iSeries architecture is
described in “iSeries Architecture” on page 13.

e The single purpose pervading each aspect of the iSeries architecture is to empower a
business with the most advanced technology available, without encumbering it with the
complexities that such technologies inevitably contain. In other words, the iSeries and
AS/400e allow you to rapidly deploy advanced business applications and facilitates
your business growth.

e Customers typically decide on the required application software first and then select
an environment in which to run it. The iSeries and AS/400e models have tens of
thousands of business applications worldwide of which thousands are client/server
applications. These applications are written by thousands of IBM Business Partners
across the globe. In addition, the iSeries and AS/400e provide excellent platforms for
Windows NT and Lotus Domino applications. iSeries and AS/400e models have
national language support for over 50 languages, available in 140 countries. Support
across the world is provided by an impressive network of global partners.

A concise and expanded explanation of the AS/400e server architecture is contained in the
renowned book Inside the AS/400, written by the AS/400 system's Chief Architect, Dr. Frank
G. Soltis.
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iSeries Architecture

Technology Independent Machine Interface

The iSeries servers are atypical in that they are defined by software, not by hardware. In
other words, when a program presents instructions to the machine interface for execution, it
“thinks” that the interface is the system hardware. But it is not! The instructions presented to
that interface pass through a layer of microcode before they are “understood” by the hardware
itself.

This comprehensive design insulates application programs and their users from changing
hardware characteristics. When a different hardware technology is deployed, IBM rewrites
sections of the microcode to absorb the fluctuations in hardware characteristics. As a result,
the interface presented to the customer remains the same.

This interface is known as the iSeries Layer, or Technology Independent Machine Interface
(TIMI). The microcode layer is known as the System Licensed Internal Code (SLIC).

Many of the frequently-executed routines run in

SLIC. Supervisory resource management functions
Programs in SLIC include validity and authorization checks. On
a customary system, these routines reside in the
% % % % % operating system. Because SLIC is closer to the

silicon, routines performed there are faster than

TIMI . . . .
l I routines placed “higher” in the machine.

SLIC The brilliance of this design was dramatically
illustrated when the AS/400 system changed its
processor technology from Complex Instruction Set
64-bit RISC Hardware Computing (CISC) processors to 64-bit Reduced
Instruction Set Computing (RISC) processors in
1995. With any other system, the move from CISC to
RISC would involve recompiling (and possibly some rewriting) of programs. Even then, the
programs would run in 32-bit mode on the newer 64-bit hardware.

This is not so with the iSeries and AS/400e server, because of TIMI. Customers were able to
save programs off their CISC AS/400 systems, and restore them on their RISC AS/400e
models. The programs run as 64-bit programs. As soon as they made this transition,
customers had 64-bit application programs that ran on a 64-bit operating system, containing
a 64-bit relational database that fully exploited the 64-bit RISC hardware.

TIMI and SLIC take 64-bit RISC processor technology in stride. These same architectural
features will be exploited to fully accommodate post-RISC technologies, which may
incorporate 96-bit or 128-bit processors.
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Hierarchy of Microprocessors

The iSeries and AS/400e servers are designed for business computing. One of the
fundamental characteristics of that environment is that it is I/O-intensive, rather than
compute-intensive. In addition to outstanding performance in the business environment, the
microprocessor hierarchy design gives the iSeries and AS/400e an elegant method of
integrating diverse environments into a single, harmonious customer solution.

The microprocessors that look after a particular I/O device are accommodated on I/O cards
that fit into slots on the system buses. One of these cards may be the Integrated xSeries
Server. This is a PC on a card, which enables the iSeries to run a Windows NT server, for
example.

The following figure shows a range of iSeries processors dedicated to a particular
input/output (1/0) device type.
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A single large iSeries configuration can have well over 200 processors. The main system
processor complex (can be comprised of 24 separate processors) can encounter a request
for data to be read from or written to any I/O device. That request for data is delegated to the
particular microprocessor dedicated to that I/0 device. Meanwhile, the main system
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processor continues executing another application program. Nanoseconds (10'9 second) is
the unit of time used to measure main storage access times. I/O operations are measured in
milliseconds (1073 second).

The previous figure shows a high-level overview of the structure of the iSeries 840 model.
Central in the figure is the extremely high speed memory-processor-I/O interconnect switch
at 43.2 GB/sec. This allows for data transfers between components connected to the switch
to proceed at a very high rate. Separate connections to the switch are provided for each
group of six processors, each of four banks of memory, and two connections for I/O traffic.
These independent paths result in much superior performance than previous designs with a
single common shared memory bus path, for which all components contended.

With the new design, there are many paths to the high speed switch, which can operate
separately. Its high bandwidth characteristics allow for connecting source and destination
quickly and efficiently to allow for significant benefit in overall processor speed and system
performance enhancement. This design provides the iSeries and AS/400e with outstanding
performance in the commercial, transaction-based environment.

Single-level Storage

Application programs on an iSeries or AS/400e server are unaware of the underlying
hardware characteristics, because of the iSeries Layer (or TIMI) (see “Technology
Independent Machine Interface” on page 13). Applications are also unaware of the
characteristics of any storage devices on the system because of single-level storage.

As with TIMI, the concept of single-level storage means that the knowledge of the underlying
characteristics of hardware devices (in this case, main storage and disk storage) reside in the
SLIC. All of the storage is automatically managed by the system. No user intervention is ever
needed to take full advantage of any storage technology. Programs work with objects (see
“Object-based” on page 18). Objects are accessed by name, not by address.

The iSeries and AS/400e server address size is vast. iSeries and AS/400e models can
address the number of bytes that 64 bits allows it to address. The value 264 s equal to
18,446,744,073,709,551,616. Therefore, the iSeries and AS/400e models can address
18,446,744,073,709,551,616 bytes, or 18.4 quintillion bytes. To put this into more meaningful
terms, it is twice the number of millimeters in a light year. Light travels at approximately
6,000,000,000,000 miles in one year.

Single-level storage also enables another extremely important iSeries and AS/400e benefit,
object persistence. Object persistence means that the object continues to exist in single-level
storage (unless purposely deleted by the customer). Memory access is extremely fast. A
customary machine requires that information be stored in a separate file system if the
information is to be shared or retained for a long time.
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Persistence of objects is extremely important for future support of object-oriented databases
for data accessibility and recovery. Objects continue to exist even after their creator goes
away. The iSeries and AS/400e models are uniquely positioned to exploit this characteristic of
object persistence, where customary systems use a less-elegant mechanism that requires
them to store their persistent objects in a separate file system, with all the attendant
performance implications.

SOl

The Silicon on Insulator (SOI) technology was applied for the first time for the iSeries with
0S/400 V4R5. This technology is used by the iStar processors of the iSeries. The transistors
are built within and on top of a thin layer of silicon that is on top of an insulating layer. The
insulating layer is fabricated by implanting a thin layer of oxide beneath the primary silicon
surface of the wafer.

On-chip Copper-wiring Technology

Pulsar, iStar, and SStar processors use on-chip copper-wiring technology. Pulsar processors
integrate IBM CMOS7S technology. iStar and SStar processors integrate IBM CMOS8S
technology. Northstar technology used in prior AS/400e processors deploys aluminum for
on-chip wiring.

Copper's better conductivity permits thinner wires to be used, which enables the transistors
to be packed closer together. This new denser technology permits additional micro
architecture methods to improve performance. Denser processor technology also permits
more on-chip cache. Keeping multiple levels of high speed cache is enables efficient
utilization of the processors.

Hot-plugging

The term “hot-plug PCI” is used by the computing industry for a wide range of purposes.
Primarily, hot-plug PCI refers to the technology that allows users to install and remove PCI
devices while the computer is running. For iSeries servers, “hot-plug” is known as concurrent
maintenance.

A method must be in place to inform the operating system of insertion and removal events.
Driven by the demand for the highest possible availability, PCI hot-plugging is available
beginning with OS/400 V4R5 on all iSeries 8xx models and some of the 270 models. A brief
description of how hot-plugging is implemented on the iSeries follows.
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Hot-plugging in the iSeries
is made possible by power
control to individual card
slots, so that PCI IOPs or
IOAs can be added,
removed, or replaced
while the system remains
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User Interface
SST/DST

Hardware
Service
Manager
functions

active. In most cases, IOA
configurations can be
changed while other I0As
on the same IOP remain
operational. Hot-plug
implementation for the
iSeries with OS/400 V4R5
or later is illustrated in the
figure on the right.

iSeries V4R5
SLIC/ HW drivers
SYSTEM HW

Standard
Hot-Plug Hardware
Interface

Beginning in 0S/400

V4RS5, the interface for hot-plugging actions uses the Hardware Service Manager in the
System Service Tools, or a subset of Dedicated Service Tools (depending on which tool you
have started). In limited paging environment, Dedicated Service Tools communicates directly
with System Licensed Internal Code (SLIC).

Operating System 0S/400

One of the single most dramatic points about the iSeries and AS/400e servers is that the
operating system, 0S/400, is a single entity. This section describes the meaning of this
concept.

Once you buy an iSeries or AS/400e server, you do not have to continue shopping for system
software components before it is ready to run your business. All of the software components
for a relational database, comprehensive security, communications with a broad range of
diverse systems, including Internet capabilities, and many more are already there in the
operating system. They are all fully integrated into OS/400. By “fully integrated”, we mean
fully tested, too. All components and prerequisites for running business applications in the
2000s work together, and are fully tested together. 0OS/400 operates as a single entity.

A customary machine does not have this approach to its operating system design. A
customary operating system, which does the basic system housekeeping, needs a range of
software products added before the environment is ready to support modern business
applications. Examples of this are software for the relational database, support for various
communications environments, software for security, support for an interactive environment,
for multimedia, for availability, recoverability, and so on.
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On a customary machine, many of these software modules are provided by third parties. A
customer has to assure that someone integrates all these modules and performs the tests
necessary to verify that they all function together. When one of the software components has
a new release, a customer again needs to ensure that component is replaced, plus any other
software modules on which it depends. The modules need to be at compatible release levels.
Should a software malfunction occur, how do you establish precisely which modules are
causing it? Can you be certain that multiple third-party software vendors agree with your
diagnosis when you blame their software?

0S/400 does not have any of these problems. To achieve the functionality that is standard in
0S/400, a customer would need to integrate typically between 10 and 25 different modules of
software. OS/400 is installed with all these capabilities as standard. When software is
updated, a new release of 0S/400 is made available. 0S/400 customers do not have to install
individual system software components, nor do they have to check that new releases can
co-exist.

Object-based

An object is a container. Everything the system uses—user and system data structures—is
packaged in one of these containers. The objects are encapsulated, which means that you
cannot see inside. Inseparable from an object is the list of valid ways in which that object can
be used.

There are two important consequences of an object-based design. The first is that a system
built around an object model supports machine independence. This means that technology
changes can be made in the environment without affecting application programs. The second
consequence is that an object-based design delivers a high level of system integrity and
security.

All objects are structured with a common object header and a functional portion dependent
on object type. Therefore, on the iSeries and AS/400e servers, instructions work on only what
they are supposed to work. Data cannot be treated as executable code (so that the processor
tries, for example, to execute someone's shoe size). Executable code cannot be treated as
data (by having something written into the middle of it).

Certain instructions apply to all objects, while other instructions work only on specific types of
objects. It is not possible to misuse an object, unlike the situation that exists for non-AS/400
systems without an object-based approach.

Java

Java is a key application development environment for the iSeries and AS/400e. AS/400
Developer Kit for Java supports Sun's Java 2. The Java Virtual Machine, which resides below
the iSeries Layer, enables fast interpretation and execution of Java code on the iSeries and
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AS/400e servers. In addition, a type of static compiler is available called a class transformer,
to generate RISC machine code from Java byte codes. This Java transformer enables the
direct execution of Java on the system without the overhead of interpretation.

High-performance Garbage Collection is provided by OS/400 to improve the performance and
scalability of Java. An advanced Garbage Collection algorithm allows Java to scale to the
large numbers of objects expected when running enterprise applications on the server. Over
time, Java is planned to become even more integrated with, and tuned for, 0S/400 to meet
the requirements of performance and scalability on the server without compromising the
cross-platform portability of the rich language.

Other technology included in the AS/400 Developer Kit for Java allows GUI applications to run
on the system without modification. This support is called Remote Abstract Windowing Toolkit
(AWT). It intercepts GUI requests coming from a Java program and re-routes the requests to
an attached workstation running its own Java Virtual Machine (JVM). Server programs with
graphical interfaces for configuration or tuning run on the system without modification.

Java objects on the iSeries and AS/400e servers can be full-fledged system objects that allow
them to be persistent, shared, secure, backed up, and restored. iSeries and AS/400e
single-level-storage technology permits Java objects to be stored in their object form without
the performance and maintenance overhead of two-level-store operating systems.

Java Deployment Tools are aimed at simplifying the deployment, management, and tuning of
Java applications on the system. IBM has tested InstallShield's Java Edition product.
InstallShield allows Java application developers to create packages that will install natively on
the iSeries or AS/400e. This is the common method used to package and install applications
on other platforms, such as Windows NT. InstallShield on AS/400e makes it easier to port
applications to the system that are currently targeted for other platforms. A number of Qshell
enhancements and utilities are provided to support zip or unzip of Java packages. To aid in
performance analysis and tuning of Java applications on iSeries and AS/400e, support is
provided to convert data collected by Performance Explorer into standard formats used by
popular Java performance analysis tools such as Javation and Hyperprof.

Java applets and applications that access iSeries and AS/400e programs and data from client
workstations (or a Java-enabled server) can be written using the AS/400 Toolbox for Java.
Java classes on the client can be used to access existing iSeries and AS/400e applications
and data using low-level APIs. The AS/400 Toolbox for Java can be used on a client to access
AS/400e servers running OS/400 V3R2, V3R7, or V4R1 and later. The ability to run Java
applications on the AS/400e requires OS/400 V4R2 or later and V4R5 on the iSeries. The
Toolbox requires Java Virtual Machine (JVM) 1.1.6 or later. At V4R4, the AS/400 Toolbox for
Java was enhanced to support the Java Database Connection (JDBC) 2.0 specification.
Secure Sockets Layer (SSL) specification enable support for data between the workstation
and system to be encrypted and the server authenticated.
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Java is the environment of choice for programming in today's network computing
environment. It allows true portability of applications between platforms without modification
or recompilation. The iSeries and AS/400e servers are uniquely positioned to leverage Java
as it evolves from its current Web focus to a full commercial application environment. The
strengths of the iSeries and AS/400e will be combined with Java's object-oriented, network
computing technology to provide solutions in the new millennium.

See “Java for iSeries (5722-JC1 and 5722-JV1)” on page 588 for more information.

Web Serving

An iSeries server can access a vast network of computers as if they are a single entity.
Everyone and everything can access and distribute information, applications, and services
provided by the network. For Web serving with the iSeries and AS/400e servers, network
computing is supported with HTTP Server for iSeries and HTTP Server Powered by Apache
for iSeries.

HTTP servers are the core foundation of technology at the heart of all e-business
applications. They handle the communication with the client (typically browsers or
XML-rendering devices such as palm pilots) and provide the entry point into server
resources. These resources can range from simple HTML and GIF files, to e-business and
e-commerce applications, all the way to full-blown business-to-business, collaborative
enterprises.

iSeries HTTP support includes the Apache HTTP server. Apache, a freeware HTTP server, is
open-source software that implements the industry standard HTTP/1.1 protocol with a focus
on being highly configure capable and easily extendable. See “HTTP Server for iSeries
(5722-DG1)” on page 494 and “HTTP Server Powered by Apache for iSeries (5722-HT1)” on
page 501.

0S/400 contains a complete set of base products and features that can be used to create a
Web presence. Included are TCP/IP, Java, Virtual Private Networking, Cryptographic
Services, Secure Socket Layer, Certificate Management, HTTP Server, Apache Server, and
many more. The WebSphere family of products offered by IBM for the iSeries and AS/400e
allow you to build a complete e-business Web Site that is secure, easy to develop and
maintain, and scale based on your needs.

See “WebSphere and e-business” on page 553 and “WebSphere Development Studio for
iSeries (5722-WDS)” on page 597 for more information.
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Lotus Domino

Domino for AS/400 is the leading groupware solution available for the iSeries and AS/400e
server. It provides unparalleled capability for iSeries customers to use their business data in
collaborative e-business solutions, both within their organizations and with their partners over
the Internet. Domino for AS/400 provides a critical foundation as companies begin to move
from “information overload” into organizational learning and knowledge management. No
competitive product offers the ease of use, low cost of ownership, tight integration, and
positioning for the future that Domino for AS/400 delivers. Domino for AS/400 is offered with
familiar iSeries and AS/400e terms and conditions for purchase, services, and support. See
“Lotus Domino Server for iSeries (5769-LNT)” on page 619.

The iSeries Dedicated Server for Domino is specifically designed to deliver outstanding price
performance and value when serving a variety of Lotus Domino workloads on a single server.
Because the iSeries 270 and 820 models are used as the base models, the iSeries Dedicated
Server for Domino is fully configured with all of the same expandability currently available on
the iSeries servers 270 and 820.

Refer to “iSeries Dedicated Server for Domino” on page 129 and “AS/400e Dedicated Server
for Domino Positioning” on page 45 for more information.

iSeries Integration with the Windows NT Server

Consolidating Servers Inside an iSeries Server

Currently, most companies deploy PC servers by function or service, with each server
dedicated and tuned to an individual application such as file, print, or Web serving.

iSeries Integration with Windows NT Server enables Microsoft Windows NT Server Version
4.0 or Windows 2000 to be installed on the Integrated xSeries Server for iSeries. In this
single combination server, customers can run their mission critical business applications on
the iSeries solution, while also running Windows NT Server or Windows 2000 for file, print,
personal productivity, and other applications. Improved hardware control and availability with
reduced maintenance costs and simplified user administration and server operations are
possible on a combined server.

iSeries is enhanced with additional Windows server integration facilities. These
enhancements enable iSeries to support larger and more complex Windows applications and
offer additional tools to help reduce the cost of managing Windows server environments.

Attachment of N-way xSeries Servers — New with V5R1

iSeries supports the attachment of external n-way xSeries servers via the High Speed Link.
With the new Integrated xSeries Adapter, selected xSeries servers running a Windows 2000
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Server can be used to extend Windows application scalability, while retaining the storage
consolidation and systems management advantages of the Integrated xSeries Server.

Enhancements for the new Integrated xSeries Server include support for up to 32 servers on
selected iSeries models. See “iSeries Integration with Windows Server (Base 5722-SS1 as
5722-WSV)” on page 490.

Benefits of Server Consolidation on the iSeries Server
Server consolidation on the iSeries or AS/400e allows you to:

* Consolidate PC server hardware and operations so you can run up to 32 Windows NT
servers in a single server.

* Increase business recovery protection with high-speed backup of the combined iSeries
server and Windows NT systems.

* Improve server uptime and error recovery using highly reliable iSeries disk drives with
RAID-5 and mirroring options. Use a spare Integrated xSeries Server to replace a
failed server without reloading Windows NT.

* Maximize I/O investments by balancing iSeries servers and Windows NT disk
resources from a single pool. Switch user data disks between servers. Share the
iSeries tape and CD-ROM drives.

Logical Partitioning (LPAR)

Logical Partitioning enhances the role of the iSeries as a consolidated server. LPAR is of
value to customers who need server consolidation, business unit consolidation, mixed
production, and a test environment, as well as integrated clusters. With LPAR, companies
have both the power and flexibility to address multiple system requirements in a single
machine.

LPAR lets you run multiple independent OS/400 instances or partitions (each with its own
processors, memory, and disks) in an n-way symmetric multiprocessing AS/400e 6xx, Sxx, or
7xx and uni or n-way on 270 and 8xx models. Address multiple system requirements in a
single machine to achieve server consolidation, business unit consolidation, mixed
production/test environments, and integrated clusters.

Partitions have different system names and may have a different primary or secondary
national language, or they may operate using different time zones. Each partition's system
values can be set independently. This flexibility is ideal for banks and other multinational
companies to centralize operations in a single location, yet retain the national characteristics
of each system. Logical partitions are ideal for companies to run mixed interactive and server
workloads on a single iSeries. Logical partitions allow the interactive performance of an
iSeries to be flexibly allocated between partitions.
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With OS/400 V5R1, LPAR is significantly enhanced to allow dynamic movement of processor,
memory, and interactive performance between partitions. Up to four OS/400 V5R1 partitions
per processor with a maximum of 32 partitions is supported.

Virtual LAN support establishes multiple high speed TCP/IP communication connections
between partitions. Additional communication hardware is not required.

Linux is now supported in a logical partition.

You can find more details on LPAR in “Logical Partitions (LPAR)” on page 461.

Virtual LAN

Virtual LAN is new with OS/400 V5R1. Virtual LAN provides 16 independent high speed
internal bus-to-bus communication paths between logical partitions and supports TCP/IP
protocol.

Virtual LAN provides the additional granularity to set up high speed communications between
partitions by being selective on which partitions or applications within a partition are allowed
to communicate with other logical partitions on the system. More importantly, it allows high
speed bus-to bus communication between OS/400 partitions and Linux partitions. It will be
possible to select multiple communications paths between partitions and potentially tie in
each of these paths to a specific application.

The enablement and set up of Virtual LAN is easy and does not require an IPL or any special
hardware or software. Once a virtual communications port is enabled for a given partition, a
communication resource (CMNXxx) is created for that partition. The user can then create a
high speed 1 GB Ethernet line description over this resource and set up TCP/IP configuration
appropriately to start communicating to another partition. A maximum of 16 virtual ports can
be enabled for high speed communications per partition.

Virtual LAN does not require any additional software or hardware. It provides the ability to
provide multiple communication paths between applications that are executed in each of the
partitions.

Extended Adaptive Cache

Extended Adaptive Cache is an advanced read cache technology that improves both the 1/0
subsystem and system response times by reducing the number of physical I/O requests that
are read from disk. Extended Adaptive Cache operates at the disk subsystem controller level.
It does not affect the system processor.
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Management of the cache is performed automatically within the I/O adapter. It is designed to
cache data by using a predictive algorithm. The algorithm considers how recently and how
frequently the host has accessed a predetermined range of data.

The design of Extended Adaptive Cache is based on specific data management strategies of
the iSeries server. To explain, whether the disks are device parity protected, mirrored, or
unprotected, the data stored on the disks has a tendency to occur in bands. This means that
there are physically contiguous areas of disk storage that fall under one of the following
categories:

* Areas where the data is actively read

* Areas of data that are both actively read from and written to
* Areas that are frequently written to

* Areas of storage that are not frequently accessed

The goal is to cache bands characterized as read or write and read-only. A band that is
characterized as write-only, while cached in the storage subsystem write cache, remains
largely unaffected by Extended Adaptive Cache. Extended Adaptive Cache is designed to not
harm the performance of large blocks of data that are either sequentially written or
sequentially read. In this case, the pre-fetch capability of the disks, as well as other caches in
the system, ensures a quick response time.

Using Extended Adaptive Cache improves the performance of database-read actions and all
read actions. This includes read actions that are generated by other system components
such as the Integrated xSeries Server. It also works effectively in storage subsystems that
have device parity protection or mirroring.

Extended Adaptive Cache Simulator Restrictions and Considerations

* A storage controller capable of supporting Extended Adaptive Cache is required for
Extended Adaptive Cache Simulator. This includes the #2748, #4748, #2778, or
#4778.

e The Simulator is enabled and disabled by the user through AS/400 Operations
Navigator, Management Central, or Collection Services.

* Performance Tools LPP is required for Extended Adaptive Cache Simulator.

¢ Activating the Extended Adaptive Cache Simulator does not actually improve your
system's performance. It gathers statistical information to predict the performance
improvement that Extended Adaptive Cache could offer.

» Extended Adaptive Cache Simulator and Extended Adaptive Cache cannot be active
at the same time on the same I/O adapter.
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0S/400 Portable Application Solutions Environment

The OS/400 Portable Application Solutions Environment (OS/400 PASE) is a technology
designed to expand the iSeries and AS/400e solutions portfolio. OS/400 PASE is an
integrated runtime that provides simplified porting of selected solution provider UNIX
applications.

The broad base of iSeries and AS/400e server applications are continually enhanced by new
applications coming to the platform from a variety of sources. Until recently, the iSeries and
AS/400e servers’ Integrated Language Environment (ILE) accounted for the majority of C or
C++ applications ports, many originating on UNIX systems. Other applications have UNIX
system-specific requirements or are designed for highly compute intensive demands that
favor a UNIX runtime. With the latest addition of OS/400 PASE, I1SVs can rapidly port UNIX
applications to the iSeries and take advantage of the extensive iSeries architecture.

0OS/400 PASE provides a broad set of AlX interfaces, in a runtime that allows selected UNIX
application binaries to run directly on the PowerPC processor of the iSeries or AS/400e
server.

Refer to “PASE (Portable Application Solutions Environment) (5722-SS1 Option 33)” on
page 483. You can also find more information on the Web at:
http://www.iseries.ibm.com/developer/factory/pase/index.html

Reliable, Managed Availability

The iSeries server has a reliable history of designing key functions into the hardware and
software. High availability is one reason to select a managed availability approach. Other
reasons include minimal disruptive backup solutions and the ability to non-disruptively install
and pre-test new versions, releases, or software fixes to make optimum use of all company
and system resources.

Hallmarks of iSeries availability include redundant internal hardware features, such as
RAID-5 and mirroring. The robustness and stability of OS/400 extends into its multiple,
subsystem support (batch, interactive, multi-language, applications). The iSeries server
offers managed availability to ensure that it is ready to do business when you are.

iSeries managed availability software is also called cross-system mirroring. 1t provides:

* The ability to have one system act as a “hot” backup system to one or more primary
systems. The primary and secondary systems do not have to be the same size or
model.

* A rapid switchover to the secondary machine in the event of an emergency.
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System backup that allows data from the primary system to be completely backed up
after only a few minutes of down time. While the secondary system has a “static” copy
of the “primary” system’s data, the primary system continues to operate. Changes are
transmitted to the secondary system and applied when the backup is complete,
therefore, providing continuous protection.

The secondary system can be used for other activities, for example, business
intelligence or application development, while it concurrently provides backup to the
primary system. The secondary system can also be used to “load balance”, to offload
work of the primary system.

Selection of which items on the primary system to dynamically protect by the
secondary system. This can minimize disk capacity on the secondary system or allow
a smaller model to be used to “cross-system mirror” the larger system.

Cross-protection among two or more systems, hundreds of miles apart. Data integrity
is maintained in both directions. Backups can be performed at the remote site.

New software versions and releases (0S/400 and associated software), or fixes on the
secondary system can be applied while the primary system continues to function.
Testing can occur on the secondary system before non-disruptively updating the
primary system.

iSeries servers offers superior technology, service, and support in each of five critical
components of availability:

26

Single system reliability: Architecture and baseline design make the iSeries server one
of the most reliable servers in the world. The iSeries serves the small business customer
with minimal skill or resource to manage complex environments. From its inception, the
iSeries architecture inherits a design where reliability and availability are equal
parameters to features like processor speed, memory capability, and number of disk
arms.

iSeries design and development resources enable high levels of availability in a single
system environment. This highly reliable design is useful for unplanned outages by the
iSeries customer. The single-system iSeries remains the core building block to repeat and
extend functions into other areas of the business.

Single-system availability management: iSeries servers have high-availability
facilities that are fast, automated, and easy to use. Best availability practices are
accessible to help reduce the duration of planned and unplanned outages. These high
availability practices include facilities such as:

— Save-while-active

Parallel save and restore

Backup Recovery and Media Services (BRMS) for iSeries
RAID-5 disk parity protection

Disk mirroring protection
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— Automated journal management
— Access path protection

e Clusters: Cluster technology is implemented to reduce downtime due to planned
outages and site disasters. System availability during planned outages leads to
increased unplanned outage coverage.

iSeries clustering took a major step forward with the introduction of Cluster Resource

Services as part of 0S/400 V4R4 (as APIs). OS/400 handles the complexity of managing

systems in a cluster and keeping track of data and applications. Protect your business

from unplanned and planned outages, as well as site loss disasters. Cluster management
and enhanced data resilience applications complete the total solution. Both are provided

by high-availability business partners.

Significant functions are provided with OS/400 V5R1 to allow improved flexibility and
availability. New capabilities include Independent Auxiliary Storage Pools (IASPs) that
allow access to data independent of the System ASP and other User ASPs. Refer to
“Clustering” on page 467.

* Applications - Cluster Proven: iSeries implementation of high availability solutions
involves the active participation of cluster middleware business partners. The partners
provide cluster management and data resiliency tools. Solution Developers design
applications to maintain application states across an outage. Cluster management and
enhanced data resilience applications to complete the total solution. Both are provided
by high-availability business partners.

e Availability services and support: As a world leading enterprise computing vendor,
IBM has a wealth of products and services to assist the customer to develop and
maintain a high availability environment.

Linux for iSeries

IBM supports your choice of platform and operating systems, a commitment now extended to

include Linux, the open-source operating system. Linux can enable a new stream of
e-business applications to complement the strengths of the iSeries as an integrated core
business solution. Linux inherits important strengths and reliability features of the iSeries
architecture.

iSeries is enhanced to support Linux running in a secondary logical partition. The primary

partition runs OS/400 V5R1. Up to 31 Linux partitions are supported depending on the
iSeries model. See “Linux for iSeries” on page 465 for more details.
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High Speed Links (HSL)

A new bus structure using High Speed Links (HSL) provides a faster data transportation
mechanism for the iSeries 270 and 8xx models. These new systems have faster processors,
more on-chip cache, a faster memory bus, a super fast cross-bar switch complex (with
speeds up to 43.2 GB per second), faster DASD, and much faster IOPs and IOAs. New fibre
channel adapters step the iSeries into the world of SAN.

This new bus structure of HSL provides:
* Performance improvements and future system growth

— 1 GB/sec technology
— 700 MB/sec maximum deliverable capacity running full duplex

* Simplified implementation

— Loop technology for redundancy

— Multiple towers per loop

— Migration tower attachment to support SPD I/O towers and PCI expansion
Towers (#5065/#5066)

* A homogeneous HSL network with V5R1 HSL adapters

— Simple HSL Clusters (two iSeries)
— xSeries for iSeries HSL connectivity
— Switchable HSL connected tower with IASP

For further details, see the product sections within this Handbook or AS/400e to iSeries 400
Migration, SG24-6055.

Clustering with Switchable DASD and IASP

0S/400 V5R1 and HSL OptiConnect provide switchable disk capability. Independent Auxiliary
Storage Pools (IASPs) and Switched Disk Clusters provide the ability to access content on a
set of disk units from a second system. Support for both planned and unplanned outages is
improved when the system currently using a disk experiences an outage. Operations are
continued on a system even when an isolated controller or disk unit fails.

Data availability is improved with independent auxiliary storage pools (IASP) or switched disk
clustering. Within a cluster, users can be switched to an alternate node in the cluster (another
iSeries) upon an outage. Data residing in an IASP can be switched to another iSeries server
without an IPL. This enables one iSeries to take over data and I/O controller in a disk tower
from another iSeries.

Option 41 of OS/400 V5R1 is required to enable independent ASPs and switched disk clusters. It
is a chargeable feature.
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The primary function in the early stages is to offer coverage for planned upgrades and
maintenance on the production system without affecting users accessing data from the
switched disk towers - User Defined File System only. Cluster management middleware
software, shipped as part of 0S/400 option 41, manages the switchover, and for high
availability purposes insures that no two system access the disks (data) at the same time. A
properly designed switch disk cluster can offer some advantages over a data replication
cluster. Because a switch disk cluster does not use data replication, there is slightly less
overhead on the systems and more available for processing of transactions. A switched disk
cluster can be simpler to operate. Domino 5.0.7 is the first application to take advantage of
this support and uses the switched disk architecture to attain ClusterProven specification.
Switched disks do not remove the requirement to have application resiliency. The application
is critical to the design of a true continuously available environment.

In this first release of Independent ASP, IFS files only are supported. For V5R1, IFS
applications such as Lotus Domino or many Web serving applications are supported. This is
useful in situations where workstations or communication lines are associated with the IFS
data and the associated application is being switched. Planning and setup work are required
to make sure the resources being switched are named identically on both servers.

Note: All I/O, not just the disk in the I/O tower, is switched. LAN, WAN, workstation
controllers, etc. in the /O tower are switched at the same time.

Fibre Channel Adapters

With V5R1, the iSeries can attach external disk and tape subsystems via high speed fibre
channel disk and tape adapters. This enhances the iSeries’ ability to participate in Storage
Area Networks (SAN). Storage Area Networks (SANs) may be defined as a combination of
technologies — including hardware, software, and networking components — that provides
any-to-any interconnection of server and storage elements. Fibre Channel technology is often
used in many of the more flexible topologies and is gaining popularity and usage.

Without other components, a Fibre Channel cable runs directly from an iSeries Fibre Channel
adapter to a Fibre Channel adapter in a tape drive or IBM ESS (Shark). The cable can be up
to 500 meters long. If more than 500 meters is needed, a pair of hubs or switches is added to
the configuration, allowing up to 10,000 meters (10 km) distance. The iSeries supports a
specific managed hub. A managed hub is a hybrid, a limited switch, but smarter than a plain,
regular hub. The iSeries also supports a regular switch in QuickLoop mode.

Refer to “V5R1 System Unit Hardware (PCI)” on page 284 for information on the Fibre
channel adapters. See “Peripherals” on page 387 for information on hubs and switches. You
can refer to “Removable Storage Media Devices” on page 343 and “Removable Storage
Media Devices” on page 343 for tape drive information. For the IBM ESS, see “2105
Enterprise and Versatile Storage Servers” on page 381.
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Database

DB2 UDB for iSeries offers state of the art database functions and open systems, standards
based technology, while providing the maturity, stability, and ease of use that has become the
trademark of the iSeries server. DB2 Universal Database (UDB) for iSeries is fully integrated
into the OS/400 operating system software. It is not a separate product.

DB2/400 has been enhanced over the years to include many new and emerging standards.
The integrated database is a full function database with features competitive to other widely
used databases. The fact that the DB is integrated allows the operating system to control
some of its management functions and makes it easier to maintain than competitive DB from
other vendors reducing the need for a dedicated Database Administrator. Its security
functions are integrated into the operating system. These functions allow a better security
model than other DB where additional tools may need to be purchased to provide these
functions.

The SQL Client Integration API allows providers of gateways and client/server solutions to
integrate their products with DB2 UDB for iSeries. Many iSeries customers have the need for
applications that not only access DB2 UDB for iSeries data, but also access data on other
databases platforms such as Oracle or Sybase.

See “DB2 Universal” on page 443.
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AS/400e Business Intelligence Solutions

What is Business Intelligence?

Business Intelligence (BI) turns corporate data into meaningful business information. It can
help you understand business trends and make better forecasting decisions. It can be used to
bring better products to market in a more timely manner. It can be used to analyze daily sales
information and make snap decisions that can significantly impact your company's
performance. Business Intelligence provides a means for you to become familiar with who
your customers are.

Business Intelligence turns corporate data into decision support information. Business
Intelligence solutions have become much more affordable due to new innovations in software
and hardware. One of these key technologies is data warehousing. Data warehouses provide
the plumbing for Business Intelligence applications. The advent of data warehouse
technology and industry specific Business Intelligence applications have made
implementations meaningful and cost effective.

AS/400e Enabling Technology

The iSeries and AS/400e servers offer state-of-the-art 64-bit relational database processing.
The system has been optimized for a Business Intelligence environment with customized
hardware (iSeries and AS/400e servers) and optimized software (DB2/400, SMP for
DB2/400, DB2 Multi-System, and Data Propagator Relational). These hardware and software
functions combine to make a powerful Business Intelligence server that is easy to install,
manage, and use.

With iSeries and AS/400e server open interfaces, hundreds of tools can be used to provide
Business Intelligence solutions accessing DB2/400 data transparently. Such tools include
desktop analysis tools (Business Objects, for example) and sophisticated multi-dimensional
analysis (commonly referred to as OLAP) tools (Essbase/400, for example), with no special
programming required.

SMP for DB2/400 provides parallel query processing. This allows multiple processors in a
single AS/400e server to collectively work on a single query, which can improve query
performance by as much as 400%. DB2 Multi-System support provides clustering for the
iSeries and AS/400e and allows up to 32 servers to be “clustered” together into a single
system. This clustering provides almost unlimited scalability and unparalleled performance
for customers. The combination of all of these advanced features has dramatically improved
system performance so much that customers using UNIX systems, PC servers, and even
large specialized parallel servers have converted from these machines to iSeries or AS/400e
servers.
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Data replication is an important technology to facilitate the automated loading of data
warehouses while cleaning up or summarizing data for integrity and performance purposes.
DataPropagator/400 provides asynchronous data movement between OLTP systems and
Business Intelligence systems. Data Propagator allows fields to be summarized, derived, or
aggregated into the data elements necessary in your data warehouse.

Data mining is a Business Intelligence application that uses mathematical algorithms to scan
potentially large amounts of data to find the golden nuggets of information. Intelligent Miner
for AS/400e provides the most advanced data mining application for iSeries or AS/400e
customers. It offers optimized computer models to “discover” data relationships previously
unknown. The models include algorithms for clustering, information classification,
predictions, associations, sequential pattern recognition, and time sequence patterns. This
analysis provides executives with insight that can truly be a competitive advantage.

Business Intelligence Solutions

Industry-specific Business Intelligence solutions allow customers to implement off-the-shelf
industry applications that are designed for their business. These applications provide a range
of functions that are specific to an industry and generally provide users with instant functional
application templates that can be customized to meet each businesses unique needs.

Business Intelligence Tools and Applications

Virtually every major Business Intelligence tool is supported on the iSeries and AS/400e
servers. That includes such tools as Data Mirror and ETI Extract for moving and cleansing
data, and tools for organizing data into a multi-dimensional and relational format as
Essbase/400 and DataTracker. It also supports such multi-dimensional analysis tools as
Analyzer, Business Objects, and Cognos Powerplay. These tools allow customers unlimited
flexibility in building their own Business Intelligence applications. They also allow applications
to use OS/400 and non-OS/400 data.

There are many technical advantages of using the iSeries or AS/400e server for your
Business Intelligence server. The main reason why customers choose the AS/400e server is
the combination of its power and simplicity. The system provides a full range of tools,
applications, and hardware in a single integrated platform that helps to make rapid
implementation a reality. Large and small businesses alike agree that this is the ideal
Business Intelligence server.

iSeries and AS/400e servers provide outstanding database technology that supports rapid
access to large amounts of data. 0S/400 supports a wide range of Business Intelligence
solutions including small departmental applications, and very large Business Intelligence
environments. The benefits of this application are measured by the more informed decisions
that can be made as a result of having better information and information in a format to
support the decision-making processes of a company.
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e-business

Success in business today depends on one thing: meeting customer needs, which are unique
to each organization. To meet those needs, the best option is to build a computer to do
business the way each organization does. That means a server that is flexible, versatile, and
can deliver customized solutions, all in a cost effective manner.

The iSeries and AS/400e server have always been designed for business. By tightly
integrating hardware, software, middleware, and the operating system. The iSeries and
AS/400e servers provide a combination of power and flexibility that organizations can rely on
to help them in their business. This design also makes it possible for the system to help
ensure that they move with technology as it changes.

The latest AS/400e hardware enhancements are the iSeries 270 and 8xx models. The newest
version of the operating system is OS/400 V4R5. 0S/400 is engineered to provide the
performance and tools needed to help to obtain a quicker return on a business’ investment in
such critical areas as e-business, enterprise resource planning, Business Intelligence, and
server consolidation.

e-businesses require hardware and software solutions with cost-effective computing power.
However, more importantly, they need solutions that scale well as workloads grow larger and
more complex. To scale well means the computer system grows in capacity to accommodate
business growth without changing the customer's applications, hardware, or system software
investment. The AS/400e has always been known for its scalability and meeting the needs of
a dozen to several thousand users with the same architecture and operating system. The
recent outstanding performance of AS/400e as a Domino server in an independent
NotesBench audit (10,400 concurrent light mail users on a single AS/400e server)
demonstrates that the AS/400e scales just as well with new, advanced e-business
applications as it does with a core line-of-business applications.

Characteristics of a Successful e-business

IBM has effectively branded and marketed the term e-business. The market is beginning to
have a general sense of what e-business means. But an expanded explanation with better
examples is necessary. The topics that follow describe the defining actions of tomorrow's
successful e-business:

* Fully exploiting the latest IT tools and techniques
» Delivering a broad spectrum of applications
e Reaching a broad spectrum of users

These defining actions sound familiar to anyone who knows the fundamentals of using
information technology (IT) to achieve competitive advantage. e-business does not change
the fundamental rules, but represents a dramatic shift in a typical company’s ability to
cost-effectively exploit IT on a broad scale. Simply stated, a wide range of affordable tools is
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now available to enable even the smallest organization to conduct business electronically on
a world-wide scale. This allows them to achieve a competitive advantage in a cost-effective
manner. See “WebSphere and e-business” on page 553 and “IBM Licensed Programs: Lotus
Products” on page 619.

Advanced User Interface

V5R1 delivers two times more advanced GUI function to iSeries and AS/400 customers than
the previous release. Operations Navigator is significantly expanded in this release with
industry-leading integrated systems management via easy-to-use graphical interface.

Operations Navigator

The systems management function now delivered via the easy-to-use Operations Navigator
GUI includes:

e Work management (Active jobs, subsystems, job queues, memory pools)

e Backup and Recovery (BRMS GUI plug-in)

* Logical Partitions (LPAR)

e System values, including system comparison and update via Management Central
* Distributed user/group administration via Management Central

* Licensed program and fix creation, distribution, and installation via Management
Central

¢ Enhancements to performance monitors and collection services to graph extended
time periods

* New monitors and events for managing jobs and messages

e Complete DASD management: Disk balancing, compression, management of disk
pools, and units

* Simple two-node cluster configuration
e Integrated xSeries Server: Windows user/group and disk administration

e Database Navigator: Provides a pictorial view of the database showing the
relationships between objects.

* Graphical command prompting
* TaskPads: A user interface extension that allows easy access to key administrative
tasks.

Other ease-of-use initiatives for V5R1 include the addition of numerous GUI extensions to
existing Operations Navigator functions, the creation of numerous configuration and
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administration wizards (many of which are in the new GUI areas listed in the previous list),
and a new iSeries Information Center with online documentation available on the Web or CD.

Management Central-Pervasive

Management Central-Pervasive (MC-Pervasive) allows iSeries network administrators to
keep an eye on their iSeries or AS/400 servers while they are away from their workstation or
office. Using an Internet capable cellular phone, PDA with a wireless modem, or a Web
browser, the administrator can monitor and manage their iSeries servers.

V5R1 enhancements for MC-Pervasive include:

* Additional support for system performance monitoring
* Monitor specific jobs and servers on multiple systems
* Monitor message queues on multiple systems

* Hold, release, or end a job on any endpoint system

* Run commands on any system or group of systems

* Manage Integrated xSeries Servers

— View status of Integrated xSeries servers

— Startup and shutdown of Integrated xSeries servers

— Run Windows commands

— Monitor Integrated xSeries events (routed to an iSeries message queue)

Read only mode for selected users

These additional V5R1 enhancements are available via an English-only PTF. Customers
interested in using Pervasive need to refer to the following IBM Web site to obtain the PTF
numbers to load the code and MRI for Pervasive:
http://www.ibm.com/servers/eserver/iseries/sftsol/pervasive.htm

EZ-Setup for V5R1
In V5R1, EZ-Setup is extended to include:

* Installing and configuring Domino for iSeries

* Configuring LDAP service

e Configuring HTTP (using the Internet Connection Setup wizard)
Installing Information Center

Configuring the Extreme Support Connection

EZ-Setup now provides a complete setup path for many users and allows one to go from
out-of-the-box to serving a business in one quick and easy path. EZ-Setup is now a part of
iSeries Client Access Express and is on the Setup and Operations CD-ROM (shipped with all
orders).
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Information Center for iSeries

The Information Center for iSeries provides the starting point for finding iSeries technical
information and is available on a CD-ROM shipped with OS/400. It is also on the Internet at:
http://www.ibm.com/eserver/iseries/infocenter

In V5R1, the Supplemental Library on PDF is integrated with the Information Center to
provide a one-stop place to obtain technical information. You can search the PDF and HTML
files in one search at the Internet site. In V5R1, the Information Center installation provides a
wizard to install the Information Center to an intranet server from the iSeries. The wizard can
even configure your HTTP server and set up search on the intranet.

XML Enablers

eXtensible Markup Language (XML) is one of the key technologies fueling growth of
e-business and mobile e-business solutions. XML is becoming the standard way to represent
data in a portable, reusable format for use in a number of solutions ranging from
business-to-business (B2B) solutions that link together trading partners to pervasive
computing applications, which connect mobile devices such as cell phones to core business
solutions.

IBM and iSeries are committed to supporting XML. This support is demonstrated by the suite
of XML application enablers delivered with 0S/400 in V5R1, providing a core of XML services
for applications to build on.

The XML application enablers provided in V5R1 include:

e XML parsers for use with Java and C++ applications. XML parsers are a common
building block that XML-based solutions use to work with data in XML format.

e XML parsing interfaces for procedural languages such as RPG, COBOL, and C. These
interfaces open the realm of XML to existing solutions, providing an easy path to
extend these solutions with XML support.

* An Extensible Stylesheet Language (XSL) processor used to apply XSL stylesheets to
transform an XML document into another markup language format. XSL stylesheets
are the standard way to convert data between two XML document types and are
commonly used to convert XML data to HTML for presentation in a Web browser
environment.

Security

The many levels of security available with OS/400 ease the job of system security
management. The five levels of security range from minimal to an enhanced level that
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enables the iSeries servers to operate at the C2 level of trust as defined by the United states
government. Security at V5R1 has been enhanced with:

* Enhanced system integrity with digital signature and object signing
» Easier to use Digital Certificate Manager
* Enhanced password protection

See “Security” on page 441.

Summary

iSeries and AS/400e servers offer a brilliant architecture that is not found on simply any
business computing system. There are many examples of where the system architecture has
delivered on its promise of making the most advanced technology readily and continuously
available to its customers. For example, the iSeries and AS/400e have enabled their
customers to:

* Provide Internet access to existing iSeries and AS/400e applications. Through a
product known as HTML Gateway (which resides within OS/400), Internet users can
access and run iSeries and AS/400e applications.

* Integrate diverse environments (such as Microsoft Windows NT and Lotus
Notes/Domino) onto the iSeries or AS/400e server. All customer solutions require a
range of hardware and software products from a variety of vendors. The iSeries and
AS/400e, through integrating these mixed environments, simplify the task of managing
them.

* Change to the on-chip copper-wiring processor technology or to Silicon on Insulator
technology for the medium and high end servers.

* Implement PCI hot-plugging technology for higher availability, and use other
performance boosting innovations such as the High Speed Link and new high speed
LAN adapters.
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Workload and Performance

Workload and performance are critical considerations in selecting an iSeries server. This
chapter discusses some of the tools and factors to take into account, including workload
ratings and processor positioning. Detailed performance information is in iSeries
Performance Capabilities Reference, SC41-0607, which is located on the Web at:

® http://www.iseries.ibm.com/developer/performance/index.html

® http://www.ibm.com/eserver/iseries/library

For sizing recommendations, consult with your IBM Marketing Representative and service
provider.

Commercial Processing Workload

When the AS/400 system was announced in 1988, the Relative Performance Rating (RPR) or
Relative System Performance (RSP) of different models was measured using a RAMP-C
workload. This workload is representative of general commercial processing. RPR figures for
AS/400 models have been expressed relative to the 9404 Model B10, which was the initial
entry model for the AS/400 range in 1988. It had a RPR rating of 1.0.

The AS/400e product line continues to grow in power with the PowerPC RISC processors and
24- and 12-way processors. With the increased processing power and more applications
using vital technologies, such as Web serving, client/server, and multimedia, the point was
reached when RAMP-C was no longer a valid means for measuring relative performance.
Therefore, RAMP-C was replaced by a workload measurement called Commercial
Processing Workload (CPW) in the second half of 1996.

Relative performance measurements are derived from commercial processing workload on
the AS/400e. CPW is representative of commercial applications, particularly those that do
significant database processing in conjunction with journaling and commitment control.

CPW contains a number of advantages over RAMP-C for measuring the iSeries and AS/400e
servers, such as:

* Inclusion of a batch component

* Increased numbers of transaction types

e Support for journaling and commitment control
* Increased path lengths

* More complex file and terminal I/O

These enhancements mean that CPW exercises hardware and software paths that more
closely match the paths exercised by our customers' current installations.
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CPW values have been calculated for all previous AS/400e models. The summary table for
most of the models, shown in “Summary of Earlier AS/400, AS/400e, and iSeries Models” on
page 731, includes the CPW figures as well as RAMP-C figures. For processors announced
since August 1997, CPW values are issued. No further RAMP-C figures are provided.

Note: Throughout this document, both RAMP-C and CPW performance figures are described
as Relative System Performance (RSP). This is done to ensure consistency and to identify
what is being referred to. RAMP-C or CPW is used to identify to which RSP the figures apply.

CPW figures are not based relative to a single model, as was the case with RAMP-C. CPW
values give a relative performance rating of all iSeries and AS/400e processors.

CPW can be used as a quick means of comparing performance. However, a more detailed
analysis should always be done using BEST/1 for OS/400. The performance users see that
their AS/400 depends on many factors. Some of these factors include: the type and number
of disk devices, the number of workstation controllers, the amount of memory, the system
model and processor, the application being run, and other factors.

More detailed performance information is found in the AS/400 Performance Capabilities
Reference - Version 4, Release 5, SC41-0607. This document is available on the Web at:
http://publib.boulder.ibm.com/pubs/html/as400/online/chgfrm.htm

IBM Workload Estimator for AS/400

The IBM Workload Estimator for AS/400 is a Web-based estimation tool that automates the
manual calculations previously required from paper sizers. The Estimator tool allows the user
the option to enter data for multiple workloads, from which a machine recommendation is
made that best fits overall system needs.

IBM Workload Estimator is found on the Web at:
http://as400service. ibm.com/servlet/EstimatorServliet

Disk Arm Requirements

The disk configuration can be a major contributor of performance bottlenecks. It is important
to size an iSeries and AS/400e server with an appropriate number of disk arms, to provide for
the best obtainable disk subsystem performance, and, therefore, improve overall system
performance.

A physical disk drive (and the processing through the disk controller) performs a specific
number of disk accesses each second. Newer disk arms and controllers provide better
performance than previous drives. Therefore, fewer disk drives (disk arms/actuators) can
typically be used, yet provide comparable performance.
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To help size the minimum number of disk arms required for a given AS/400e processor, refer
to the AS/400 Disk Arm Requirements based on the Processor Model Performance document
at: http://www.iseries.ibm.com/developer/performance/dasdmenu.html

ISV and other application solution providers also have recommendations for a minimum
configuration.

iSeries Model 270 and 8xx Performance

The iSeries Model 270 and 8xx servers are significant steps in the evolution of the AS/400e
server product line. iSeries Models 270, 820, 830, and 840 are configured to meet a wide
range of performance requirements. Whether the system is running mostly back-office
applications, newer e-business applications, or a mixture of both, the performance can be
customized on the new servers to match business needs. Each model includes a base
processor and interactive performance feature. Optional processor and interactive
performance features can be selected to balance the server's performance for a given
workload. Increasing performance on installed servers is done simply and with little
disruption.

Note: Please note the following terms:

* Processor Feature: Used to indicate the feature code by which the processor is
ordered.

* Interactive Feature: The feature code by which interactive performance is ordered.
* Processor Feature Code: Used by 0S/400.

* System Processor Feature: Used by SLIC to indicate the same function.

iSeries Models 270, 820, 830, and 840 offer two CPW ratings to allow customizing of
performance for a given workload:

* Processor CPW: Represents maximum relative performance running commercial
processing workloads for a processor feature. Use this value to compare relative
performance between various processor features. Processor CPW is known as
Client/Server CPW in prior releases.

* Interactive CPW: Represents the relative performance available to perform interactive
workloads. The amount of Interactive CPW consumed reduces the available Processor
CPW by the same amount. Interactive CPW for a specific processor is changed
through the installation of optional Interactive Features.

The interaction of the Processor CPW and Interactive CPW is illustrated in the following
figure.
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This chart shows the CPW that is available for server workloads as the interactive workload
increases. On the left side of the chart, the scale runs from 0 to 100%, which represents the
amount of Processor CPW available for server workloads (non 5250-type workload). On the
right side of the chart, a similar scale reflects the amount of Interactive CPW used by
Interactive workloads (5250 based). Each of the dotted lines dissecting the rectangle
represents various levels of Interactive CPW that can be purchased when ordering an
interactive feature for 270 and 8xx servers. Interactive features are not available on the Model
250.

At any point, the amount of CPW used to perform interactive workloads reduces the CPW
available for server workloads by an equal and proportionate amount. For example, for a
system with a processor CPW of 810 and an interactive feature CPW of 240, it is possible to
use up to 240 CPW for an interactive workload and still have 570 CPW available for the
non-interactive workload. On the other hand, if none of the AS/400e is used for interactive
workloads, all of the Processor CPW is available to perform server workloads. No tuning or
management is required.

For best performance, all critical system resources should be kept in balance with proper
configuration. This includes processors (quantity and speed), number of disk arms, amount of
memory, balanced HSL usage and more. For example, high I/O requirements on Optical HSL
may be better handled by copper HSL.

Capacity Upgrade on Demand (CUoD)

iSeries Capacity Upgrade on Demand offers the ability to non-disruptively activate one or
more additional central processors of specific models of iSeries Models 830 and 840. CUoD
adds capacity in increments of one processor, up to the maximum number of On Demand
processors built into the Model 840. CUoD has significant value for installations for customers
who want to upgrade without disruption.
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There are now six Capacity Upgrade on Demand processor features (#2416, #2417, #2419,
#2352, #2353, and #2354) for the Model 840 and one CUoD processor feature (#2351) for

the Model 830. Each offers a number of Base processors (only one for the Model 830) that

are in “active” status and a set of On Demand processors that are in “standby” status.

On Demand processors (one or more) can be permanently activated by ordering the desired
quantity of feature code #1604 for Models 840 or #1605 for the Model 830 as an MES order.
Ordering feature #1604 and #1605 generates a CUoD Activation Code, which is then posted
on a Web site and mailed to the customer. This activation code must then be entered at the
server console. For further details, refer to the Planning Guide for Capacity Upgrade On
Demand at: http://www.ibm.com/eserver/iseries/ondemand

AS/400e Dedicated Server for Domino Positioning

AS/400e capabilities to support Lotus Domino are firmly established since the announcement
of Lotus Domino for AS/400 in January 1998. In mid-1999, IBM and Lotus delivered a first in
the industry—the AS/400e Dedicated Server for Domino. Two models and six processor
features were added in 2000.

For entry Domino environments, the Dedicated Server adds scalability for disk and memory
capacity. For larger Domino environments, enterprise-class scalability and capacity can be
achieved. The iSeries and AS/400e server’s reliability, robust subsystem architecture, and
ease of operations provide a sound base to develop and deploy rich Web development and
serving functions of Domino solutions. Combined with the rock-solid reliability and scalability
of iSeries or AS/400e servers, Domino customers can achieve highly effective Web sites with
intranet, extranet, and Internet capabilities.

iSeries and AS/400e customers extend their traditional applications and data by adding Lotus
Domino solutions to their existing servers, as part of upgrades, or as stand-alone servers for
e-mail, groupware applications, and Web sites. Domino customers use Domino partitioning
on iSeries or AS/400e servers to consolidate Domino workloads onto one server with a
simple, single footprint to deliver e-mail and business applications. Server consolidation
offers vertical growth within the processor. Growth is available within the model.

With the availability of Dedicated Servers for Domino, customers choose to deploy Domino
solutions on separate servers from other business applications for several reasons:

* Messaging and e-business servers are mission-critical assets. Reliability,
maintenance, and availability requirements differ from other production systems.

* Many organizations employ specialized staff and servers to deliver messaging and
groupware to their businesses, separate from those that support their line-of-business
applications.
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* Some organizations have remote environments, which require onsite groupware
servers to provide key applications and e-mail to their users.

The price/performance and the increased scalability of the Dedicated Servers enhance the
cost advantage for customers who need a mixed workload Domino server. The Dedicated
Server for Domino is positioned to compete strongly for Domino placements compared to
multiple Intel-based servers.
Consider Dedicated Server for Domino for:

* New Lotus Domino solutions on a manageable, reliable, and scalable server.

* Reliability and manageability to support mission-critical Domino applications.

* Consolidation of several servers to a single iSeries or AS/400e servers by employing
the partitioning function of the Lotus Domino Enterprise Server license, multiple
Domino servers for e-mail, Domino applications, Web serving, or a combination on
segregated Intel servers.

e Groupware applications and messaging with existing system operations and skills.
* Standalone intranet, extranet, or Internet servers using Lotus Domino.

* Reliable servers to support Domino in remote locations where administration staff is
not available.

Model 270 Dedicated Server for Domino Processor Features
Processor features for the Model 270 Dedicated Server for Domino are:

* #2422 Dedicated Domino Processor: An entry solution scalable mail server or mail
or application server.

e #2423 Dedicated Domino Processor: More scalability for mail and robust
applications.

* #2424 Dedicated Domino Processor (2-way): The highest level of scalability within
the AS/400e server 270.

iSeries Model 820 Dedicated Server for Domino Processor Features
Processor features for the Model 820 Dedicated Server for Domino are:

* #2425 Dedicated Domino Processor: An enterprise solution appropriate for mail and
robust application. Ideal for customers who require more growth and capacity than the
Model 270 provides.

e #2426 Dedicated Domino Processor (2-way): More performance for mail and robust
applications.
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e #2427 Dedicated Domino Processor (4-way): The highest level of scalability and
performance within the iSeries Model 820.

The iSeries Dedicated Server for Domino Model 820 is the ideal model server for customers
who require scalability or capacity beyond what the Model 270 Dedicated Domino #2424
processor provides.

Customers who require scalability or capacity beyond what the Dedicated Server for Domino
820 provides should pursue iSeries Models 830 or 840 servers, or to deploy multiple servers
for their Domino applications.

* Upgradability: Processor feature conversions are supported within each Dedicated
Server for Domino model. Upgrades are not available from a Model 270 to a Model
820, nor from the previous Dedicated Server for Domino Model 170.

* Releases supported: Support is offered for Lotus Domino Release 5.01 or later. The
AS/400e Dedicated Server for Domino does not support Domino 4.6 or earlier.
The iSeries Dedicated Server for Domino is priced to be most competitive in these situations:
* Versus multiple single-function Intel Domino servers
* When reliability, manageability, and availability are a critical requirement in new or

current Domino implementations

The Dedicated Domino processors are tuned specifically for Lotus Domino workloads. They
provide sufficient capacity for non-Domino workloads, such as remote DB2 access, file
serving, Integrated xSeries Server for iSeries, and TCP/IP, which support a Domino
environment.

* Lotus Domino workloads: Defined as out-of-the-box functions such as:
— E-mail
— Calendars and scheduling
— Web serving

— Standard Lotus Domino template applications (for example, discussion database,
workflow, and so on) and custom developed applications written with Domino
Designer that perform no external program calls, relational database access, or Java
integration.

* Non-Domino workloads: For customers planning significant use of non-Domino
workloads, Dedicated Server for Domino should not be proposed. Instead, consider
iSeries Model 270 or 8xx with standard processor features.

Considerations for non-Domino workloads include:
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— Any and all workloads not designated as Domino workloads are considered to be
non-Domino workloads. They should be managed to a maximum of 10 to 15% of the
CPU.

— Stand-alone Java, RPG, COBOL, or C applications are non-Domino workloads.

— Applications can work alongside Domino on the same AS/400e. An example is a
Domino server that uses the “MSF SMTF Services option along with the QMSF task
to process Internet mail through the OS/400 SMTP server. The OS/400 SMTP server
and QMSF task are non-Domino work.

— Domino applications using application integration functions, such as DB2 Universal
Database access or external program calls, are considered non-Domino workloads.

System administration: iSeries Dedicated Server for Domino can be effectively
managed when there is no Interactive CPW (Interactive CPW = 0) available for
application workloads. Interactive CPW is an approximate value reflecting the portion
of Processor CPW that can be used for workloads performing interactive-based tasks
(5250). The zero interactive CPW is intended to support a single interactive job for
system administrative functions, that is:

— Any job started from a console (green screen) to perform system administration
functions is not considered interactive work if it is the only interactive job running
(single interactive job exception).

— Any system administration job submitted to batch is not considered interactive work.

— Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

Interactive workloads: Any task started through a 5250 session (5250 device or 5250
emulation) where the user waits for a response is considered to be interactive work.

— Application processing that uses 5250 interfaces is not supported on the iSeries
Dedicated Server for Domino.

— 5250 print is not supported on the iSeries Dedicated Server for Domino.

Relative performance measurements are derived by performing various monitored and
measured workloads on iSeries and AS/400e servers. The results can be used to compare
relative performance characteristics of processor features offered for servers.
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Simple Mail Users (SMU): This relative performance measurement is derived by
performing high-volume Lotus Domino mail workloads on Dedicated Domino
processors. SMUs are representative of mail applications, particularly those that do
not perform any database related tasks. SMUs represent the estimated number of
concurrent light mail users for the Dedicated Domino processors. Reported values
reflect 70% processor utilization.
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* Mail and Calendaring Users (MCU): This relative performance measurement is
derived by performing mail and calendaring functions. This workload is considerably
more complex than Simple Mail Users. The MCU workload represents users on a
Notes client who are reading, updating, or deleting documents in an e-mail database,
as well as lookups in the Domino directory and scheduling appointments and
invitations. Reported values reflect 70% processor utilization.

¢ Commercial Processing Workloads (CPW): CPWs are representative of commercial
applications, particularly those that do significant database processing in conjunction
with journaling and commitment control. The reported values for CPW represent the
capacity of a non-Domino workload available to support a Domino environment. The
reported CPW may be used by System Resource activities and Domino resource
extensions such as database accesses and external program calls. The amount of
CPW consumed reduces the available capacity to perform Domino workloads reflected
as SMU or MCU.

— Processor CPW is an approximate value reflecting the maximum amount of
non-Domino workload (10 to 15% of CPU) that can be supported.

— Interactive CPW is an approximate value reflecting the portion of Processor CPW that
can be used for application workloads performing interactive-based tasks.

Dedicated Domino Processors
100%

-«— Domino resources

CPU

-a— Processor CPW
10 to }/ ~%— |nteractive CPW
15%

The above figure shows the relationships of the various workloads on the Dedicated Domino
Processors. Domino can take any available CPU capacity (even below the line). The CPW
workload can never rise above the line, and excessive attempts to use CPW resources do not
significantly affect Domino performance. If CPW exceeds its limit, the system will not redirect
Domino resources to non-Domino (CPW) work, and the non-Domino performance
degradation can be dramatic.

For some Domino solution scenarios, you need to work closely with an IBM, Lotus, or IBM
Business Partner representative to determine whether iSeries Model 270 with standard
processor features, 8xx servers, or the new Dedicated Server for Domino is most appropriate
for the proposed environment. In particular, Domino applications that require some degree of
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integration with DB2 Universal Database for AS/400 data or use some external program calls
(for example, RPG programs or Java) require careful evaluation.

The resources of Dedicated Server for Domino are focused primarily on the Domino
workloads (see the following figure). Their ability to deliver superior Domino
price/performance depends on running a workload very close to “pure Domino”. A small
percentage of the overall processor capacity (10 to 15%) can be used for non-Domino work,
such as routine system administration tasks and non-Domino programs invoked by the
Domino application.

v Domino mail DB2 database ©® AS/400 line of
v Domino applications integration on the business (LOB)
v Mixed Domino same server applications on the
workload DB2 database same server
. . integration on ® Large user
v Domino Web serving another server community

In evaluating Domino applications that access non-Domino functions, such as DB2/400
integration or program calls, ensure that the non-Domino functions represent a low
percentage of the overall system utilization. Once non-Domino work reaches a maximum
CPU capability on the Dedicated Server for Domino, no additional processing power will be
available for non-Domino workloads. If the proposed Domino application employs any
significant DB2 UDB or program integration, a standard iSeries or AS/400e server model is a
better choice.

5250 Throughput

The iSeries and AS/400e servers support a family of displays and emulation adapters that
are known as the 5250. The supported data stream is known as a 5250 data stream.
Throughput considerations for these workstations regard the flow of the character stream, as
discussed in the following section.

5250 Express Data Stream

The #2720, #2722, #2746, #4746, and #6180 twinax workstation adapter cards have three
major features that can increase throughput:
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* 2X Mode: 2 Mbps versus 1 Mbps throughput of the #6050 workstation controller.

* Optimized Mode: The block transfer of data is improved to almost double the
throughput to or from the attached device.

* Dual Mode: Means that two ports are polled simultaneously on the #2722, #2746,
#4746, and #6180 workstation controllers. On older controllers (such as the #6050
workstation controller), only one port out of eight is active at any given time.

The enhancement produces nearly four times the throughput when all of the attached devices
on a port support 5250 Express Data Stream. All of the IBM devices from the original 5251 up
through the 3489 support the Express Data Stream.

Refer to Informational APAR 1111804 for additional details regarding workstation
considerations when attached devices or cabling do not support 5250 Express Data Stream.
Additional information on 5250 Express Data Stream is available on the Web at:
http://www.networking.ibm.com/525/

The IBM 7299 twinax-to-fiber multiplexer fully supports all the new functions of the #2720,
#2722, #2746, #4746, and #6180 workstation controllers.
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iSeries Direction

This chapter outlines both future and present directions of the iSeries platform. It discusses
product previews, statements of direction, and general planning information. Products,
features, and software withdrawn are identified with announced dates when support is to be
discontinued. By communicating these future plans, IBM intends to help our customers plan
for better use of their system.

Product Previews

Product Previews identify specific functions IBM has committed to incorporate into future
iSeries hardware or software releases. Understanding them can provide insight into IBM
plans and directions for future iSeries hardware or software releases. The information
released represents the current intent of IBM. It is subject to change or withdrawal. They
represent goals and objectives only.

As part of the iSeries announcements made in April 2001 and May 2000, IBM announced an
intention to provide an update of OS/400 that includes the following enhancements. The
previews listed are separated into fulfilled and non-fulfilled categories at the time of the V5R1
initial and increment announcements (23 April and 28 August 2001 respectively).

Product Previews: Open
This product preview remained open at the time of V5R1 announcement (23 April 2001):

* Business-to-business (B2B) integration - iSeries Licensed Program and operating
system enhancements: IBM intends to consider additional capabilities and integration of
B2B for iSeries beyond the first release of Connect for iSeries, some of which have been
released in the product update that became available on 23 April 2001 and 31 August
2001. Specific connectors may be made available for different e-marketplaces, as well as
back-end core business applications that plug into the integration framework delivered in
the first release of Connect for iSeries.

IBM intends to integrate and provide interfaces to the Java servlets and JavaServer
Pages (JSP) support for Apache, providing an integrated runtime environment for server
applications written as Java servlets or JSPs. Also you will be able to upgrade from the
base B2B, which can enable functions integrated into iSeries to the functionally rich IBM
WebSphere framework of products. This upgrade will provide a smooth path for growth as
you continue to enhance and integrate your processes with other businesses.

For more information on Connect for iSeries, go to the Web site at:
http://www.ibm.com/servers/eserver/iseries/btob/connect
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Product Previews: Closed
These product previews were closed at the time of the 28 August 2001 announcement:

Dual Power Line Cords on iSeries: IBM intends to provide dual power line cords as
another high availability option on iSeries Models 820, 830, and 840, as well as the
#5074 and #5079 Towers.

Web Traffic Express: IBM has changed its plan to provide a Web Traffic Express
proxy server. Instead, a proxy server is included with the iSeries HTTP Server
(Powered by Apache). It is an industry accepted proxy server and is delivered as a no
charge feature of OS/400. The Apache-based HTTP proxy server provides
high-performance caching, reverse proxy, and content filtering by domain and IP
address.

These product previews were closed at the time of the V5R1 announcement (23 April 2001):
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Logical Partitioning (LPAR) Enhancements: IBM intends to significantly increase
the flexibility of LPAR by supporting dynamic resource movement between partitions
and providing support for multiple partitions assigned to a single processor.

iSeries Linux Support: IBM plans to provide Linux for selected models of the iSeries
platform by providing native support of the Linux kernel running in a secondary logical
partition of the operating system. This will enable Linux applications to run on such
iSeries servers with few or no changes required. The Linux kernel will enable a new
stream of e-business applications for the iSeries platform that complements its
strength as an integrated core business solution. Linux applications will benefit from
the iSeries platform's ability to provide resource flexibility, reliability, and connectivity to
other applications on a single server.

High-Speed Link (HSL) OptiConnect: IBM intends to further leverage the significant
bandwidth, flexibility, and speed of new High-Speed Link (HSL) for system-to-system
connectivity by offering HSL OptiConnect.

Direct Attach Netfinity Server: IBM intends to support direct AS/400 attachment of
SMP Netfinity servers via the AS/400 High-Speed Link (HSL) bus, retaining the
systems management and disk consolidation features of today's AS/400 Integrated
Netfinity Server.

Electronic Customer Support (ECS) PM/400e and Service Agent: IBM intends to
support Electronic Customer Support (ECS) running over a TCP/IP connection,
including electronic fix retrieval, problem reporting, and hardware and software
inventory information. PM/400e and Service Agent (formerly known as Service
Director) will also be modified to take advantage of the TCP/IP connection. These
functions will use the V.90 integrated modem that is shipped with the 2xx and 8xx
models. IBM also intends to add fax support for this integrated modem.

CPA Toolkit: Support for Common Programming APls (CPA) Toolkit will be
discontinued in future OS/400 releases. OS/400 V4R4 is the last release to support
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the CPA Toolkit development environment. CPA applications can be modified on V4R4
and earlier releases only. The CPA Toolkit runtime environment is supported for V4R5.
Software developers and customers are encouraged to migrate CPA applications to
kernel threads, the strategic OS/400 function. Information on migrating from CPA to
kernel threads is available at:
http://www.as400.1ibm.com/developer/threads/cpa/roadmap .doc . html

¢ Altered Program Objects: Some application providers and customers alter their
program objects. Today you cannot recreate a program object without source code on
an iSeries or AS/400 server if observable information, which includes program creation
data, has been removed. A future enhancement to OS/400 will retain program creation
data when observable information is removed, allowing the program to be recreated at
the customer's option. Recreating a program helps ensure its integrity and allows you
to take advantage of new hardware or enhancements in translator technology.
However, when a program is recreated, alterations made to the program object are not
retained. Programs that depend on alterations may fail or behave in an unexpected
manner should the customer choose to recreate them. Customers should consult their
application providers regarding potential impacts of program re-creation.

Note: IBM recommends against altering program objects because altered programs may
bypass checks made by OS/400 that help ensure system integrity and security.

Statement of Direction

Statements of direction identify the commitment of IBM to direct the iSeries servers toward a
given design or technology. Understanding them can provide insight into IBM’s design and
technology plans.

As part of the iSeries announcements made in April 2001, IBM announced a commitment to
the following direction:

Database File support in independent auxiliary storage pool/switchable disk

In a future release, IBM intends to enhance OS5/400 support for switching the ownership
of objects between Primary and Secondary Servers through the use of Independent
Auxiliary Storage Pool (IASP) and switchable disk technologies by extending the list of
possible switched objects beyond Integrated File System (IFS) files. Additions would
include objects associated with the DB2 Universal Database for iSeries and other OS/400
library based objects.

Planning Information

Business grows, the information systems needs of a business change, and technology
changes to allow more efficient and cost effective methods to solve business problems. As
the iSeries and OS/400 are enhanced, new technology is introduced. Other technology
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reaches a point where no further enhancements, functions, or maintenance is planned. This
section helps our customers plan for these changes and to protect their investment as their
business needs change.
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AS/400 Models 4xx and 5xx: OS/400 V5R1 is the final release to be supported on
AS/400 Models 400, 436, 40S, 500, 510, 530, 50S, and 53S.

Client Access Family: IBM intends to remove support of the Windows 95 operating
system for the Client Access Express for Windows client. Client Access Express for
Windows 95 will not be supported beyond V5R1.

This removal of Windows 95 support applies to all of the functions shipped with Client
Access Express, including EZ-Setup, Operations Navigator, Management Central, and
Operations Console. Client Access Express for Windows will continue to be supported on
the Windows 98, NT 4.0, ME, and 2000 Operating systems.

AS/400 support for Windows Network Neighborhood: IBM intends to remove the
support of the Windows 95 operating system from AS/400 NetServer. Windows 95 will
continue to be supported from AS/400 NetServer in V5R1, but not in subsequent
releases. AS/400 NetServer will continue to support the Windows 98, NT 4.0, ME, and
2000 Operating systems.

OfficeVision/400: As previously announced, V4R5 is the final release to support
OfficeVision/400. End of program services for OV/400 is 31 May 2001.
OfficeVision/400 will be uninstalled upon upgrading to V5R1 or later releases.

BEST/1: V5R1 is the final release to support the BEST/1 Capacity Planning tool.
BEST/1 is included in Performance Tools (5722-PT1). The BEST/1 function will be
discontinued after V5R1.

Wireless Connection for AS/400 (5798-TBW): V4RS5 is the final release to support
Wireless Connection for AS/400.

IPX: V5R1 is the final release to support the IPX protocol. The Enhanced Integration
for NetWare (Option 25) configurations can be changed from IPX to IP connectivity.

Lotus Domino Client subscription: IBM intends to provide a new offering for
customers to renew their software subscription entitlement for Lotus Domino clients,
which was previously purchased under Lotus Domino Enterprise Server for AS/400
(5769-LNT).

Under the new offering, customers can purchase client entitlement for one year of
subscription at a price similar to Lotus’ Passport Advantage. The terms of the current
offering for Lotus Domino client software subscription are extended until the new offering
is announced.

Ya-Inch Cartridge Tape: V5R1 is the final release to support the #6385/#6485 Y%-inch
Cartridge Tape Unit. Customers using these tape units can order a conversion to a 16
GB %a-inch Cartridge Tape Unit (#4483/#4583/#6383/#6483), a 25 Gb %-inch
Cartridge Tape Unit (#4486/#4586/#6386/#6486), or a 50 GB %-inch Cartridge Tape
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Unit (#4487/#4587). Customers who use their tape drive primarily for incremental fast
backups and need smaller (2.5 GB) capacity tape drive units should consider the
#4482/#6382 2 GB %-inch tape drive.

* 0S/2 Warp Server for iSeries and Novell 4.11 on the iSeries Integrated Netfinity
Server: Customers running this product are no longer supported as of 31 January
2001. These products will not be functionally enhanced. We recommend that
customers with Domino on the OS/2 based iSeries Integrated Netfinity Server migrate
to the native Domino for iSeries product, which provides enhanced scalability,
reliability, and integration. V4R3 is the last release of OS/400 to support Lotus Domino
running on the OS/2 based iSeries Integrated Netfinity Server.

* NetVista Thin Client: V5R1 is the final release to support NetVista Thin Client
Manager V2R1. The current Program Service End Date for Thin Client Manager V2R1
is 31 December 2001.

* Workstation Gateway: V5R1 is the final release to support 5722-SS1 Workstation
Gateway, which is part of the TCP/IP functions of OS/400. Migrate to IBM WebSphere
Host Publisher XML Legacy Gateway, a customizable Web-based 5250 interface
function, for equivalent.

* Directory Services LDAP: V5R1 is the final release to support Option 32 of
5722-SS1. On releases beyond V5R1, call the APIs from library nnnn instead of library
QDIRSRV.

iSeries Planning Information Web Sites

For information on modeling tools, installation planning, and upgrade resources, see:
http://www.ibm.com/servers/eserver/iseries/support/planning

You can find such information as product previews, statements of direction, and products no
longer supported on a release, with migration plans as available, on the Web at:
http://www-1.1ibm.com/servers/eserver/iseries/support/planning/nav.html

Withdrawn Products

When products and features are withdrawn from marketing, they are removed from the
iSeries Handbook. Information on all iSeries and AS/400e products and features can be
found by referencing IBM online systems, such as a legacy edition of the AS/400e System
Handbook found at: http://publib.boulder. ibm.com/pubs/html/as400/online/chgfrm.htm Or the
iSeries home site.

Refer to “Products and Features no Longer Marketed by IBM” on page 803 for a listing of
many withdrawn features and products.
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Features and Devices Not Supported on V5R1
These features are not supported with OS/400 V5R1:

e #2620 Cryptographic Processor

e #2628 Cryptographic Processor

* #2851 PCI Integrated PC Server

* #2854 PCI Integrated PC Server

* #6509 Additional 16MS FSIOP Memory
* #6516 16MB One-Port FSIOP

* #6517/9517 32MB One-Port FSIOP

* #6518 48MB One-Port FSIOP

* #6519 64MB One-Port FSIOP

e #6520 Upgrade 1 to 2 Port FSIOP

* #6526 16MB Two-Port FSIOP

* #6527 32MB Two-Port FSIOP

* #6528 48MB Two-Port FSIOP

* #6529 64MB Two-Port FSIOP

* #6616 Integrated PC Server

* #8716 Optional 16MB One-Port FSIOP
* #8717 Optional 32MB One-Port FSIOP
* #8718 Optional 48MB One-Port FSIOP
* #8719 Optional 64MB One-Port FSIOP
* #8726 Optional 16MB Two-Port FSIOP
* #8727 Optional 32MB Two-Port FSIOP
* #8728 Optional 48MB Two-Port FSIOP
* #8729 Optional 64MB Two-Port FSIOP

| These devices are not supported with OS/400 V5R1:

* 2440

e 3422

e 3430

* 3995: Models 042, 043, 142, 143, A43

* 9347

* 9331: Models 001 and 002

¢ 3995: All models connected via a #2621 are no longer supported

Software End of Support Dates

With the high quality and reliability of the current OS/400 software releases, OS/400 users
may not recognize the importance of periodic upgrading to stay on a supported release.
Every release of OS/400 has a defined Program Services period, with the end date
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announced with the initial announcement of the release. After the end of that Program
Services period, IBM no longer accepts problems for defect analysis.

Version End of Fee-based
Release General End of Program Support
Modification Availability Marketing Support Extension
R7.5 SSP 8 March 1996 9 February 1999 31 May 2000 N/A
V3RO0.5 3 June 1994 11 February 1997 31 May 1997 N/A
V3R1 30 June 1995 11 February 1997 31 October 1998 N/A
V3R2 21 June 1996 10 February 1998 31 May 2000 N/A
V3R6 29 September 1995 19 August 1997 31 October 1998 N/A
V3R7 8 November 1996 1 September 1998 30 June 1999 N/A
V4R1 29 August 1997 9 February 1999 31 May 2000 N/A
V4R2 27 February 1998 9 February 1999 31 May 2000 31 January 2001
V4R3 11 September 1998 15 February 2000 31 January 2001 N/A
V4R4 21 May 1999 31 May 2001 31 May 2000 30 November
2001
V4R5 28 July 2000 31 July 2002 N/A
V5R1 25 May 2001 N/A

Communications (WAN) Functions No Longer Supported

The following functions are no longer supported on current iSeries and AS/400e product line
WAN hardware (such as the #2609 EIA 232/V.24 Two Line Adapter, the #2610 X.21 Two Line
Adapter, and other, older adapters). They are not supported on the #2720 PCI WAN/Twinaxial
IOA, the #2721 or #2745 PCI Two-Line WAN IOA, the #2699 Two-Line WAN IOA, or the

#9771 Base PCI 2-Line WAN with Modem.

* X.21 switched interface (X.21 leased support)

X.21 Shorthold mode

* V.25 2 port autocall. This is the protocol used to auto dial on switched connections
using modems that require a second port dedicated to the dial function. Do not
confuse this with V.25bis, which is the current day autocall protocol that sends dial

commands over the same port used for data. V.25 bis itself is supported.

e Asynchronous communication speeds of less than 300 bps.

* Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some,
older 2400 bps modems to reduce the speed to 1200 bps.
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e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by

some (primarily older IBM) modems.

e V.54 local and remote loopback (diagnostic functions supported by some modems).
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iSeries and AS/400e Servers

These tables summarize the resource capabilities and performance characteristics of all
models in the current product line of iSeries and AS/400e servers.

Table 1: Summary of the AS/400e Server 250

Model 250
Processor Feature #2295 #2296
Relative System Performance - CPW (Notes 1 and 2)
Processor Performance 50 75
Interactive Performance 15 20
Number of N-Way Multiprocessors 1 1
L2 Cache (MB) 0 0
Main Storage (MB) (min/max) 256-1024 256-1024
Main Storage or DIMMs (min/max) 2/8 2/8
Processor Group PPS/P05 PPS/P05
Base System for all System Unit Total Maximum
processors Expansion #7102
Disk Storage (GB)
Minimum Internal 8.58 0 8.58
Maximum Internal 70.16 105.24 175.40
System I/O Card Slots 6 9 15
Maximum Communication Lines (Note 4) 1-12 0-26 30
ATM Adapters (Note 3) 0 0-2 2
Maximum LAN/ATM Adapters (Note 6) 2 4 6
Non-Integrated Server LAN Low-Speed 1 4 5
Non-Integrated Server LAN 100/10 Ethernet 1 2 3
Integrated Server LAN Low-Speed 2 2 4
Integrated Server LAN 100/10 Ethernet 1 1 2
Maximum Workstation Controllers - Twinaxial 2 5 6
Maximum Workstations - Twinaxial 28-80 200 240
Cryptographic Processors 0 2 2
v-inch Cartridge Tape (Internal) 0-1 0 1
8mm *%-inch Cartridge (External) 0 0-2 2
Tape Libraries (Note 5) 0 0-2 2
CD-ROM 1 0 1
Optical Libraries - Direct attach 0 0-2 2

© Copyright IBM Corp. 1988, 1994, 1995, 1996, 1997, 1988, 1999, 2000, 2001
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Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable. With the introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a
performance measurement.

Note 2: | Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial
workload is not constrained by main storage and DASD. Interactive Performance represents the relative
performance available to perform host-centric workloads. The amount of interactive capacity consumed
reduces the available processor capacity by the same amount.

Note 3: | The Integrated Server is mutually exclusive with the high-speed slot for LAN in the Base System Unit.

Note 4: | One line is used by the Operations Console.

Note 5: | Total number of external tape drives does not increase.

Note 6: | Integrated Server refers to Integrated xSeries Server for iSeries.

Table 2: Summary of the iSeries Model 270

Model 270
Processor Feature #2248 #2250 #2252 #2253
Relative System Performance
(Notes 1 and 2)
Processor CPW 150 370 950 2000
Interactive CPW
Base #1516 (Note 5) - 0 0 0
#1517 25 - - -
#1518 - 30 - -
#1519 - - 50 -
#1520 - - - 70
Number / Type / Speed of Processors 1/Pulsar 1/Pulsar 1/Pulsar 2/Pulsar
400 Mhz 400 Mhz 450 Mhz 450 Mhz
L2 Cache (MB)/Processor 0 0 2 4
Main Storage (MB min/max) 256-4096 256-4096 256-8192 256-8192
Main Storage DIMMs (min/max) 2/8 2/8 2/16 2/16
Minimum Operating System Level V4R5 V4R5 V4R5 V4R5
Processor Group (Note 7) P05 P10/P10 P10/P10 P20/P20
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Model 270
Processor Feature #2431 #2432 #2434
Relative System Performance
(see Notes 1 and 2)
Processor CPW 465 1070 2350
Interactive CPW
None - - -
Base #1516 (Note 5) - 0 0
#1518 30 - -
#1519 - 50 -
#1520 - - 70
Number / Type / Speed of 1/SStar 1/SStar 2/SStar
Processors 540 Mhz 540 Mhz 600 Mhz
L2 Cache (MB) 0 2 4
Main Storage (MB min-max) 256-8192 256-8192 256-16384
Main Storage DIMMs (min/max) 1/8 1/8 2/16
Minimum Operating System Level V5R1 V5R1 V5R1
Processor Group (Note 7) P10 P10/P10 P20/P20

Model 270 Dedicated Server for Domino
Processor Feature #2422 #2423 #2424
Relative System Performance (CPW - Notes 1
and 2)
Processor CPW 50 100 200
Interactive Environment (Note 5) 0 0 0
Simple Mail Users 2400 3860 7580
Mail and Calendaring Users 1600 2570 5050
Number / Type / Speed of Processors 1/Pulsar 1/Pulsar 2/Pulsar
400 Mhz 450 Mhz 450 Mhz
L2 Cache (MB) 0 2 4
Main Storage (MB min/max) 256-4096 256-8192 256-8192
Main Storage DIMMs (min/max) 2/8 2/16 2/16
Minimum Operating System Level V4R5 V4R5 V4R5
Processor Group (Note 7) P05 P05 P10
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Model 270 Dedicated Server for Domino
Processor Feature #2452 #2454
Relative System Performance
Processor CPW 100 240
Interactive Environment 0 0
Mail and Calendaring Users 3070 6660
Number / Type / Speed of Processors 1/SStar 2/SStar
540 Mhz 600 Mhz
L2 Cache (MB) 2 4
Main Storage (MB min/max) 256-8192 256-16384
Main Storage DIMMs (min/max) 1/8 2/16
Minimum Operating System Level V5R1 V5R1
Processor Group (Note 7) P05 P10
Summary PCI
System Unit Expansion
Base Expansion Tower Total LPAR
System #7104 #5075 Maximum Maximum
Disk Storage (GB)
Integrated Minimum 8.58 - - 8.58 -
Integrated Maximum 105.2 210.5 105.2 4211 4211
External Maximum (Note 7) 403.6 - 403.6 403.6 403.6
Total Maximum 4211 210.5 403.6 4211 4211
DASD Arms Maximum 23 12 23 24 24
Arms Internal 6 12 6 24 24
LUNs External 23 - 23 23 23
Physical Packaging
External HSL Ports 2 - - 2 2
External HSL Loops 1 - - 1 1
#5075 Towers supported 1 - - 1 1
#5074 Towers supported - - - - -
External xSeries Servers supported 2 - - 2 2
Embedded IOP 1 - 1 2 2
PCI Card Slots 7 - 8 15 15
Maximum PCI I0A Cards 6 - 7 13 13
Communication Lines (Note 4) 26 - 34 50 50
LAN Ports 4 - 5 8 8
Integrated Netfinity Servers 1 - 2 3 3
Twinaxial Workstation Controllers 4 - 6 6 6
Twinaxial Workstations 160 - 240 240 240
Interna/DIVD-ROM/DVD-RAM/Tape(6) 2 - - 2 2
External Tape 3 - 3 3 6
External CD-ROM / DVD-RAM (Note 6) 3 3 3 6
Tape Libraries (Note 3) 3 - 3 3 6
Optical Libraries 4 - 4 4 8
Diskettes (5 ¥-inch or 8-inch) - - - - -
Cryptographic Processor 3 - 3 3 3
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Note 1:

Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable. With the introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a
performance measurement.

Note 2:

Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial workload
is not constrained by main storage and DASD. Interactive Performance represents the relative performance
available to perform host-centric workloads. The amount of interactive capacity consumed reduces the
available processor capacity by the same amount. On the Dedicated Servers for Domino, the Processor CPW
is an approximate value reflecting the maximum amount of non-Domino workload (10 to 15% of CPU) that can
be supported.

Note 3:

The total number of tape drives does not increase.

Note 4:

One line is used if the #5544 System Console on Operations Console is used. One line might be used if the
#5546 or #5548 System Console on LAN is selected and the #0367 Operations Console Cable is connected.

Note 5:

This interactive CPW value of 0 represents the amount of 5250 processing capability available for customer
applications. CPW=0 supports system administration functions performed by:

* A single interactive job

e Operations Navigator

* Any job submitted to batch
Multiple system administrators performing simultaneous tasks is not supported.
There is no Interactive Feature Code card for the base interactive #1516. Interactive performance is included
in the base. The #2248 comes with the #1517 only.

Note 6:

There must be one CD-ROM or DVD-RAM per system.

Note 7:

External DASD maximum assumes 17.54 GB LUNs. External DASD cannot exceed the maximum system
capacity or the maximum number of disk arms.
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Note 8:

Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#2248 #1517 #22A2 P05

#1516 #2274 P10
#2250

#1518 #22A5 P10

#1516 #22A7 P10
#2252

#1519 #22A8 P10

#1516 #22AA P20
#2253

#1520 #22AB P20
#2422 n/a #2422 P05
#2423 n/a #2423 P05
#2424 n/a #2424 P10
#2431 #1518 #23E7 P10

#1516 #23F0 P10
#2432

#1519 #23F1 P10

#1516 #23F0 P10
#2434

#1519 #23F1 P10
#2452 n/a #2452 P05
#2454 n/a #2454 P10

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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Table 3: Summary of the iSeries Model 820

Model 820
Processor Feature #2395 #2396 #2397 #2398
Relative System Performance
(Note 1)
Processor CPW 370 950 2000 3200
Interactive CPW
#1521 35 35 35 35
#1522 70 70 70 70
#1523 120 120 120 120
#1524 240 240 240 240
#1525 - 560 560 560
#1526 - - 1050 1050
#1527 - - - 2000
Number / Type / Speed of 1/Pulsar 1/Pulsar 2/iStar 4/iStar
Processors 400 Mhz 450 Mhz 500 Mhz 500 Mhz
L2 Cache (MB) 0 2 4 4
Main Storage (MB min/max) 256-4096 256-8192 256-16384 256-16384
Main Storage DIMMs (min/max) 2/8 2/16 2/32 2/32
Minimum Operating System V4R5 V4R5 V4R5 V4R5
Level
Processor Group (Note 11) P10-P20 P20-P30 P20-P30 P30-P40
Model 820 Dedicated Server for Domino
Processor Feature #2425 #2426 #2427
Relative System Performance (Note 1)
Processor CPW 100 200 300
Interactive CPW (Note 8) 0 0 0
Simple Mail Users 4250 8000 14400
Mail and Calendaring Users 2620 4950 8910
Number / Type / Speed of Processors 1/Pulsar 2/iStar 4/iStar
450 Mhz 500 Mhz 500 Mhz
L2 Cache (MB) 2 4 4
Main Storage (MB min/max) 256-8192 256-16384 256-16384
Main Storage DIMMs (min/max) 2/16 2/32 2/32
Minimum Operating System Level V4R5 V4R5 V4R5
Processor Group (Note 11) P05 P10 P10
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Model 820
Processor Feature #2435 #2436 #2437 #2438 #0150 #0151 #0152
Relative System
Performance
(Note 1)
Processor CPW 600 1100 2350 3700 1100 2350 3700
Interactive CPW
(Note 10)
None - - - - 0 0 0
#1521 35 35 35 35
#1522 70 70 70 70 - - -
#1523 120 120 120 120 - - -
#1524 240 240 240 240 - - -
#1525 - 560 560 560 - - -
#1526 - - 1050 1050 - - -
#1527 - - - 2000 - - -
Number / Type / Speed 1/SStar 1/SStar 2/SStar 4/SStar 1/SStar 2/SStar 4/SStar
of Processors 600 Mhz 600 Mhz 600 Mhz 600 Mhz 600 Mhz 600 Mhz 600 Mhz
L2 Cache (MB) 2 2 4 4 2 4 4
Main Storage 256 - 8192 256 - 256 - 256 - 256 - 256 - 256 -
(MB min/max) 16384 32768 32768 16384 32768 32768
Main Storage DIMMs 2/8 2/16 2/32 2/32 2/16 2/32 2/32
g;ggﬂg/’ifra“”g V5R1 V5R1 V5R1 V5R1 V5R1 V5R1 V5R1
Processor Group P10-P20 | P20-P30 | P20-P30 | P30-P40 P20 P20 P30
(Note 10)
Model 820 Dedicated Server for Domino
Processor Feature #2456 #2457 #2458
Relative System Performance (Note 1)
Processor CPW 120 240 380
Interactive CPW (Note 8) 0 0 0
Mail and Calendaring Users 3110 6660 11800
Number / Type / Speed of Processors 1/SStar 2/SStar 4/SStar
600 Mhz 600 Mhz 600 Mhz
L2 Cache (MB) 2 4 4
Main Storage (MB min/max) 256-16384 256-32768 256-32768
Main Storage DIMMs (min/max) 2/16 2/32 2/32
Minimum Operating System Level V5R1 V5R1 V5R1
Processor Group (Note 11) P05 P10 P10
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Migrated
PCI PCI Total New
s Expansion Expansion with System LPAR
ummary Base Tower Tower #503x Maximum System
System #5075 #5074 (Note 5,7) (Note 6) Maximum
Disk Storage Minimum (GB) 8.58 8.58
Maximum Internal (GB) 210.5 105.2 789.7 1625.9 41591
Maximum External (GB) (Note 11) 2246.2 2246.2 3369.4 1595.3 4141.5
Total Maximum (GB) 2456.8 2351.5 41415 1625.9 4159.1
DASD arms maximum internal 12 6 45 210 237
LUNs External 128 128 192 209 236
Diskette (8 or 5 %-inch) - - - 2 -
Communication Lines (Note 3) 44 34 52 128 160
Twinax Workstation Controllers 7 7 11 66 62
Twinaxial Devices 280 280 440 2628 2480
Internal CD-ROM/DVD-RAM/Tape 2 - 2 18 12
(Note 4) (Note 9)
External CD-ROM/DVD-RAM 7 7 8 8 8 18
(Note 4)
External Tape 7 7 8 8 8 18
Tape Libraries Maximum (Note 2) 7 7 8 8 8 18
Optical libraries 7 7 14 14 14 18
Physical Packaging
External HSL Ports 2 - - - 2
External HSL Loops 1 - - - 1
#5074/#5075 Towers 5 - - - 5
Integrated xSeries Adapter 4 - - - 4
SPD Towers Supported - - - 4 -
Embedded IOPs 1 1 - 1 6
PCI Adapter Card slots 12 8 14 86 82
Maximum PCI IOA Cards 9 7 11 70 63
LAN Ports Maximum 7 5 8 24 30
Maximum Integrated xSeries 2 2 2 16 12
Server
Cryptographic Processor 7 7 8 3 8

iSeries and AS/400e Servers

73




iSeries and AS/400e Servers

Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable. With the introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a
performance measurement.

Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial workload
is not constrained by main storage and DASD. Interactive Performance represents the relative performance
available to perform host-centric workloads. The amount of interactive capacity consumed reduces the
available processor capacity by the same amount.

On the Dedicated Servers for Domino, the Processor CPW is an approximate value reflecting the maximum
amount of non-Domino workload (10 to 15% of CPU) that can be supported.

Note 2: | Total number of tape drives does not increase.

Note 3: | One line is used if #5544 System Console on Operations Console is used. One line might be used if #5546
or #5548 System Console on LAN is selected and the #0367 Operations Console Cable is connected.

Note 4: | There must be one CD-ROM or DVD-RAM per system.

Note 5: | Includes the #503x Migration Tower and all SPD bus towers attached to the #503x.

Note 6: | New systems only. Does not apply to migrated systems.

Note 7: | This column does not apply to Dedicated Domino Servers.

Note 8: | This interactive CPW value of O represents the amount of 5250 processing capability available for customer
applications. CPW=0 supports system administration functions performed by:

* A single interactive job
e Operations Navigator
* Any job submitted to batch
Multiple system administrators performing simultaneous tasks is not supported.
Note 9: Includes base CD-ROM in Migration tower (no feature code).
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Note 10: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table
provides a cross reference.
Processor Interactive Feature Processor Feature Processor Group
#1521 #24A8 P20
#1522 #24A9 P30
#2436 #1523 #24AA P30
#1524 #24AB P30
#1525 #24AC P30
#0150 n/a #0150 P20
#0151 n/a #0151 P20
#1521 #24B0 P20
#1522 #24B1 P30
#1523 #24B2 P30
#2437
#1524 #24B3 P30
#1525 #24B4 P30
#1526 #24B5 P30
#0152 n/a #0152 P30
#1521 #24B8 P30
#1522 #24B9 P40
#1523 #24BA P40
#2438 #1524 #24BB P40
#1525 #24BC P40
#1526 #24BD P40
#1527 #24BE P40
#1521 #24B8 P30
#1522 #24B9 P40
#1523 #24BA P40
#2435 #1521 #249B P10
#1522 #249C P20
#1523 #249D P20
#1524 #249E P20
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Note 10: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table
provides a cross reference.
Processor Interactive Feature Processor Feature Processor Group

#1521 #23A1 P10
#1522 #23A2 P20

#2395
#1523 #23A3 P20
#1524 #23A4 P20
#1521 #23A9 P20
#1522 #23AA P30

#2396 #1523 #23AB P30
#1524 #23AC P30
#1525 #23AD P30
#1521 #23B1 P20
#1522 #23B2 P30
#1523 #23B3 P30

#2397
#1524 #23B4 P30
#1525 #23B5 P30
#1526 #23B6 P30
#1521 #23B8 P30
#1522 #23B9 P40
#1523 #23BA P40

#2398 #1524 #23BB P40
#1525 #23BC P40
#1526 #23BD P40
#1527 #23BE P40

Note 11: | External DASD maximum assumes 17.54 GB LUNs. External DASD cannot exceed the maximum system

capacity or the maximum number of disk arms.

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.

76 iSeries Handbook




iSeries and AS/400e Servers

Table 4: Summary of the iSeries Model 830

Model 830
Processor Feature #2400 #2402 #2403
Relative System Performance (Note 1)
Processor CPW 1850 4200 7350
Interactive CPW (Note 9)
#1531 (Base) 70 70 70
#1532 120 120 120
#1533 240 240 240
#1534 560 560 560
#1535 1050 1050 1050
#1536 - 2000 2000
#1537 - - 4550
Number / Type / Speed of Processors 2/iStar 4/iStar 8/iStar
400 Mhz 540 Mhz 540 Mhz
L2 Cache (MB) 2 4 4
Main Storage (GB min/max) 1-64 1-64 1-64
Main Storage DIMMs (min/max) 8/64 8/64 8/64
Minimum Operating System Level V4R5 V4R5 V4R5
Processor Group (Note 9) P20-P30 P30-P40 P40-P50
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Numbers are for All Processor Migrated
Features Total Migrated
PCI with Total New
Base Expansion #5034 with System LPAR
System Tower #5035 #5077 Maximum System
#9074 #5074 (Note 5) (Note 6) (Note 7) Maximum
Disk Storage Minimum (GB) 8.58 - - - 8.58
Maximum Internal (GB) 789.7 789.7 1625.9 4294.9 11055.8
Maximum External (GB) 2807.8 3369.4 1595.3 4260.9 11038.3
Total Maximum (GB) 3597.5 4141.5 1625.9 4294.9 11055.8
DASD Arms Maximum Internal 45 45 210 596 630
External LUNs 160 192 595 595 629
Diskette (8 or 5 %-inch) - - 2 2 -
Communication Lines (Note 4) 40 52 128 300 300
Twinax Workstation Controllers 9 11 66 175 152
Twinaxial Devices 360 440 2628 7000 6080
Internal CD-ROM/DVD-RAM 2 2 18 18 18 28
(Note 3) (Note 8) (Note 8)
Internal Tape 1 2 17 17 17 28
External CD-ROM/DVD-RAM 8 10 8 14 10 34
(Note 3)
External Tape (Max/System) 8 10 8 14 10 34
Tape Libraries Maximum (Note 2) 8 10 8 14 10 34
Optical libraries 8 11 14 22 22 34
Physical Packaging R
External HSL Ports 8 - - - 8
External HSL Loops 4 - - - 4
#5074 Towers 13 - - 18 13
Integrated xSeries Adapter 8 - - - 8
SPD Towers Supported - - 4 18 -
Embedded IOPs - - 2 -
PCI Adapter Card slots 14 14 86 270 196
Maximum PCI I0A Cards 11 11 70 216 154
LAN Ports Maximum 6 8 24 72 72
Maximum Integrated xSeries
Server 2 2 16 16 16
Cryptographic Processors 3 3 3 3 3
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Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable.

Note 2: | The total number of tape drives does not increase.

Note 3: | There must be one CD-ROM or DVD-RAM per system.

Note 4: | One line is used if #5544 System Console on Operations Console is used. One line might be used if the #5546
or #5548 System Console on LAN is selected and the #0367 Operations Console Cable is connected.

Note 5: | Includes the #5034 or #5035 tower and all the SPD bus towers attached to the #5034 or #5035.

Note 6: | Includes the #5077 tower and all the SPD bus towers attached to the #5077.

Note 7: | New systems only, does not apply to migrated towers.

Note 8: | Includes base CD-ROM in Migration tower (no feature code).

Note 9: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1531 #23C1 P20
#1532 #23C2 P30

#2400 #1533 #23C3 P30
#1534 #23C4 P30
#1535 #23C5 P30
#1531 #23D1 P30
#1532 #23D2 P40
#1533 #23D3 P40

#2402
#1534 #23D4 P40
#1535 #23D5 P40
#1536 #23D6 P40
#1531 #23D8 P40
#1532 #23D9 P50
#1533 #23DA P50

#2403 #1534 #23DB P50
#1535 #23DC P50
#1536 #23DD P50
#1537 #23DE P50
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Note 10:

External DASD maximum assumes 17.54 GB LUNSs. External DASD cannot exceed the maximum system
capacity or the maximum number of disk arms.

General note: Capacities shown may require prerequisites. Some combinations of features

may not be valid.

Table 5: Summary of the iSeries Model 840

Model 840
Processor Feature #2416 #2417 #2418 #2419 #2420
Relative System Performance
(Notes 1 and 2)
Processor CPW 10000 13200 10000 16500 16500
Interactive CPW
#1540 (Base) 120 120 120 120 120
#1541 240 240 240 240 240
#1542 560 560 560 560 560
#1543 1050 1050 1050 1050 1050
#1544 2000 2000 2000 2000 2000
#1545 4550 4550 4550 4550 4550
#1546 10000 10000 10000 10000 10000
#1547 - - - 16500 16500
Number / Type / Speed of 8 to 12/iStar | 12to 18/iStar 12/iStar 18 to 24/iStar 24/iStar
Processors 500 Mhz 500 Mhz 500 Mhz 500 Mhz 500 Mhz
L2 Cache (MB) 8 8 8 8 8
Main Storage (GB min/max) 4/128 4/128 4/128 4/128 4/128
Main Storage cards (min/max) 4/16 4/16 4/16 4/16 4/16
Minimum Operating System Level V4R5 V4R5 V4R5 V4R5 V4R5
Processor Group (Note 8) P40-P50 P40-P50 P40-P50 P40-P50 P40-P50
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Model 840
Processor Feature #2461 #2352 #2353 #2354
Relative System Performance
(Notes 1 and 2)
Processor CPW 20200 8000-12000 11000-16500 15150-20200
Interactive CPW
#1540 (Base) 120 120 120 120
#1541 240 240 240 240
#1542 560 560 560 560
#1543 1050 1050 1050 1050
#1544 2000 2000 2000 2000
#1545 4550 4550 4550 4550
#1546 10000 10000 10000 10000
#1547 16500 - 16500 16500
#1548 20200 - - 20200
Number / Type / Speed of Processors 24/SStar/ 8 to 12/SStar/ 12 to 18/SStar/ 18 to 24/Sstar/
600 Mhz 600 Mhz 600 Mhz 600 Mhz
L2 Cache (MB) 16 16 16 16
Main Storage (GB min/max) 4/128 4/128 4/128 4/128
Main Storage cards (min/max) 4/16 4/16 4/16 4/16
Minimum Operating System Level V5R1 V5R1 V5R1 V5R1
P40-P50 P40-P50 P40-P50 P40-P50

Processor Group (Note 8)
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Numbers are for All Processor Base PCI Migrated New LPAR
Features System Expansion Total with System System
#9079 Tower #5077 Maximum Maximum
#5074 (Note 5) (Note 6)
Disk Storage Minimum (GB) 8.58 - -
Maximum Internal (GB) (Note 9) 789.7 789.7 4294.9 18952.8
Maximum External (GB) 2807.8 3369.4 4260.6 18935.3
Total Maximum (GB) 3597.9 41415 4294.9 18952.8
DASD Arms Maximum Internal 45 45 596 1080
External LUNs 160 192 595 1079
Diskette (8 or 5 %-inch) - - 2 -
Communication Lines (Note 4) 40 52 300 400
Twinax Workstation Controllers 9 11 175 175
Twinaxial Devices 360 440 7000 7000
Internal CD-ROM/DVD-RAM 2 2 18 (Note 7) 24 34
(Note 3)
Internal Tape 1 2 17 26 34
External CD-ROM/DVD-RAM 8 11 14 26 34
(Note 3)
External Tape (Max/System) 8 11 14 26 34
Tape Libraries Maximum (Note 2) 8 11 14 26 34
Optical libraries 8 11 22 26 34
Physical Packaging
External HSL Ports 16 - - 16
External HSL Loops 8 - - 8
#5074 Towers 23 - - 23
Integrated xSeries Adapter 16 - - -
SPD Towers Supported - - 18 -
PCI Adapter Card slots 14 14 270 336
Maximum PCI IOA Cards 11 11 216 264
LAN Ports Maximum 6 8 72 96
Maximum Integrated xSeries 2 2 16 16
Server
Cryptographic Processor 3 3 3 3
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Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable. With the introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a
performance measurement.

Note 2: | The total number of tape drives does not increase.

Note 3: | There must be one CD-ROM or DVD-RAM per system.

Note 4: | One line is used if the #5544 System Console on Operations Console is used. One line might be used if the
#5546 or #5548 System Console on LAN is selected and the #0367 Operations Console Cable is connected.

Note 5: | Includes the #5077 and all the SPD Bus towers attached to the #5077.

Note 6: | New systems only. Does not apply to migrated system.

Note 7: | Includes base CD-ROM in Migration tower (no feature code).

Note 9: | External DASD maximum assumes 17.54 GB LUNs. External DASD cannot exceed the maximum system
capacity or the maximum number of disk arms.

Note 8: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group
#1540 #24C0 P40
#1541 #24C1 P50
#1542 #24C2 P50
#2416 #1543 #24C3 P50
#1544 #24C4 P50
#1545 #24C5 P50
#1546 #24C6 P50
#1540 #24C8 P40
#1541 #24C9 P50
#1542 #24CA P50
#2417 #1543 #24CB P50
#1544 #24CC P50
#1545 #24CD P50
#1546 #24CE P50
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Note 8:
Cont’d

Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1540 #23E8 P40
#1541 #23E9 P50
#1542 #23EA P50
#1543 #23EB P50

#2418
#1544 #23EC P50
#1545 #23ED P50
#1546 #23EE P50
#1540 #24D0 P40
#1541 #24D1 P50
#1542 #24D2 P50
#1543 #24D3 P50

#2419
#1544 #24D4 P50
#1545 #24D5 P50
#1546 #24D6 P50
#1547 #24D7 P50
#1540 #23F8 P40
#1541 #23F9 P50
#1542 #23FA P50
#1543 #23FB P50

#2420
#1544 #23FC P50
#1545 #23FD P50
#1546 #23FE P50
#1547 #23FF P50
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Note 8:
Cont’d

Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group

#1540 #26B0 P40
#1541 #26B1 P50
#1542 #26B2 P50

#2352 #1543 #26B3 P50
#1544 #26B4 P50
#1545 #26B5 P50
#1546 #26B6 P50
#1540 #26B8 P40
#1541 #26B9 P50
#1542 #26BA P50
#1543 #26BB P50

#2353
#1544 #26BC P50
#1545 #26BD P50
#1546 #26BE P50
#1547 #26BF P50
#1540 #26C0 P40
#1541 #26C1 P50
#1542 #26C2 P50
#1543 #26C3 P50

#2354 #1544 #26C4 P50
#1545 #26C5 P50
#1546 #26C6 P50
#1547 #26C7 P50
#1548 #26C8 P50
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Note 8: | Processor Group is determined by a combination of the Processor and Interactive Feature. The following table

Cont’d | provides a cross reference.
Processor Interactive Feature Processor Feature Processor Group
#1540 #26D0 P40
#1541 #26D1 P50
#1542 #26D2 P50
#1543 #26D3 P50
#2461 #1544 #26D4 P50
#1545 #26D5 P50
#1546 #26D6 P50
#1547 #26D7 P50
#1548 #26D8 P50

General note: Capacities shown may require prerequisites. Some combinations of features

may not be valid.

Table 6: Summary of the iSeries Models SB2 and SB3

Model SB2 SB3
Processor Feature #2315 #2316 #2318
Relative System Performance (Note 1)

Processor CPW 7350 10000 16500
Interactive CPW n/a n/a n/a
Number / Type / Speed of Processors 8/iStar 12/iStar 24/iStar

540 Mhz 500 Mhz 500 Mhz

L2 Cache (MB) 8 8 8
Main Storage (GB) 12 16 24
Main Storage cards/DIMMs (min/max) 48/48 8/8 12/12
Minimum Operating System Level V4R5 V4R5 V4R5
Processor Group P30 P40 P40
DASD Storage

DASD Arms Maximum 4 6 8

Physical Minimum (GB) 34.3 34.3 34.3

Physical Maximum (GB) 70.1 105.2 140.3

Logical Maximum (Raid-5 Protection) 52.6 87.7 122.7
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SB2 SB3 Migration SB2 SB3
Base Base Tower Il Total Total
#9074 #9079 #5077
Diskette (8 or 5 %-inch) - - - - -
Communication Lines (Note 3) 32 32 6 32 32
Twinax Workstation Controllers 1 1 1 1 1
Twinaxial Devices 28 28 28 28 28
Internal CD-ROM / DVD-RAM 1 1 1 2 2
(Notes 4 and 6)
Internal Tape 1 1 2 2 2
External Tape 5 7 2 5 7
Tape Libraries Maximum (Note 2) 4 4 2 4 4
Optical libraries 2 2 1 2 2
Physical Packaging
External HSL Ports (Note 5) 4 8 - 4 8
External HSL Loops (Note 5) 2 4 - 2 4
#5077 Migration Tower I 1 1 - 1 1
Integrated xSeries Adapter - - - - -
Maximum SPD cards/PCI IOPs 3 3 2 3 3
(Note 7)
PCI Adapter Card slots (usable) 14 14 - 14 14
Maximum PCI IOA Cards (usable) 11 11 - 11 11
Maximum LAN Ports 4 4 3 4 4
Maximum Integrated xSeries Server 2 2 1 2 2
Cryptographic Processor 3 3 1 3 3
Note 1: | Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e
processors announced from September 1996 onward. The CPW value is measured on maximum
configurations. The type and number of disk devices, the number of workstation controllers, the amount of
memory, the system model, other factors, and the application running determine what performance is
achievable. With the introduction of the Dedicated Servers for Domino, Simple Mail Users is added as a
performance measurement.
Note 2: | The total number of tape drives does not increase.
Note 3: | One line is used if the #5544 System Console on Operations Console is used. One line might be used if the
#5546 or #5548 System Console on LAN is selected and the #0367 Operations Console Cable is connected.
Note 4: | There must be one CD-ROM or DVD-RAM per system.
Note 5 Because only three controllers and two towers are allowed on the SB3, a maximum of four HSL ports and two
HSL loops are usable to attach towers. Other ports and loops are usable for clustering only.
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Note 6 Includes base CD-ROM in Migration tower (no feature code).

Note 7 The Base MFIOP (CCIN 671A) is included in this total.

General note: Capacities shown may require prerequisites. Some combinations of features
may not be valid.
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| AS/400e Server 250

The Model 250 System Unit is a PCI only based unit. It has a base

configuration of:

Processor (one must be specified):
V4R5 is required for the following processors. Processor
performance CPW is provided.
— #2295 processor (50/15 CPW) with 256M memory
(2x CCIN 3022)
— #2296 processor (75/20 CPW) with 256M memory

(2x CCIN 3022)

Performance figures shown are for the client/server and
mteract!ve inan u.nc.onstramed environment. Memor.y ar.1d disk I/0 AS/400e Server 250
constraints may limit the performance of some applications. System Unit

Multifunction I/O Processor (MFIOP CCIN 6757)

Both the processor and MFIOP are combined onto one card. The base disk controller
(CCIN 9728) is embedded. Feature #9728 is not required.

Base DASD/Tape Cage with support for four internal disk units, one internal tape, and
one internal CD-ROM

One 8.58 GB Disk Unit

#9771 Base PCI 2-Line WAN with Modem

One CD-ROM unit

One Console attachment (choose one of the following options):

— #9720 Twinaxial/WAN IOA option for Twinaxial Console and ECS
— LAN Adapter option: Select one of the following LAN features plus #0398 Operations
Console package:
e #9723 Base Ethernet IOA
* #9724 Base PCI Token-Ring IOA
e #9738 Base PCI 100/10 Ethernet IOA

Note: The #0398 is not included in the base system. It is a required priced
feature with the base LAN option. This special package is for the Model 250 only
and includes CCIN 2745 and CCIN 0367.

Note: When the #2746 is on the order, the #0398 is not required with the base
LAN option.

¢ Six PCI card slots
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* The following software products are always preloaded and included with the Model 250
base system:

5769-SS1 0S/400

5769-QU1 Query

5769-ST1 DB2 Query manager and SQL development kit for AS/400
5769-XW1 AS/400 Client Access Family for Windows

A new processor group, PPS (processor-based packaged software), supports these four
programs only when ordered as part of this package. The PPS group is less than the P05
group. Upgrades to the P05 or higher groups result in an upgrade charge.
Processor-based programs, other than these four, are charged at the P05 group when
ordered for a Model 250.

The AS/400e Model 250 servers are Customer Setup (CSU).

0S/400 V4R5 is required to support the 250 servers.

PCI Card Technology

The Model 250 is a Peripheral Component Interconnect (PCI) based technology system. SPD
cards do not attach to the Model 250.

The fundamental bus architecture of the AS/400e server remains unchanged with the
implementation of PCI adapters. The AS/400e IOP architecture continues to off load cycles
from the main processor, isolate the host from adapter and network errors, and manage,
configure, and service the adapters. PCI architecture continues to offer advantages over
other system structures.

There are several types of PCI cards, each of which requires a specialized slot on the
AS/400e Model 250 backplane:

e Low-Speed PCI Adapter Cards: Low-speed PCI cards require a PCI card slot and a
PCI controller to drive them. This PCI controller can either be included on the
backplane or as a separate PCI card that attaches to the backplane.

e High-Speed PCI Adapter Cards: High-speed PCI cards require a higher bandwidth
connection to the PCI controllers than low-speed PCI cards require. The PCI controller
can be included on the backplane or as a separate PCI card that attaches to the
backplane.

¢ Low-Speed/High-Speed PCI Adapter Cards: The Low-speed/High-Speed PCI cards
can be installed in either a low-speed slot or high-speed slot.
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e PCI Controller Cards: PCI controller cards support a number of low-speed PCI card
slots and a number of high-speed PCI card slots depending on how the backplane is
wired. They require a controller position on the backplane.

* Integrated xSeries Server for iSeries Controller Cards: The latest manufacturing
variance of the PCI controller cards, the Integrated xSeries Server for iSeries supports
PCI card slots and requires a PCI controller to drive it. The Integrated xSeries Server
occupies a reserved two-slot controller position on the backplane. One slot is for the
Integrated xSeries Server processor card, and one is for the Integrated iSeries Server
Bridge card.

Model 250 non-CIF features include:

e #2763 PCI Raid Disk Controller
e #2748 PCI Raid Disk Controller
* #7102 System Expansion Unit
* Processor Upgrades

Refer to “Customer Install Features (CIF)” on page 417 for a more complete list.

Main Storage

The Model 250 #2295 and #2296 processors ship with 256 MB of base main storage. There
are no features to specify the base memory. The base memory positions contain two 128 MB
DIMMs (CCIN 3022). There are six additional Dual Inline Memory Modules (DIMM) slots

available. These additional slots are available for DIMMs of either 128 MB or 256 MB up to a
maximum of 1024 MB. Memory on both processors of the Model 250 must be added in pairs.

The following table shows the main storage options for the Model 250.

Processor Options Main Storage Supported

(min MB/max MB) Base Feature #3022 (128 MB) | Feature #3024 (256 MB) | Maximum
#2295 (256/1024) 256M 6 2 6
#2296 (256/1024) 256M 6 2 6

Workstation Controllers
The Model 250 supports only 5250-type workstations and LAN attachments.

A 5250 twinaxial device or 5250 emulation adapter in a PC supports a single address,
multiple addresses, or shared sessions on a single address. Whenever a device is powered
on or when the 5250 emulation software is started on a PC, each defined address responds
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to the workstation controller polls. Therefore, these addresses count as an active address
even when no device description exists on the AS/400 system. This can occur when the
QAUTOCFG system value is set to *NO. Further considerations include:

* When a device has multiple addresses defined for multiple sessions to support jump
screen or to support an attached printer, each session counts towards the maximum
active addresses supported by that workstation controller.

* When a device has a single address defined with shared sessions, that device counts
as one of the maximum active addresses and up to four of the maximum shared
sessions.

There is a maximum of 300 shared sessions per IOP. Refer to the count of active sessions
table on page 122 for a reference of the types of sessions that count toward the maximum
number of active sessions. You should also refer to “56250 Express Data Stream” on page 122
for workstation considerations.

When ordered, the Multifunction 1/O Processor has a selection of features that determine
whether a 5250-type device (#9720) or Operations Console (#0398) is to be used as a
console.

The following workstation controllers can be attached to the Model 250:

o #2746 PCIl Twinaxial Workstation IOA
e #9720 Base PCl| WAN/Twinaxial IOA

#2746 PCI Twinaxial Workstation IOA

The #2746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses allowing for up to 56 attached addresses, of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2746 is specified when additional PCI twinaxial workstation controllers are
required and can be installed in either high or low speed slots.

#9720 Base PCI WAN/Twinaxial I0OA

The #9720 combined twinaxial and communications adapter is a base option on the Model
250. A cable with a 4-port expansion box comes with this adapter. Each port supports seven
attached addresses, for a total of 28 attached addresses per #9720. When the attached
display supports address sharing, a maximum of 112 shared sessions are supported. This
adapter also supports a single communication line. See “#9720 Base PCI WAN/Twinaxial
IOA” on page 97.
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Note: The #2720 PCI WAN/Twinaxial IOA can be ordered manually to change the console
from Operations Console. The administrative sales records should be RPOed to show a
#9720 Base PClI WAN/Twinaxial I0A installed.

Multifunction I/0O Processor (MFIOP)
A base MFIOP is standard on all Model 250s.

Note: Other IOP cards support several functions. Therefore, the term MFIOP is not limited to
designate the base MFIOP as on earlier models.

PCIl Base Multifunction IOP

This MFIOP provides support for two low-speed PCI card slots and one high-speed PCI card
slot. It also drives one additional card, which is either an Integrated xSeries Server or an
additional high-speed slot.

Low-speed PCI Slot (C09) Supports the base #9771 Base PCI 2-Line WAN with Modem,
#2745 PCI 2-Line WAN IOA, #2746 PCI Twinaxial Workstation
IOA, or #9720 PCI WAN/Twinaxial IOA. C09 can also support
a #2723/#9723 PCI Ethernet I0OA or #2724/#9724 PCI
Token-Ring IOA if C03 does not contain a #2838 100/10 Mbps
Ethernet I0A.

Low-speed PCI slot (C08)  Supports #0398 Operations Console Package (CCIN 2745
and CCIN 0367) or #9720 PCI WAN/Twinaxial IOA or #9771
Base PCI 2-Line WAN with Modem

High-speed slot (C07) Supports #2763 PCI RAID Disk Unit controller or #2748 PCI
RAID Disk Unit Controller.
High-speed slot (C03) If no #2866 Integrated Neffinity Server is installed in slots

C02/C04, then C03 may be used for a #2723/#9723 PCI
Ethernet I0A, #2724/#9724 PCI Token-Ring I0A,
#2838/#9738 100/10 Mbps Ethernet IOA, #2750, #2751, or
#2761 Integrated Analog Modem.

Reserved Slots (C02/C04) The MFIOP supports #2866 Integrated NetfinityServer in slots
C02/C04 only if no card is installed in high-speed slot C03.

Notes: The Base PCI Disk controller (CCIN 9728) is embedded on the backplane.

#2824 PClI LAN/WAN/Workstation IOP

The #2824 PCI IOP is a feature 1/O processor with 32 MB of controller memory. The #2824 is
installed in the #7102 System Expansion Unit. The #7102 has a base controller (CCIN 2824)
in slot E10.
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The number of PCI cards that can be supported in a Model 250 depends on the number of
controllers in the system. Use care in the selection of the controllers. Follow the configuration
rules.

Communications
The following adapters support communications on the Model 250:

o #2745 PCI Two-Line WAN IOA

e #2750 PCI ISDN BRI U IOA

e #2751 PCI ISDN BRI S/T I0OA

e #2761 Integrated Analog Modem

e #9720 Base PCI WAN/Twinaxial IOA

e #9771 Base PCI 2-Line WAN with Modem

#2745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one of two (in any
combination) of the following cables are attached:

* #0348 V.24/EI1A232 20ft/6m PCI cable
* #0349 V.24/E1A232 50ft/15m PCI cable
* #0353 V.35 20ft/6m PCI cable

* #0354 V.35 50ft/15m PCI cable

* #0356 V.36 20ft/6m PCI cable

* #0359 X.21 20ft/6m PCI cable

* #0360 X.21 50ft/15m PCI cable

* #0365 V.24/E1A232 80ft/24m PCI cable
* #0367 Operations Console cable

Note: Only one #0367 Operations Console cable is allowed per system.

#2750 PCI ISDN BRI U IOA

#2750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based on
the latest DSP technology, #2750 allows connections to fax or data modems connected to the
telephone network with analog phone lines as well as to other IDSN devices. Each port
consists of 2B+D configuration. The #2750 is the “U”-bus (2 wire) version 10A.

* For data mode support, B-channel supports digital data at 64 Kbps.
* For modem mode support, B-channel supports V.90 and lesser modulations.

A wrap cable/plug and four 30-ft RJ-45 to RJ-45 network cables are shipped with each card.

The #2750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.
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It is allowed both in the Base System Unit and the System Expansion Unit. There is a
maximum of one #2750 per IOP. This feature requires country certification or homologation.

#2751 PCI ISDN BRI S/T IOA

The #2751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #2751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other ISDN
devices. Each port consists of 2B+D configuration. The #2751 is the “S/T”-bus (4 wire)
version 10A.

* For data mode support, the B-channel supports digital data at 64 Kbps.
* For modem mode support, the B-channel supports V.90 and lesser modulations.

A wrap cable and plug and four 30-foot RJ-45 to RJ-45 network cables are shipped with each
card.

The #2751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols. It is
allowed both in the Base System Unit and the System Expansion Unit. A maximum of one
#2751 is allowed per IOP. This feature requires country certification or homologation.

#2761 Integrated Analog Modem

Based on the latest DSP technology, #2761 allows the modem function to be integrated into
the 10A and supports multiple analog modem ports (8-phone lines). Each line supports V.90
and lesser modulations. The #2761 IOA supports full duplex mode.

A wrap cable/plug and eight 30-foot UTP phone cables are shipped with each card.

This feature supports the SLIP, PPP, SDLC, and Fax protocols. An asynchronous line
description is required that can only be used for fax. The #2761 is configured as a single IOA
with eight individual resources available.

There is a maximum of one #2761 per IOP. The #2761 requires country certification or
homologation.

#9720 Base PCI WAN/Twinaxial IOA

The #9720 feature can be included as the base MFIOP to support ECS on the
communications adapter. The cable required for ECS is the #0348 V.24/E1A232 20ft/6m PCI
cable. The #9720 also supports Twinaxial Workstation Controllers (see “Workstation
Controllers” on page 93). The #9720 is supported for migration only.

Note: The #2720 PCI WAN/Twinaxial IOA can be ordered manually to change the console
from Operations Console. The administrative sales records should be RPOed to show a
#9720 Base PClI WAN/Twinaxial I0A installed.
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#0398 Operations Console Package

This feature attaches to the MFIOP and supports up to two multiple protocol communication
ports for ECS and Operations Console on a PC. Because the package includes a CCIN 2745
and CCIN 0367, it is not necessary to specify the #0367 Operations Console PCI cable
20ft/6m. A #0348 V.24/EIA232 20ft/6m PCI must be specified for ECS.

The #0398 is mutually exclusive with #9720.

#9771 Base PCI 2-Line WAN with Modem

The #9771 is a 2-line WAN adapter, with one port supporting multiple protocol
communications and the other port supporting V.90 56K Async Data on PPP using an internal
modem.

Connection to the V.90 port is by way of a telephone cable.

Connection to the WAN port is through one of these cables:

* #0348 V.24/EI1A232 20-ft PCI cable
* #0349 V.24/E1A232 50-ft PCI cable
* #0353 V.35 20 ft PCI cable
* #0354 V.35 50-ft PCI cable
* #0356 V.36 20 ft PCI cable
* #0359 X.21 20 ft PCl cable
* #0360 X.21 50-ft PCI cable
* #0365 V.24/EI1A232 80-ft PCI cable

ECS and fax are not supported on the V.90 port at this time. IBM intends to support ECS on
the V.90 port in the next release of 0S/400 and with a Group PTF for V4R5.

ECS operates on the WAN port of the #9771 by changing the *"RSRCNAME parameter of the
QESLINE and QTILINE line descriptions to that of the WAN port on the #9771 card.

When the #9771 is selected to support ECS, one of the following cables must be specified
and connected to the WAN port:

* #0348 V.24/E1A232 20 ft PCI cable (default)
* #0349 V.24/E1A232 50-ft PCI cable
* #0365 V.24/EI1A232 80-ft PCI cable

The #9771 now supports the Operations Console as the system console.
Communication WAN Restrictions

Restrictions may apply when using any of the following communications functions on a PCI
system:
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* Frame Relay protocol

¢ |PX protocol

e X.25 with more than 16 virtual circuits per line

* SDLC protocol if used to connect to more than 64 remote sites

e Communications line speeds greater than 64 Kbps and up to 2.048 Mbps for the SDLC
or Frame Relay protocols (Bisync is always limited to a maximum of 64 Kbps)

¢ Asynchronous communications or Asynchronous PPP line speeds greater than 115.2
Kbps

* Non-Asynchronous Communications line speeds greater than 64 Kbps and up to 640
Kbps for X.25

* No high speed communication line allowed when a feature code #2750, #2751, or
#2761 is installed under the same IOP

e V.25 Autocall cable not supported
* Select standby mode not supported

In particular, this applies when using #2745 PCI Two-Line WAN IOA or the IPX protocol (IPX
is used over LAN, ATM, or frame relay).

Rules for individual communication cards (adapters or processors) are found with an
explanation of the applicable feature description in the iSeries and AS400e System Builder,
SG24-2155.

For further considerations and sizing rules, refer to the feature descriptions of the specific
adapters or IOPs in the Model 250 chapter of the iSeries and AS400e System Builder,
SG24-2155, and the iSeries Information Center at http://publib.boulder. ibm.com/pubs/html

Select Information Center->your language of choice->What’s New.

For general communications performance considerations, refer to the online-document
AS/400 Performance Capabilities, SC41-0607. It is available in softcopy only by visiting the
Web site at http://publib.boulder.ibm.com/pubs/html/

Select Online Library->your language of choice->What’s New.

Encryption

#4801 PCI Crypto Coprocessor

The #4801 is a hardware cryptography solution. The #4801 is a half-length PC form-factor
PCI card which offers rich cryptography function, secure storage of cryptographic keys, and
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12 MB/s performance (at the card level) for bulk data encryption. The #4801 is available
worldwide. The level of cryptographic function is determined by the Cryptographic Access
Provider licensed program, which is downloaded to the adapter.

It can only be installed in a high speed slot in the System Expansion Unit (#7102). On new
systems from the plant, the #4801 is shipped with the system, but not installed.

Local Area Networks and Asynchronous Transfer Mode

The following adapters and controllers support LAN attachment on the Model 250. One of the
following base LAN adapters is included at no charge with the LAN option:

* #9723 PCI Ethernet I0A
* #9724 PCI 16/4 Mbps Token-Ring IOA
» #9738 PCI 100/10 Mbps Ethernet IOA

Other adapters supporting LAN attachments are:

» #2723 PCI Ethernet I0A

» #2724 PCI 16/4 Mbps Token-Ring IOA

e #2838 PCI 100/10 Mbps Ethernet IOA

* #2815 PCI 155 Mbps UTP OC3 ATM IOA
* #2816 PCI 155 Mbps MMF ATM I0A

* #2818 PCI 155 Mbps SMF OC3 ATM IOA
» #2866 PCI Integrated Netfinity Server

#2838/#9738 PCI 100/10 Mbps Ethernet IOA
The #9738 is a base LAN option on the Model 250.

The 100/10 Mbps Ethernet PCI adapter feature allows the AS/400 system to attach to
standardized 100 Mbps high-speed Ethernet LANs and also allows attachment to existing 10
Mbps Ethernet LANs. This adapter comes with an RJ45 connector for attachment to UTP-5
media. It requires one high-speed PCI card slot. The Ethernet /IEEE 802.3 I0A is capable of
operating in half or full duplex mode. Cabling for 10 Mbps must be CAT-3 or CAT-5, and cabling
for 100 Mbps must be CAT 5 that meets or exceeds Industry Standard EIA/TIA T568A or T568B.

If the #2838/#9738 100/10 Mbps Ethernet is selected to be run on an Integrated xSeries
Server, then one #0222 specify feature (100/10 Mbps Ethernet on Integrated Netfinity Server)
is required for each #2838/#9738 ordered.

The #9738 is mutually exclusive with the #9723 and #9724 as a base LAN controller.

#2724/#9724 PCIl 16/4 Mbps Token-Ring IOA
The #9724 is a base LAN option on the Model 250.
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This feature provides a single attachment to either 16 Mbps or a 4 Mbps Token-Ring. The
feature consists of an IOA card, internal code that supplies IEEE 802.5 Media Access Control
(MAC) and IEEE 802.2 Logical Link Control (LCC) functions. The IOA is capable of operating
in half or full duplex mode.

The #2724/#9724 comes with an 2.44m Token-Ring cable, or a separately purchased
twisted-pair cable to the RJ45 connection on the IOA may be attached. It occupies one PCI
card slot.

If the #2724/#9724 16/4 Mbps Token-Ring LAN IOA is installed on an #2866 Integrated
Netfinity Server, then one Specify #0220 (Token-Ring on Integrated Netfinity Server) is
required for each #2724/#9724 ordered.

The #9724 is mutually exclusive with #9723 and #9738 as a base LAN controller.

#2723/#9723 PCI Ethernet IOA (10 Mbps)
The #9723 is a base LAN option on the Model 250.

This feature provides a single attachment to one Carrier Sense Multiple Access/Collision
Detect Local Area Network. It consists of an adapter card and internal code, which supplies
Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC) plus 802.2 Logical Link
Control (LLC) functions. The Ethernet/IEEE 802.3 IOA is capable of operating in half or full
duplex mode.

The #2723/#9723 has an RJ45 connector and a 15-pin D-shell connector for attachment of
customer-supplied cabling. A vendor AUl Ethernet cable or RJ45 twisted-pair cable must be
ordered separately. RJ45 cabling for 10 Mbps must be CAT-3 or CAT-5, if CAT 5 is used, because
then it meets or exceeds Industry Standard EIA/TIA T568A or T568B. It occupies one PCI card
slot.

If #2723/#9723 Ethernet I0A is selected to be run on an #2866 Integrated Netfinity Server,
one Specify #0221 (Ethernet on Integrated Netfinity Server) is required for each #2723/#9723
ordered.

The #9723 is mutually exclusive with #9724 and #9738 as a base LAN controller.

#2815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended
for connection to both local area switches and direct connection to service provider
equipment. The #2815 is typically used where 155 Mbps speeds are required over distances
of less than 100 meters. It uses one high-speed slot, but cannot be placed in the Base
System Unit. It attaches in slot E08 and slot EO3 (where #2824 is a prerequisite) of the
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System Expansion Unit (#7102). The maximum is two. Technical specifications and industry
standards supported are available at the ATM Forum Web site: http: //www.atmforum. com

#2816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This interface is
intended for connection to both local area switches and direct connection to service provider
equipment. The #2816 is typically used where 155 Mbps speeds are required over distances
of less than 2 km. It uses one high-speed slot but cannot be placed in the Base System Unit.
It attaches in slot E08 and E03 (where #2824 is a prerequisite) of the System Expansion Unit
(#7102). The maximum is two. Technical specifications and industry standards supported are
available at the ATM Forum Web site: http://www.atmforum.com

#2818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows the AS/400 system to be attached to an Asynchronous Transfer Mode
(ATM) network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is
intended primarily for direct connection to service provider equipment but can be used for
local area switches. The #2818 is typically used where 155 Mbps speeds are required over
distances from 16 to 40 km. It uses one high-speed slot, but cannot be placed in the Base
System Unit. It can attach in slots EO8 and E03 (where #2824 is a prerequisite) of the System
Expansion Unit (#7102). The maximum is two. Technical specifications and industry standards
supported are available at the ATM Forum Web site: http://www.atmforum.com

#2866 PCI Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il Processor, four main
storage slots, and two LAN IOA slots. The adapter requires two reserved PCI card positions:
one for the processor card and the second for the bridge card to interface the processor card
to the AS/400e server. A maximum of two #2866 Integrated Netfinity Servers are supported:
one in the Base System Unit and one in the System Expansion Unit (#7102).

The Integrated Netffinity Server provides high-performance LAN serving to LAN-attached
PCs. OS/2 Warp Server for AS/400, Novell IntraNetWare, Lotus Domino, Flowmark, Firewall
for AS/400, or Microsoft Windows NT and Windows 2000 servers are supported on the
Integrated Netfinity Server.

The Integrated Netfinity Server comes with no base main memory and supports up to four of
the following features:

e #2861 32M IOP Memory Card
e #2862 128M IOP Memory Card
e #2867 256M IOP Memory Card

Each LAN slot can contain either a Token-Ring or an Ethernet IOA from the following list:

102 iSeries Handbook



AS/400e Server 250

o #2723/#9723 PCI Ethernet IOA
o #2724/#9724 PCI 16/4 Mbps Token Ring IOA
e #2838/#9738 PCI 100/10 Mbps Ethernet IOA

There can only be one #2838/#9738 on each #2866 Integrated Netfinity Server. An external
cable is included to enable connectivity to Integrated Netfinity Server hardware (keyboard,
mouse), which also allows for optional use of parallel and serial ports.

If running Microsoft Windows NT on the Integrated Netfinity Server, these additional features
are required:
e #0325 IPCS Extension Cable for Windows NT (orderable)

* #1700 IPCS Keyboard/Mouse for Windows NT (default in some countries and
orderable in others)

e A display unit must be connected to the Integrated Netfinity Server to support
Windows NT

* A minimum of 64M IOP memory on the Integrated Netfinity Server

For keyboard/mouse and display support in countries outside the USA, consult the Internet
at: http://www.as400.1ibm.com/windowsintegration/ntins.htm

9406 Model 250 System Unit

Power and Packaging

The base system contains a planar, which combines both the processor and MFIOP in one
card. The Base Disk Controller (CCIN 9728) is embedded on the backplane. The MFIOP
provides support for two low speed PCI card slots and one high speed PCI card slot (used for
the optional disk controller). It also drives one Integrated Netfinity Server (#2866) or one
additional high speed slot.
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9406 Model 250 System Unit and PCI Card Placement

340 Watt Power Supply

D02 CD-ROM

D01 Magnetic Media

PROCESSOR

Base Memory Base Memory MFIOP OP Panel

Memory DIMMs plug directly to the planar ] ]
and must be added in pairs. Disk Unit LO1

PCI Cards Disk Unit Lo2

Slot
3]
Embedded MFIOP I E Disk Unit LO3

Cos  HP1PCl2-Line WAN w/Modem #9771 AB

Disk Unit LO4

| o WAN/Twinax IOA #9720 or
Co8 Operations Console Package #0398

co7 || Disk Controller #2763/#2748

Co6 Integrated Server LAN Slot <
Co5 Integrated Server High Speed LAN Slot -
Co4 Integrated Server Bridge Slot (reserved)

co3 = LAN/WANsot [

co2 Integrated Server Proc Slot #2866

Notes:
1. No high-speed LAN is allowed in Slot C09.
2. If any LAN is in Slot C03, no LAN card is allowed in Slot C09.

3. A maximum of three LAN cards are allowed on the MFIOP (including Integrated Server
slots C0O5 and CO06).

4. Communications cards #2750, #2751, and #2761 are only allowed in high-speed Slot
CO03.
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5. The processors include an embedded base disk controller (CCIN 9728). A separate
#9728 is not needed.

If any IPCS is in Slots C02/C04, C03 must remain empty.
7. In CO3, #2723, #2724, #2745, #2746, #2750, #2751, #2761 and #2838 are supported.

8. CO09 supports #2720, #2723/#9723, #2724/#9724, #2745/#9745, #2746. When the system
is ordered with a base LAN, a #2746 and no #0398, the #2746 goes into C09 and the
#9771 into C08.

System Expansion Unit Schematics

#7102 System Expansion Unit

Power and Packaging

The System Expansion Unit supports six disk units and includes a Base controller (CCIN
2824) and further slots as illustrated in the following figure.
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9406 Model 250 #7102 System Expansion Unit

Disk Unit F11—
Disk Unit F12 —
isk Uni F13 —
Disk Unit 3 350 Watt Power Supply
Disk Unit F14 —
Disk Unit F15 —
Disk Unit F16 — Slot
PCI Cards Speed
Slot
E14 ->| #2723/42724/42745/4#2746 | Low
E13 ->| H2T23/42724/42745/42746 | Low
E12 __>| #2723/42724/42745/42746 | Low
E11 ——>| #2T23/H2T24/#2745/42746 | Low
E10 —| Base Controller (CCIN 2824) |
E09 —»l H#2T20/4#2718/H2745/#2746/#2750/42751/#2761/#4801 | High
EO08 #2723/#2724/#2745/#2746/#2750/#2751/#2761/#2815/ High
#2816/#2818/#2838/#4801 9
EO07 _| Feature Controller Slot #2824 |
E06 Integrated Server LAN IOA #2723 / #2724 |
EO05 Integrated Server LAN IOA #2723 / #2724 / #2838 |
E04 Integrated Server Processor Card Slot #2866
#2718/#2729#2723/#2724/#2745/#2746/#2750/#2751/ High
E03 #2761/#2838/#281x/#4801 9
E02 Integrated Server Bridge Card Slot (reserved position) H|gh
Notes:

1. A maximum of one High Speed LAN/ATM or maximum of two low speed LANs per

controller.

If an Integrated Server is in slots E02/E04, EO3 must remain empty.

A maximum of one LAN in E11 or E12 with Integrated Server in E02/E04.

The disk units in the expansion unit are controlled by the #2763 or #2748 disk controller in

the System Unit.

5. Communications cards #2750, #2751, and #2761 are allowed in slots E03, E08, and E09

(maximum one per IOP).
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6. Cryptographic card #4801 is allowed in high-speed slots E03, E08, or E09 (maximum one
per IOP).

7. Integrated Server refers to Integrated Netfinity Server, now available as the Integrated
xSeries Server for iSeries.

Uninterruptable Power Supply (UPS)

An external UPS is recommended since the 9406 Model 250 does not have an internal
battery backup unit (BBU). The configurator adds a country-specific UPS by default. The
9910 Models 080, 140, and 180 from the 9406 Model 170 may be used although the CPM
function is not supported.

Disk Units

There is a maximum of ten disk units supported on the Model 250. There is no support for an
external disk on the Model 250.

#6831 1.6 GB Read Cache Device

Read Cache Device feature #6831 (CCIN 6731) is a solid state disk device that provides the
Large Read Cache function required by high-performance disk unit controllers. There is a
maximum of one per #2748 PCI RAID Disk Unit Controller IOA. Extended Adaptive Cache
cannot be used with compression on the same #2748 PCI RAID Disk Unit Controller IOA. The
#2748 10A is shipped with compression disabled. Compression is enabled by moving a jumper on
the IOA. Refer to “PCI Disk Units” on page 315 for detailed information.

The following table contains the maximum number of supported disk units for the Model 250.

Feature Size RPM Maximum
#6813 8.58 GB 7200 9
#6817 8.58 GB 10000 9
#6818 17.54 GB 10000 9
#6824 17.54 GB 7200 9
#8917 8,58 GB 10000 1
#8918 17.54 GB 10000 1

For disk unit descriptions, refer to “PCI Disk Units” on page 315.
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Magnetic Media Controllers

#2729 PCIl Magnetic Media Controller SCSI

The #2729 PCI Magnetic Media Controller SCSI provides for the attachment of tape and
optical devices. See “I/O Adapters and Controllers” on page 283.

#2718 PCI Magnetic Media Controller

The #2718 is a SCSI Tape IOA that provides attachment capabilities for the IBM 7207 Model
QIC External Tape Drive. The #2718 can attach one tape drive.

#2763 PCI RAID Disk Unit Controller
See “I/O Adapters and Controllers” on page 283.

#2748 PCI RAID Disk Unit Compression Controller
See “I/O Adapters and Controllers” on page 283.

Internal Tape, CD-ROM, and Diskette Units

Internal tapes cannot be installed in the #7102 System Expansion Unit. For more information,
refer to “Internal Magnetic Media” on page 315.

Base CD-ROM Drive
Refer to “Internal CD-ROM and DVD-RAM Drives” on page 338.

Diskette Drive Support
There is no diskette support on the Model 250.
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iSeries Server 270

The iSeries Model 270 server delivers the performance, reliability, and
security needed for applications that span from core business to
e-business. With five processor options, the 270 server offers an nnn
performance scalability from top to bottom. Processor upgrades are
offered within the 270 server.

The iSeries server 270 offers up to 24 disk units, a high-performance

PCI bus with Hot Plug PCI adapters (on selected processors), a

High-Speed Link, and V.90 integrated modem. Options include a 1 Gbps

high-speed Ethernet LAN adapter and 100 Mbps high-speed token-ring

adapter. On selected processors, interactive performance features can iSeries Server 270
be selected. The iSeries server 270 supports 700 MHz or 850 MHz System Unit
Integrated xSeries Servers. Options to rack mount the iSeries server

270 are available.

Processor Number of Minimum Processor CSu Concurrent Hot-plug
Feature Processors 0S/400 Technology Maintenance on Supported
Release Base DASD
#2431 1 V5R1 SStar Yes No No
#2432 1 V5R1 SStar Yes Yes No
#2434 2 V5R1 SStar Yes Yes Yes

A minimum functional server consists of the base server unit and selected priced features.
The base server includes the physical package and power elements, a DASD controller, an
I/0 controller, and a #9771 Base PCI 2-Line WAN with Modem as follows:
e Operator panel without key stick
* Base DASD/tape cage (six Internal Disk slots, two Removable Media slots)
The base DASD cage on #2431 processors do not support concurrent maintenance.
* Embedded Base PCI IOP
Provides support for a maximum of up to four IOAs including:

— Support for base #9767 Base PCI Disk Unit Controller
— Support for up to six Disk Units, the required CD-ROM/DVD-RAM, and either a
feature Internal Tape or feature CD-ROM/DVD-RAM.

Provides support for base Console/Workstation IOA.
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The configurator determines which feature combinations will be on the order based on the
System Console #5540, #5544, #5546, or #5548 specify code.

e Hot plug PCI capability on the #2434 processor.

The following must be purchased:
* Processor (one must be specified). Processor performance CPW is in list

— #2431 processor (465 CPW)
— #2432 processor (1070 CPW)
— #2434 2-way processor (2350 CPW)

* Interactive Feature. Use this processor/interactive feature table for the 270 server.

Processor Feature #2431 #2432 #2434
Interactive Feature
#1516 - 0 0
#1518 30 - -
#1519 - 50 -
#1520 - - 70

Note: An interactive value of zero supports system administrative functions.

* Main Storage (see “Main Storage” on page 116 for minimum memory requirements)
— Processors #2431, #2432, or #2452

* #3032 - 256 MB Main Storage (DDR technology)
* #3033 - 512 MB Main Storage (DDR technology)
* #3034 - 1 GB Main Storage (DDR technology)

— Processors #2434 and #2454

* #3022 - 128 MB Main Storage (64 Mb technology)
* #3024 - 256 MB Main Storage (128 Mb technology)
* #3025 - 512 MB Main Storage (128 Mb technology)
* #3026 - 512 MB Main Storage (256 Mb technology)
e #3027 - 1 GB Main Storage (256 Mb technology)

* #3029 - 128 MB Main Storage (128 Mb technology)

Note that feature codes #3025 and #3026 or #3022 and #3029 cannot be mixed within
pairs or quads.

* PCI Disk Unit Controller.
The #9767 Base Disk Unit Controller may optionally be replaced with one of the following:
— #2763 PCI RAID Disk Unit Controller

Provides support for up to 12 Disk Units, the required CD-ROM/DVD-RAM, and either
a feature Internal Tape, feature CD-ROM, or feature DVD-RAM.
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— #4778 PCI RAID Disk Unit Controller

Provides support for up to 18 disk units, the required CD-ROM/DVD-RAM, and either
a feature internal tape, feature CD-ROM, or feature DVD-RAM.

¢ [nternal Disk Units and Read Cache

#4317 8.58 GB 10k RPM Disk Unit
#4318 17.54 GB 10k RPM Disk Unit
#4331 1.6 GB Read Cache Device

* Integrated Optical

#4525 — CD-ROM or
#4530 — DVD-RAM

* System Console/Communications Adapter

The console on LAN option requires a dedicated LAN adapter and a #0367 feature.
#5540 System Console on twinaxial workstation controller

#4746 PCI Twinaxial IOA

#5544 System Console on #9771 WAN Adapter

#0367 Operations Console PCI Cable

#5546 System Console on 100 Mbps Token Ring

#2744 PCI 100 Mbps Token-Ring IOA (Console)

#5548 System Console on 100 Mbps Ethernet

#4838 PCI 100/10 Mbps Ethernet IOA (Console)

* Uninterruptible Power Supply (UPS)

An external UPS is recommended to protect the system unit and any external
components against utility power outages.

Card Technology

PCI architecture offers advantages in flexibility over non-AS/400e server structures. Previous
AS/400e models required input/output processors (IOPs) to be in specific slots in the system
and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

With the implementation of new PCI technologies, the Model 270 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation. Increased flexibility of configuration adds a
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degree of complexity to the configuration process. A full understanding of configuration rules
associated with the various 1/O features of the 270 system is required.

The fundamental bus architecture of the iSeries server is unchanged when using PCI
adapters. The AS/400e IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters.
The following functions do not have equivalent function PCI cards for the Model 270:

* ASCII Adapter

¢ V.25 Autocall cable

e Select standby mode

* X.21 switched WAN dial-up or Shorthold Mode WAN

e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

* V.54 local and remote loopback (diagnostics functions supported by some modems)

Processor Features
| e #2431 Model 270 Processor (SStar Uni), includes:

— Eight DIMM memory positions (plug directly onto the processor (direct attach)).
— Embedded Base IOP (CCIN 286C)
— Common Service Processor (CSP) (CCIN 25B9)

| e #2432 Model 270 Processor (SStar Uni) includes:

— 2 MB L2 Cache

— Eight DIMM memory positions (plug directly onto the processor (direct attach)).
— Embedded Base IOP (CCIN 286D)

— Common Service Processor (CSP) (CCIN 25B9)

| e #2434 Model 270 Processor (SStar 2-Way) includes:

— Sixteen DIMM memory positions with the main storage expansion card (CCIN 2884).
Base 1/0 Backplane (CCIN 282F)

Embedded Base IOP (CCIN 284E)

Common Service Processor (CSP) (CCIN 282F)

Internal flex cable for HSL enablement (tower attachment)
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Interactive Features

The Model 270 supports various levels of interactive performance through the installation of
interactive features. See the Model 270 Processor/Interactive Feature Table on page 112.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250). An iSeries server 270 can be
effectively managed when there is no Interactive CPW (Interactive CPW = 0) available for
application workloads. The zero interactive CPW is intended to support a single interactive
job for system administrative functions.

* A job started from a console (green screen) to perform a system administration
function is not considered interactive work if it is the only interactive job running (single
interactive job exception).

* A system administration job submitted to batch is not considered interactive work.

* The use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “IBM Workload
Estimator for AS/400” on page 42.

The available interactive options are shown in the Model 270 Processor/Interactive Feature
Table on page 112.

A feature cross-reference table can be used to relate Processor Feature Code to the
Processor and Interactive features visible in the AS/400e configurator. The Processor
Feature Code is found by displaying the QPRCFEAT system value or in the rack
configuration. The Processor Feature Code is used when ordering software license keys.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.

Processor Interactive Feature Processor Feature Processor Group
#2431 #1518 #23E7 P10
#1516 #23F0 P10
#2432
#1519 #23F1 P10
#1516 #23F4 P20
#2434
#1520 #23F5 P20
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Main Storage
All main storage on the Model 270 is feature main storage.
* Processors #2431 and #2432:
— A single main storage DIMM is allowed on these processors.
— Any additional DIMMs must be added in pairs of the same capacity and technology.

— The DIMM memory features used on these processors are unique to this processor
set and do not work on any other Model 270 processor.

— There are eight slots available in the base system for main storage DIMMs, which
plug directly onto the processor (direct attach)

* Processor #2434:
— A pair of main storage DIMMs is allowed on these processors.

— A minimum of four main storage DIMMs of the same capacity and technology must be
selected.

— This processor includes a base CCIN 2884 Memory Expansion Card. All main storage
DIMM features plug into this card.

— There are 16 slots available on this processor. Main storage DIMMs must be added in
sets of four (quads). Each DIMM in the set of four must be of the same capacity and
technology.

— All DIMMs must be plugged in quads starting from the outer four corners going toward
the center (A, B, C, D, then E, F, G, H, and so on). The exception is to allow a single
set of two main storage DIMMs if these are the only two on the system.

Using the same feature code number within a quad is required. Mixing quad “groups”
on the same riser card is also allowed (including mixing stacked (#3025) and
unstacked (#3024) memory technology).

Power and Packaging

The iSeries server 270 does not include an internal battery. An external UPS is
recommended to protect the system unit and any external components against utility power
outages. The AS/400e CPM/UPS Models 9910-080, 9910-140, and 9910-180, which were
previously used with the 9406 Model 170, can also be used with the iSeries server 270. An
external UPS, combined with abnormal IPL improvements in OS/400, can provide an
equivalent level of power protection and fast recovery in the event of power failure.
Continuously Powered Mainstore (CPM) is not supported on the iSeries server 270.

The supported power and packaging features for the iSeries server 270 are:
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e #0551 iSeries Rack

Up to two iSeries server 270s may be installed in a #0551 rack.

Any iSeries server 270 being mounted in a #0551 must have the #7104 System Unit
Expansion.

Certain upgrade paths are not supported when an iSeries server 270 is mounted in a
rack. See “Model 270 Upgrades” on page 126 for valid upgrade paths.

Specify codes and features supported when used in conjunction with an iSeries
server 270 are:

e #0121 Lower Unit in Rack Specify
* #0122 Upper Unit in Rack Specify
* #0127 Field Install in Rack Specify
e #1422 Power Distribution Unit (PDU) Line Cord

See “#0551 iSeries Rack” on page 260 for a complete description of the #0551
iSeries Rack and supported features and specify codes.

e #7002 HSL Enabler

The #7002 is a feature High Speed Link (HSL) internal flex cable, which enables
connection to a #5075 PCI Expansion Tower.

Can be ordered on the Model 270 with processor #2431 only.

This cable connects the processor with a right angle bus connector to the back of the
machine. Two HSL cables (#14XX) are required to connect the CEC to the expansion
tower.

Note: Certain processor upgrades are “roll-in/roll-out” system upgrades. On these
upgrades, an RPO remove of the #7002 must be done because the new system unit
comes standard with an internal flex cable. To identify “roll-in/roll-out” upgrades, see
“Model 270 Upgrades” on page 126.

e #7104 System Unit Expansion

The #7104 is a feature system unit expansion that allows up to an additional 12 disk
units to be added to the Model 270. The #7104 has no PCI card slots and no
removable media slots.

The #7104 comes with support for six disk units standard and requires a #7123 when
installing over six disk units.

The #7104 disk units are driven by a disk unit controller located in the CEC.

A #7133 DASD Concurrent Maintenance Cage is required for processors #2431 to
support a #7104.

A separate power cord is required for the #7104.
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— If the #7104 is installed with a rack mounted iSeries server 270 in a #0551 iSeries
Rack it may be powered by a PDU by ordering feature #1422 PDU Line Cord.

e #7123 DASD Expansion Unit

— The #7123 is a concurrent maintenance DASD six-position expansion feature, which
may be ordered to support an additional six disk units (for a total of 12) in the #7104

on the Model 270.
— Prerequisite: #7104 on Model 270.
e #7133 DASD Concurrent Maintenance Cage

— The #7133 is a DASD 6-Pack cage that may be ordered for the Model 270 with

processors and #2431.

— The #7133 enables disk unit concurrent maintenance and replaces the standard
non-concurrent maintenance DASD 6-Pack cage.

e #5075 PCI Expansion Tower

See “Expansion Towers” on page 237 for detailed information.

High Speed Links (HSL) on Model 270

The Model 270 has been
enhanced to provide an .
external connection to an
expansion tower as shown in
the figure on the right. The

HSL Loop

270’s single HSL loop < >

supports one #5075 PCI

Expansion Tower. Combined
with the system expansion unit Model 270
#7104, it provides the Model

#5075 PCI Expansion Tower

270 significant new growth

capabilities. There are no migration towers supported on the Model 270 and no supported

migration path exists to the Model 270.
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Model 270 System Unit

Multi-Adapter Bridge

Bus Number
Slots + PCI Cards
Tape/CD/DVD D08 | Tape/CD/DVD
PCI EMBED 11 Embedded IOP | "coibvb D07| CD/DVD
PCl Short Cco7 2 2-Line WAN w/Modem .
PCl Short C06 4 IOP/IOA i
OP Panel
POl C05 |5 IOPIOA Gt ne
PCl C04 6 IOP/IOA/Int. xSeries Svr.
(C07 is Short if Int. xSeries F
an Fan
PCI co3 9 IOP/I0A a
PCl C02 8 I0A B02 B02
DISK I0A Co1 3 DISK IOA
Fan Fan
BO1 BO1
For Processor
and Memory layout
see opposite page Disk Unit
Cage
330/625W 330/625W DISK SLOTS
1 | | | |
Pow er Supply Pow er Supply DBI O UUOUOU
PO1 PO1 ESSRIS
Back Left Front
Legend ) .
Base Feature Required Feature Unavaliable if Inegrated

xSeries Server is
installed
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#2431, #2432, #2452

Model 270 Processor and Memory

Processor
w/o

Cache

Memory
Controller

Processor
Regulator

DIMM CONN - J3H

DIMM CONN - JoL

DIMM CONN - J2H

DIMM CONN - J1L

DIMM CONN - J1H

DIMM CONN - J2L

DIMM CONN - JOH

O|m|m|o|O|n|>|T

DIMM CONN - J3L

#2434, #2454

MO02

Processor

Regul

aof | | [CPU]

‘ MoO1 Memory Riser Card ‘4—
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Memory Riser Card

DIMM CONN - J2A A DIMM CONN - JOA c
DIMM CONN - J2B E DIMM CONN - JOB G
DIMM CONN - J2C J DIMM CONN - JOC L
DIMM CONN - J2D N ] [ DIMM CONN - JOD Q |
[ DIMM CONN - J3D P ] [ DIMM CONN - J1D R |
[ DIMM CONN - J3C K] [ DIMM CONN - J1C [V
[ DIMM CONN - J3B F | [ DIMM CONN - J1B H |
[ DIMM CONN - J3A B ] [ DIMM CONN - J1A D |




Model 270 #7104 System Unit Expansion

DASD Sidecar
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D20

D19

D18

D17

D16

D15

DISK SLOTS

Disk Unit Cage

#7123

D14

D13

D12

D11

D10

D09

DISK SLOTS

Disk Unit Cage

Fan
B03

Fan
B03

330/625W
Power Supply
PO2

330/625W
Power Supply
PO2

Front

Right

Back

For information on the #5075 PCI Expansion Tower, please refer to “#5075 PCI Expansion

Tower” on page 241.

Workstation Controllers

A 5250 twinax device or 5250 emulation adapter in a PC can support a single address,
multiple addresses, or shared sessions on a single address. Whenever a device is powered
on or when the 5250 emulation software is started on a PC, any addresses defined respond
to the workstation controller polls. These addresses count as an active address, even though
no device description may exist on the iSeries server. This occurs when the system value
QAUTOCEFG is set to *NO.

* When a device has multiple addresses defined for multiple sessions to support jump
screen or to support an attached printer, each session counts toward the maximum active
addresses supported by that workstation controller.

* When a device has a single address defined with shared sessions, that device counts
as one of the maximum active addresses and up to four of the maximum shared

sessions.

There is a maximum of 300 shared sessions per IOP.
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| This table indicates the types of sessions that count toward the maximum number of active

sessions.
Counted Description

Yes Local display sessions
Yes Remote display sessions
Yes Sessions over 5x94 Controllers (including PCs emulating 5250s)
Yes Network Routing Facility (NRF) or SPLS displays
Yes Distributed Host Command Facility (DHCF) displays
Yes 5250 emulation
Yes Twinaxial shared session devices (separate display devices)
No Client Access using 5x94 (Virtual displays)
No Client Access (APPC devices and VRT displays)
No Retail/Finance devices
No SNA passthru
No TDLC (5150 type devices)
No Port sharing (ASCII) (5150 type device)
No TCP/IP (Telnet session) (virtual display)
No APPC (LU 6.2) sessions (APPC or host devices)
No Display Station Passthru/5250 Passthru/ Workstation Function (virtual displays)
No 3270 Emulation over host CDs (Host devices)
No Apple devices attached to a LocalTalk Workstation Controller
No Wireless devices attached to a Wireless LAN Adapter
No Twinaxial printers

The iSeries server supports a family of displays and emulation adapters that are known as
the 5250. The supported data stream is, therefore, known as a 5250 data stream. Throughput
considerations are discussed here.

5250 Express Data Stream
The #2720, #2722, #2746, #4746, and #6180 twinax workstation adapter cards have three
major features that can increase throughput:

* 2X Mode: 2 Mbps versus 1 Mbps throughput of the #6050 workstation controller.

* Optimized Mode: The block transfer of data is improved to almost double the
throughput to or from the attached device.

* Dual Mode: Means that two ports are polled simultaneously on the #2722, #2746,
#4746 and #6180 workstation controllers. On older controllers (such as the #6050
workstation controller), only one port out of eight is active at any given time.

The enhancement produces nearly four times the throughput when all of the attached devices
on a port support 5250 Express Data Stream. All of the IBM devices from the original 5251 up
through the 3489 support the Express Data Stream.
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Refer to Informational APAR 1111804 for additional details regarding workstation
considerations when attached devices or cabling do not support 5250 Express Data Stream.
Additional information on 5250 Express Data Stream is available on the Web at:
http://www.networking.ibm.com/525/

The IBM 7299 twinax-to-fiber multiplexer fully supports all the new functions of the #2720,
#2722, #2746, #4746, and #6180 workstation controllers.

Remote Control Panel

#0382 Remote Control Panel Cable enables use of the Remote Control Panel function on a
PC. The iSeries servers use a parallel interface (LPT) instead of a COM port for the Remote
Control Panel. The parallel port must be configured to use the Enhanced Parallel Port (EPP)
support. It must be EPP Version 1.9 compliant, which may require the PC's Basic
Input/Output Services (BIOS) to change. Check with your PC manufacturer for any
assistance, if needed. For cable connection details and PC requirements, see the AS/400
Operations Console Setup Guide, which is available at:
http://www.as400service.ibm.com/supporthome .nsf/Document /10000051

Notes:

* Due to the way EPP Version 1.9 support is implemented to support the remote control
panel, there may be PCs that do not support the use of this function.

* Use of the Remote Control Panel function is independent of the System Console.

e The Remote Control Panel function can be used with any System Console Specify.

e The Remote Control Panel Cable is not required for a LAN attached console (#5546 or
#5548).

Remote Control Panel is installed and used from PCs running the Windows NT 4.0 or
Windows 2000 Professional PC operating systems.

I/0 Processor and I/O Adapter Support

The following list shows the supported IOPs and I0As. See “I/O Processor” on page 271 and
“I/O Adapters and Controllers” on page 283 for full descriptions.

— Note

PCI configuration rules are quite flexible. See the “PCI Card Placement Rules” chapter of
the iSeries and AS/400e System Builder, SG24-2155, for rules on placing the PCI card in
configurations.
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LAN/WAN/Workstation I0As

#2743 PCI 1 Gbps Ethernet IOA

#2744 PCl 100 Mbps Token Ring I0A
#2760 PCIl 1 Gbps Ethernet UTP IOA
#2772 PCIl Dual WAN/Modem IOA

#2773 PCIl Dual WAN/Modem IOA (ANSI)
#2817 PCl 155 Mbps MMF ATM I0A
#4723 PCI 10 Mbps Ethernet IOA

#4745 PCI Two Line WAN IOA

#4746 PCI Twinaxial IOA

#4750 PCI ISDN BRI U IOA

#4751 PCI ISDN BRI S/T I0OA

#4761 PCI Integrated Analog Modem
#4801 PCI Cryptographic Coprocessor
#4815 PCI 155 Mbps UTP OC3 ATM IOA
#4816 PCl 155 Mbps MMF ATM I0A
#4818 PCIl 155 Mbps SMF ATM IOA
#4838 PCl 100/10 Mbps Ethernet IOA
#9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

#2763 PCI RAID Disk Unit Controller
#4748 PCI RAID Disk Unit Controller
#4778 PCI RAID Disk Unit Controller
#9767 Base PCI Disk Unit Controller

Note: Internal Disk Unit Controller configuration considerations:

124

The system unit supports up to two disk unit controllers to control disks in the system
unit and #7104 Expansion Unit (if installed).

The system unit supports up to six disks. The #7104 supports up to twelve disks. The
#5075 PCI Expansion Tower supports up to six disks and one disk controller.

The default controller for a #5075 is the #2763 with #4748 optional.

Disk protection levels:

None: No protection

0040: Mirrored (device level)

0041: Device parity protection (RAID)- all
— 0042: Mirrored (IOP level)

#4748 supports the #4331 1.6 GB Read Cache Device.
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| This table shows the defaults when the number of disk units and protection levels are

selected.
Number of Disks Protection System Unit #7104 #5075 Default
Controller
1-6 none default - - #9767
0040
4-6 0041 default - - #2763
7-12 none default default - #2763
0041, 0040
4-12 0042 default default - 1- #9767
1- #2763
13-18 none default default - #4748
0041, 0040
13-18 0042 default default default 1- #9767
2 - #2763
19-24 none default default default 1- #4748
0041, 0040 1- #2763
19-24 0042 default default default 1- #9767
2 - #2763

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 Fibre Channel Tape Controller

* #2766 Fibre Channel Disk Controller

» #2768 PCIl Magnetic Media Controller

I/0 Processors

* Embedded Base 32 MB PCI IOP (CCIN 286F, CCIN 286C, CCIN 284E)
* #2842 32 MB PCI IOP

» #2890 PCI Integrated Netfinity Server

* #2891 Integrated xSeries Server

Internal Disk, Tape, and CD-ROM Support

The following list shows the supported internal disks, tape drives and CD-ROMs. Refer to
“Internal Magnetic Media” on page 315 for full descriptions.
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Internal Disk Units

e #4317 8.58 GB 10k RPM Disk Unit
e #4318 17.54 GB 10k RPM Disk Unit
e #4331 1.6 GB Read Cache Device

Internal Tape and CD-ROM

e #4525 CD-ROM

e #4530 DVD-RAM

e #4582 4 GB u-inch Cartridge Tape
e #4583 16 GB u-inch Cartridge Tape
e #4586 25 GB u-inch Cartridge Tape

CIF Features

Most features on the Model 270 are customer installable (CIF). Refer to “Customer Install
Features (CIF)” on page 417 to determine the CIF status for each feature.

Model 270 Upgrades

Supported model upgrades within the 270 servers are identified here.

Model 270
To| 2250 2252 2253 2431 2432 2434
o] © [=2] © 8 o] © [=2] © 8
From L e ||k |2 & |&|b|b | ©
270
©
S 1517 B M M B B
(2]
2 1516 B M| M]IMI[M B B|[B[M]| M
g 1518 M M B M
N 1516 BB | B B | B
g 1519 B B
™
10 1516 B B | B
N
® | 1518 B M
N
o 1516 BIMI|M
S 1519 M
<
Q 1516 B
N

| Note: These upgrades are not supported when the Model 270 is mounted in a #0551 iSeries
Rack.
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iSeries Dedicated Server for Domino

The iSeries Dedicated Server for Domino is specifically designed to deliver outstanding price
performance and value when serving a variety of Lotus Domino workloads on a single server.
Because the iSeries 270 and 820 models are used as the base models, the iSeries Dedicated
Server for Domino is fully configured with all of the same expandability currently available on

the iSeries servers 270 and 820.

This chapter describes the features
unique to the Dedicated Server.
Descriptions for features common to the
remaining iSeries 270 and 820 Models
are found in “iSeries Server 270” on
page 111 and “iSeries Model 820” on
page 139.

The iSeries Models 270 and 820 families
include new processor features for the
iSeries Dedicated Server for Domino,
supported by OS/400 V5R1. The
Dedicated Domino processor capabilities
are summarized in these tables.

Model 270
iSeries Dedicated Server for Domino System Units

Model 820

Model 270 Dedicated Server for Domino V5R1
Processor Feature #2452 #2454
Relative System Performance

Processor CPW 100 240
Interactive Environment 0 0

Mail and Calendaring Users 3070 6660
Number of Processors/Type of Processor 1/SStar (540 Mhz) 2/SStar (600 Mhz)
L2 Cache (MB) 2 4

Main Storage (MB Min/Max) 256-8192 256-16384
Main Storage DIMMs or Cards (Min/Max) 1/8 2/16
Processor Group P05 P10

© Copyright IBM Corp. 1988, 1994, 1995, 1996, 1997, 1988, 1999, 2000, 2001

129



iSeries Dedicated Server for Domino

Model 270 Dedicated Server for Domino V4R5
Processor Feature #2422 #2423 #2424
Relative System Performance

Processor CPW 50 100 200
Interactive Environment 0 0 0
Simple Mail Users 2400 3860 7580
Mail and Calendaring Users 1600 2570 5050
Number of Processors/Type of Processor 1/Pulsar 1/Pulsar 2 /Pulsar
L2 Cache (MB) 0 2 4
Main Storage (MB Min/Max) 256-4096 256-8192 256-8192
Main Storage DIMMs or Cards (Min/Max) 2/8 2/16 2/16
Processor Group P05 P05 P10
Model 820 Dedicated Server for Domino V5R1
Processor Feature #2456 #2457 #2458
Relative System Performance

Processor CPW 120 240 380
Interactive CPW 0 0 0

Mail and Calendaring Users 3110 6660 11800
Number of Processors/Type 1/SStar (600 Mhz) 2/SStar (600 Mhz) 4/SStar (600 Mhz)
L2 Cache (MB) 2 4 4
Main Storage (MB Min/Max) 256-16384 256-32768 256-32768
Main Storage DIMMs or Cards 2/16 2/32 2/32
Processor Group P05 P10 P10
Model 820 Dedicated Server for Domino V4R5
Processor Feature #2425 #2426 #2427
Relative System Performance

Processor CPW 100 200 300
Interactive CPW 0 0 0
Simple Mail Users 3860 8420 14840
Mail and Calendaring Users 2570 5610 9890
Number of Processors/Type 1/Pulsar 2/Istar 4/\star
L2 Cache (MB) 2 4 4
Main Storage (MB Min/Max) 256-8192 256-16384 256-16384
Main Storage DIMMs or Cards 2/16 2/32 2/32
Processor Group P05 P10 P10

Relative performance measurements are derived by performing various monitored and
measured workloads on iSeries and AS/400e servers. The results (reported values) can be

used to compare relative performance characteristics of processor features offered for iSeries

and AS/400e servers.
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The estimated performance and number of users in customer environments varies.

* Commercial Processing Workload (CPW): This relative performance measurement
is derived by performing Commercial Processing Workloads on Dedicated Domino
processors. Commercial Processing Workloads are representative of commercial
applications, particularly those that do significant database processing in conjunction
with journaling and commitment control. The reported values for CPW do not
represent a guaranteed level of capacity to perform non-Domino workloads.

The reported CPW may be used by System Resource activities and Domino Resource
extensions (for example, database accesses, external program calls, and so on). The
amount of CPW consumed reduces the available capacity to perform Simple Mail Users
(SMU).

— Processor CPW is an approximate value reflecting the maximum amount of
non-Domino workload (10 to 15% of CPU) that can be supported.

— Interactive CPW is an approximate value reflecting the portion of Processor CPW that
can be used for workloads performing interactive-based tasks (5250). AS/400e
Dedicated Server for Domino can be effectively managed when there is no Interactive
CPW (Interactive CPW = 0) available for application workloads. Multiple system
operators performing simultaneous interactive tasks is not supported.

* Any job started from a console (green screen) to perform system administration
function is not considered interactive work if it is the only interactive job running.

* Any system administration job submitted to batch is not considered interactive
work.

e Operations Navigator (GUI administration functions) is not considered interactive
work for the purposes of CPW calculations.

* Simple Mail Users (SMU): This relative performance measurement is derived by
performing high-volume Lotus Domino mail workloads on Dedicated Domino
processors. Simple Mail Users are representative of mail applications, particularly
those that do not perform any database-related tasks. Simple Mail Users represent the
number of concurrent light mail users for the Dedicated Domino processors. The
reported values reflect 70% processor utilization to allow for peak loads in excess of
customer workload estimates.

Achieving the estimated Simple Mail User measurement requires a fully configured
server, including additional memory and disk.

* Mail and Calendaring Users (MCU): This relative performance measurement is
derived by performing mail and calendaring functions. This workload is considerably
more complex than Simple Mail Users. The MCU workload represents users on a
Notes client who are reading, updating, or deleting documents in an e-mail database,
as well as lookups in the Domino directory and scheduling appointments and
invitations. Reported values reflect 70% processor utilization.
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Note: Achieving estimated Simple Mail Users requires a fully configured server including
additional memory and disk.

e iSeries Model 270 Dedicated Server for Domino processors

— #2452 Dedicated Domino processor: SStar Uni Processor

Includes 2 MB L2 cache
Includes eight DIMM memory positions (which plug directly onto the backplane)

A single main storage DIMM feature is allowed on systems with this processor.
When the total number of main storage DIMMs is increased to greater than one,
the single existing DIMM must be paired up (with a DIMM of the same capacity).
Additional DIMMs must be added in pairs of the same capacity and technology.

The DIMM memory features used on this processor are unique to this DSD
processor.

Includes embedded base IOP (CCIN 286C)
Includes Common Service Processor (CCIN 25B9)

— #2454 Dedicated Domino processor: SStar 2-way Processor

Includes 4 MB L2 cache

Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

All main storage DIMM features plug into this expansion card. There are 16
memory DIMM slots available on this processor. All main storage DIMM features

must be added in sets of four (quads). Each DIMM in the set of four must be of the
same capacity and technology.

Includes Base 1/0O backplane (CCIN 282F)
Includes embedded base IOP (CCIN 284E)
Includes Common Service Processor (CCIN 282F)
Includes internal flex cable for HSL enablement

e iSeries Model 820 Dedicated Server for Domino processors:
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— #2456 Dedicated Domino processor: SStar Uni Processor (CCIN 25BC)

Includes one 2 MB L2 w/600MHz Oscillator, Smart Chip VPD Card

Includes eight DIMM memory positions (which plug directly onto the processor -
direct attach).

The DIMMs can be plugged directly onto the processor. If more than eight DIMMs
total are required, a #2884 Main Storage Expansion Card must be used and all
DIMMs must then reside on the #2884. Without the #2884, the DIMMs must be
paired. With the #2884, the DIMMs must be in sets of four (quads) of the same
capacity and technology.
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Note: A single pair of DIMMs is not supported on a feature #2884). In addition,
the #2884 can be ordered/installed, at any time, even with eight or fewer DIMMs
present. If a #2884 is installed, all DIMMs must be placed on it.

Includes Base 1/0O backplane with CSP (CCIN 282D)

— #2457 Dedicated Domino processor: SStar 2-way (CCIN 25BD)

Includes one 4MB L2 w/600MHz Oscillator, Smart Chip VPD Card
Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

Main storage DIMMs must be plugged onto a main storage expansion card (both
base CCIN 2884 and feature #2884) and must be added in sets of four (quads) of
the same capacity and technology. There is an exception to allow a single set of

two main storage DIMMs if these are the only two on the system.

Note: A single pair of DIMMs is not allowed on these systems with a feature
#2884 either ordered or present. If DIMMs are added in addition to the initial two,
the initial two must be paired up to make a quad. Subsequent DIMMs must be
added in quads.

A feature #2884 may be ordered or installed at any time, even if the base main
storage expansion card is not full. For this processor, if a #2884 is ordered, a
#5157 Feature Power Supply must be either present or ordered. When a feature
#2884 is present (for a total of two memory expansion cards on the system),
manufacturing spreads the DIMMS across both memory expansion cards.

Includes Base 1/0O backplane with CSP (CCIN 282D)

— #2458 Dedicated Domino processor: SStar 4-way (CCIN 25BE)

Includes one 4 MB L2 w/600MHz Oscillator, Smart Chip VPD Card
Includes 16 DIMM memory positions via the base main storage expansion card
(CCIN 2884).

Main storage DIMMs must be plugged onto a main storage expansion card (CCIN
2884 and #2884) and must be added in sets of four (quads) of the same capacity
and technology. There is an exception to allow a single set of two main storage
DIMMs if these are the only two on the system.

Note: A single pair of DIMMs is not allowed on these systems with a feature
#2884 ordered/present). If DIMMs are added in additional to the initial two, the
initial two must be paired up to make a quad. Subsequent DIMMs must be added
in quads.

A feature #2884 may be ordered or installed at any time, even if the base main
storage expansion card is not full. For this processor, if a #2884 is ordered, a
#5157 Feature Power Supply must be present/ordered. When a feature #2884 is
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present (for a total of two memory expansion cards on the system), manufacturing
spreads the DIMMS across both memory expansion cards.

* Includes base I/0 backplane (CCIN 282D)

CIF Features

Refer to “Customer Install Features (CIF)” on page 417 for information on CIF.

Main Storage

All Dedicated Servers for Domino have a required minimum of 256 MB main storage. There is
no base main storage included with the servers. Therefore, all main storage, including the
required minimum, must be ordered as separately priced features.

For processor and memory layout diagrams for the Model 270, refer to the diagrams on page
120. For processor and memory layout diagrams for the Model 820, refer to the diagrams on
page 151.

Dedicated Server for Domino Upgrades

Supported model upgrades within the Dedicated Server for Domino 270 and 820 servers are
identified here.

Model 270 Model 820
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Model 270 Model 820
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iSeries Model 820

A minimum functional server consists of the base server unit and
selected priced features. Included in the base server are the
physical package and power elements, a DASD controller, an I/O

controller, and a #9771 Base PCI 2-Line WAN with Modem as
follows:

* Operator Panel without key stick

* Base DASD Cage (CCIN 283F)(six Internal Disk slots,
concurrent maintenance allowed)

* Twelve PCI card slots (card hot-plugging allowed)

* One Removable Optical slot (CD-ROM/DVD-RAM)

* One Removable Media slot (CD-ROM/DVD-RAM/tape)

* Embedded Base PCI IOP (CCIN 284C)

iSeries Model 820 System Unit Provides support for maximum of up to four IOAs including:
— Support for base #9767 Base PCI Disk Unit Controller

Provides support for up to four Disk Units, the required CD-ROM/DVD-RAM, and
either a feature Internal Tape or a feature CD-ROM/DVD-RAM. However, because
RAID is default, the configurator will default the #4778 PCI RAID Disk Unit Controller,
which supports the above, and in addition, provides RAID support for up to 12 Disk
Units in the 820 system unit. The #4778 can support up to 18 disk units, but there is
only space for 12 in the 820 system unit.

— Support for optional #2763 or #4778 PCI RAID Disk Unit Controllers.

Provides support for up to 12 Disk Units, the required CD-ROM/DVD-RAM, and
either a feature Internal Tape, feature CD-ROM, or feature DVD-RAM.

— Support for base Console/Workstation I0A

* The configurator will determine which feature combinations will be on the order
based on the System Console specify — #5540, #5544, #5546 or #5548.

* The console on LAN options require a dedicated LAN adapter. A #0367
Operations Console PCI Cable will also be added to the order by the marketing
configurator. One #0367 Operations Console PCI Cable is required for Console
on LAN.

e #5540 — System Console on Twinax WS
#4746 PCI Twinaxial IOA

* #5544 System Console on #9771 WAN Adapter
#0367 Operations Console PCI Cable
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e #5546 — System Console on 100Mbps Token Ring
#2744 PCIl 100Mbps Token Ring Adapter (Console)

* #5548 — System Console on Op Console (Default)
#4838 PCIl 100/10Mbps Ethernet IOA (Console)

These required features must be purchased:
* Processor (one must be specified)

— #0150 processor (SStar 600 Mhz Uni) (1100 CPW)

— #0151 2-wayprocessor (SStar 600 Mhz) (2350 CPW)
— #0152 4-way processor (SStar 600 Mhz) (3700 CPW)
— #2435 processor (SStar 600 Mhz Uni) (600 CPW)

— #2436 processor (SStar 600 Mhz Uni) (1100 CPW)

— #2437 2-way processor (SStar 600 Mhz) (2350 CPW)
— #2438 4-way processor (SStar 600 Mhz) (3700 CPW)

¢ Interactive Card (one must be specified)

Processor Feature #0150 #0151 #0152 #2435 #2436 #2437 #2438
Interactive Feature
None None None

#1521 35 35 35 35
#1522 70 70 70 70
#1523 120 120 120 120
#1524 240 240 240 240
#1525 560 560 560
#1526 1050 1050
#1527 - - - 2000

* Main Storage (a minimum of two of the same features must be selected)

#3009 - 128 MB Main Storage (default - maximum of 8 DIMMs of this type per system)
#3004 - 256 MB Main Storage (128 Mb technology)

#3005 - 512 MB Main Storage (128 Mb technology)

#3006 - 512 MB Main Storage (256 Mb technology)

#3007 - 1 GB Main Storage (256 Mb technology)

Note: Feature codes 3005 and 3006 can neither be mixed within pairs nor within quads.

* Integrated Disk Units

Device Parity Protection: All (#0041) is the default for disk data protection. With RAID
protection as the default, a minimum of four disk units of equal capacity must be ordered.
If RAID protection is removed from the system order, order at least one of these disks:
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— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit

* Integrated CD-ROM/DVD-RAM

— #4525 CD-ROM
— #4530 DVD-RAM

* System Console attachment Adapter or Cable
— The console on LAN option requires a dedicated LAN adapter and a #0367 feature
— #5540 System Console on twinaxial workstation controller
#4746 PCI Twinaxial IOA
— #5544 System Console on #9771 WAN Adapter
#0367 Operations Console PCI Cable
— #5546 System Console on 100 Mbps Token Ring
#2744 PCI 100 Mbps Token-Ring IOA (Console)
— #5548 System Console on 100 Mbps Ethernet
#4838 PCI 100/10 Mbps Ethernet IOA (Console)
* Uninterruptible Power Supply

The Model 820 does not include an internal battery. We recommend that you use an
external UPS to protect the system unit and any external components against utility
power outages. Continuously Powered Mainstore (CPM) is not supported on the Model
820. An external UPS, combined with abnormal IPL improvements in OS/400, can
provide an equivalent level of power protection and recovery in the event of power failure.

The Model 820 server initial installation is Customer Setup (CSU). Model upgrades are
performed by IBM service representatives.

Refer to “Customer Install Features (CIF)” on page 417 for CIF designations of individual
features.

Card Technology

With the implementation of new PCI technologies, the Model 820 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, which may
potentially result in a lower cost of implementation.

Previous AS/400e models required input/output processors (IOPs) to be in specific slots in
the system and expansion towers. If high performance in particular areas was required, a
single input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, and valuable slots were left vacant.
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This PCI 1/O structure enables customer setup of the Model 820 and selected features on all
models. It also enables Hot Plug PCI for adding and replacing hardware without taking the
server down. A full understanding of configuration rules associated with the various 1/0
features of the iSeries server is required.

These functions do not have equivalent function PCI cards for the Model 820:
* ASCII Adapter
* V.25 Autocall cable
e Select standby mode
* X.21 switched WAN dial-up or Shorthold Mode WAN
e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

* V.54 local and remote loopback (diagnostics functions supported by some modems)

The fundamental bus architecture of the iSeries server is unchanged when using PCI
adapters. The AS/400e IOP continues to off load the main processor; isolate the host from
the adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-iSeries or non-AS/400e server
structures.

Processor Features
* #0150 Model 820 Processor (SStar 600 MHz Uni) (CCIN 25BC)
— Includes 600 MHz Oscillator, Smart Chip VPD Card
— Includes one 2 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
— Includes Base I/0 Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

* #0151 Model 820 Processor (SStar 600 MHz 2-way) (CCIN 25BD)
— Includes one 4 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
— Includes Base Main Storage Expansion Card with CSP (CCIN 2884)
— Includes Base I/0 Backplane with Common Service Processor (CSP) (CCIN 282D)
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Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

| e #0152 Model 820 Processor (SStar 600 Mhz 4-way) (CCIN 25BE)

Includes one 4 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
Includes Base Main Storage Expansion Card with CSP (CCIN 2884)
Includes Base I/0O Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

| e #2435 Model 820 Processor (SStar 600 MHz Uni) (CCIN 25BC)

Includes 600 MHz Oscillator, Smart Chip VPD Card
Includes one 2 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
Includes Base I/0O Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

Systems with this processor are limited to 8192 MB main storage. A #2884 memory
expansion card is not supported with this processor.

e #2436 Model 820 Processor (SStar 600 Mhz Uni) (CCIN 25BC)

Includes one 2 MB L2 with 540 MHz Oscillator, Smart Chip VPD Card
Includes Base I/0O Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

| e #2437 Model 820 Processor (SStar 600 MHz 2-way) (CCIN 25BD)
— Includes one 4 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
— Includes Base I/0 Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

— Includes Base Main Storage Expansion Card with CSP (CCIN 2884)
| e #2438 Model 820 Processor (SStar 600 MHz 4-way) (CCIN 25BE)
— Includes 1 SSTAR 2-Way Daughter Card
— Includes one 4 MB L2 with 600 MHz Oscillator, Smart Chip VPD Card
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— Includes Base I/0 Backplane with Common Service Processor (CSP) (CCIN 282D)

Provides support for the Service Processor, nine 32-bit PCI slots and three 32 or
64-bit PCI slots.

— Includes Base Main Storage Expansion Card with CSP (CCIN 2884)

Interactive Features

The Model 820 supports various levels of interactive performance through the installation of
interactive features. Interactive CPW is an approximate value reflecting the portion of
Processor CPW that can be used for workloads performing interactive-based tasks (5250).

An iSeries server 820 can be effectively managed with an interactive CPW of 0 available for
application workloads. The zero interactive CPW supports a single interactive job for system
administrative functions. Considerations include:

* A job started from a console (green screen) to perform a system administration
function is not considered interactive work if it is the only interactive job running (single
interactive job exception).

* A system administration job submitted to batch is not considered interactive work.
* The use of Operations Navigator (GUI administration functions) is not considered
interactive work.

The available interactive options are shown in the table on page 140.

For a discussion of how these features influence system performance, see “IBM Workload
Estimator for AS/400” on page 42.

Use the feature cross-reference table to relate the Processor Feature Code to the Processor
and Interactive features visible in the iSeries configurator. Display the QPRCFEAT system
value or find within the rack configuration report to determine the Processor Feature Code.
The Processor Feature Code is used when ordering software license keys.

Processor Group is determined by a combination of the Processor and Interactive Feature.
The following table provides a cross reference.
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Processor Interactive Feature Processor Feature Processor Group
#0150 none #0150 P20
#0151 none #0151 P30
#0152 none #0152 P40

#1521 #249B P10
#1522 #249C P20
#2435
#1523 #249D P20
#1524 #249E P20
#1521 #24A8 P20
#1522 #24A9 P30
#2436 #1523 #24AA P30
#1524 #24AB P30
#1525 #24AC P30
#1521 #24B0 P20
#1522 #24B1 P30
#1523 #24B2 P30
#2437
#1524 #24B3 P30
#1525 #24B4 P30
#1526 #24B5 P30
#1521 #24B8 P30
#1522 #24B9 P40
#1523 #24BA P40
#2438 #1524 #24BB P40
#1525 #24BC P40
#1526 #24BD P40
#1527 #24BE P40
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Main Storage
All main storage on the Model 820 is feature main storage and a minimum of two of the same
features must be selected.
These memory features are available on the Model 820:
* #3000 - Migrated 128 MB Main Storage (migrate base CCIN 3002s)

— Supported only on model upgrades from 620, S20, and 720 into the 820.
— Maximum quantity supported is two.
— Supported in quads with #3002.

Note: Each #3000 is to be considered as a #3002 for DIMM plugging.
e #3002 - 128 MB Main Storage

— Supported only; only orderable up to the minimum number of dimms required to meet
a pairing or quad system memory requirement.
— #3002 cannot be mixed with #3009 for pairing or quadding.

e #3009 - 128 MB Main Storage (128 Mb technology)

— #3009 cannot be mixed with #3002 for pairing or quadding.
— Maximum of eight of these DIMMs per system.

e #3004 - 256 MB Main Storage (128 Mb technology)
e #3005 - 512 MB Main Storage (128 Mb technology)

#3005 cannot be mixed with #3006 for pairing or quadding.
e #3006 - 512 MB Main Storage (256 Mb technology)

#3006 cannot be mixed with #3005 for pairing or quadding.
e #3007 - 1 GB Main Storage (256 Mb technology)

For the #2435 processors:
¢ All main storage DIMMs must be added in pairs of the same capacity and technology.

e There are eight slots available in the base system for main storage DIMMs, which plug
directly onto the processor (Direct Attach) and do not use a #2884 Main Storage
Expansion Card.

For the #0150, #2436, and #2456 processors:

e There are eight slots available in the base system for main storage DIMMs, which plug
directly onto the processor (Direct Attach).

e The DIMMs can be plugged directly into the processor, but if more than eight DIMMs
total are required, a Main Storage Expansion Card #2884 must be used and all DIMMs
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must then reside on the #2884. Without the #2884, the DIMMS must be paired. With
the #2884, the DIMMs must be in sets of four (quads) of the same capacity

Note: A single pair of DIMMs is not supported on a feature #2884.

In addition, the #2884 can be ordered or installed, at any time, even with eight or fewer
DIMMs present. If a #2884 is installed, all DIMMs must be placed on it.

| Forthe #0151, #0152, #2437, #2438, #2457, and #2458 processors:
* A Base Main Storage Expansion Card (CCIN 2884) is included in the base system and

does not need to be ordered.

Main storage DIMMs must be plugged onto the Base Main Storage Expansion Card
(CCIN 2884) and must be added in sets of four (quads) of the same capacity and
technology. There is an exception that allows a single set of two main storage DIMMs
if these are the only two on the system.

Note: A single pair of DIMMs is not allowed on these systems with a feature #2884
ordered or present.

If any additional DIMMs are added above the initial two, the initial two must be paired up
to make a quad and then only DIMM quads can subsequently be added. A feature #2884
may be ordered or installed at any time, even if the base main storage expansion card is
not full.

The #2884 is required when the number of DIMMs exceeds 16.

For the #2884 Main Storage Expansion Card:

This feature provides for mounting DIMM memory on the Model 820. It contains one
riser card with 16 sockets for placement of 128 MB, 256 MB, or 512 MB DIMMs.

Maximum: One (not supported on #2435 Processors).

Using same feature code number within a quad is required. Mixing of quad “groups” on
the same riser card is also allowed.

For processors #0151, #0152, #2437, and #2438, a #5157 Feature Power Supply
must be present or ordered when a feature #2884 Main Storage Expansion is added or
ordered.

Power and Packaging

The Model 820 does not include an internal battery. An external UPS is recommended to
protect the system unit and any external components against utility power outages. The
Continuously Powered Mainstore (CPM) function is not supported on the 8xx servers. An
external UPS, combined with abnormal IPL improvements in OS/400, provides an equivalent
level of power protection and fast recovery in the event of power failure.
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The supported power and packaging features are as follows:
e #7127 DASD Expansion Unit

— The #7127 is a concurrent maintenance DASD 6 Position expansion feature, which
may be ordered to support an additional six disk units (for a total of 12) in the Model
820 system unit/CEC.

— Prerequisite: #5157 Feature Power Supply.
e #5102 Dual Line Cord - 820 CEC

— The #5102 provides dual line cord capability for the model 820 system unit. Two
#14XX line cords are required on the Model 820 when this feature is ordered initially
or as an upgrade to a Model 820. When ordering #5102 alone as an MES, an
additional #14XX line cord is required, for a total of two line cords on the system unit.

— Prerequisites: #5155 Redundant Power and Cooling, #5157 Feature Power Supply,
and #9002 Dual Line Cord Enabler.

— 0S8/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950
at: http://as400service.rochester. ibm.com/supporthome.nsf/document/10000035

— e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset ?OpenForm&cdoc=idlcinstall

e #5157 Feature Power Supply
— The #5157 adds an additional 575 Watt power supply to the Model 820.

— The #5157 is the default for all processors but may be removed from the order.

Note: Redundant power on the model 820 CEC requires both the #5155 and #5157
features. If the #5155 is removed, the #5157 should be removed. The exception is to
leave the #5157 due to the presence of a #7127 DASD Expansion Unit.

— The #5157 is required when a #7127 Disk unit cage is added to a Model 820 and is
required when a #5155 Redundant Power and Cooling feature is added to a Model
820.

* #5155 Redundant Power and Cooling

— The #5155 adds an additional 575 Watt power supply for redundancy and additional
cooling fans to the Model 820.

| — The #5155 is the default for all processors
— Prerequisite: #5157 Feature Power Supply
| e #9002 Dual Line Cord Enabler

— The #9002 is a specify code that is added to all 820 systems ordered (initial orders or
| model upgrades into the 820) on or after the V5R1 announcement, regardless of
operating system level ordered. This specify code is used to determine that the 820
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power subsystem, which is being upgraded for V5R1, is enabled to support dual line
cords.

High Speed Link (HSL) on Model 820

The Model 820 supports a single HSL loop. These include the #5074/#5079 or #5075 PCI
Expansion Towers (with the #5079 tower counting as two #5074s), #5078 PCI Expansion Unit
and #0578 PCI Expansion Unit in Rack and certain external xSeries servers. The loop also
supports one of: #5033, #5034, or #5035 Migration Tower |. These units provide for the
migration of existing #5073 SPD 1/O towers or #5065/#5066 PCI Expansion Towers. The
following figure provides an example of the maximum supported tower configuration of a
Model 820. For further details, see AS/400e to iSeries 400 Migration, SG24-6055.

Note: The attachment of a migration tower reduces the total number of new I/O towers by
one.

HSL Loop

Model 820

#5075 PCI
#5074 PCI Expansion Towers Expansion Tower
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Model 820 Processor and Memory
#2435
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Note: All memory on the processor board, once a riser card is installed, is moved to the riser card.

#0151, #0152, #2437, #2438, #2457, #2458
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DIMM CONN - JOD [ DIMM CONN - J2D m
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\
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DIMM CONN - J38 H DIMM CONN - J1B F
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‘ M02  Memory Riser Card ‘

Memory Riser Card

‘ MO1 Memory Riser Card ‘ DIV CONN-J0A c [ DINM CONN-J2A A ]
DIMM CONN - JOB G [ DIMMGONN-J28 L] |
DINIM CONN-J0C. K DIMM CONN - J2C !
DIMM CONN- JOD o [ DIMM GONN-J20 L] ]

DIMM CONN - J3D
DIMM CONN - J3C
DIMM CONN - J3B
DIMM CONN - J3A

DIMM CONN - J1D
DIMM CONN - J1C
DIMM CONN - J1B
DIMM CONN - J1A

o||z||r||o
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Remote Control Panel

#0382 Remote Control Panel Cable enables use of the Remote Control Panel function on a
PC. The iSeries servers use a parallel interface (LPT) instead of a COM port for the Remote
Control Panel. The parallel port must be configured to use the Enhanced Parallel Port (EPP)
support. It must be EPP Version 1.9 compliant, which may require the PC's Basic
Input/Output Services (BIOS) to change. Check with your PC manufacturer for any
assistance, if needed. For cable connection details and PC requirements, see the AS/400
Operations Console Setup Guide, which is available at:

http://www.as400service. ibm.com/supporthome .nsf/Document /10000051

Notes:

* Due to the way EPP Version 1.9 support is implemented to support the remote control
panel, there may be PCs that do not support the use of this function.

* Use of the Remote Control Panel function is independent of the System Console.

e The Remote Control Panel function can be used with any System Console Specify.

e The Remote Control Panel Cable is not required for a LAN attached console (#5546 or
#5548).

Remote Control Panel is installed and used from PCs running the Windows NT 4.0 or
Windows 2000 Professional PC operating systems.

I/0 Processor and I/O Adapter Support

This section lists the supported IOPs and IOAs. See “I/O Processor”’ on page 271 and “l/O
Adapters and Controllers” on page 283 for full descriptions.

—— Note

PCI configuration rules for 0S/400 V5R1 hardware are quite flexible. See the “PCI Card
Placement Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for
rules for placing PCI card in configurations.

LAN/WAN/Workstation I0As

* #2743 PCIl 1 Gbps Ethernet IOA

o #2744 PCI 100 Mbps Token Ring IOA
» #2760 PCIl 1Gbps Ethernet UTP I0A
e #2772 Dual WAN/Modem Adapter

e #2773 Dual WAN/Modem Adapter

* #2817 PCIl 155Mbps MMF ATM

152 iSeries Handbook



* #4723 PCI 10 Mbps Ethernet IOA

e #4745 PCI Two Line WAN IOA

e #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem
e #4801 PCI Cryptographic Coprocessor

* #4815 PCl 155 Mbps UTP OC3 ATM IOA

e #4816 PCIl 155 Mbps MMF ATM IOA
e #4818 PCI 155 Mbps SMF ATM IOA
e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers
o #4748 PCI RAID Disk Unit Controller
o #4778 PCI RAID Disk Unit Controller
e #2763 PCI RAID Disk Unit Controller
e #9767 Base PCI Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 PCI Fibre Channel Tape Controller
e #2766 PCI Fibre Channel Disk Controller

» #2768 PCIl Magnetic Media Controller

I/0 Processors

* Embedded Base 32 MB PCI IOP (CCIN 282D)

* #2843 64 MB PCI IOP
* #2790 Integrated Netfinity Server
* #2791 Integrated xSeries Server

iSeries Model 820

Internal Disk, Tape, CD-ROM, and DVD-RAM Support

This section lists the supported internal disks, tape drives, CD-ROMs and DVD-RAMs. See
“PCI Disk Units” on page 315 and “Internal Tape, CD-ROM, and DVD-RAM” on page 327 for

full descriptions.

Internal Disk Units and Read Cache

* #4317 8.58 GB 10k RPM Disk Unit
* #4318 17.54 GB 10k RPM Disk Unit

iSeries Model 820
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e #4331 1.6 GB Read Cache Device

Internal Tape and CD-ROM

e #4525 CD-ROM

e #4530 DVD-RAM

e #4582 4 GB %-inch Cartridge Tape
e #4583 16 GB %-inch Cartridge Tape
e #4586 25 GB %-inch Cartridge Tape
e #4587 50 GB %-inch Cartridge Tape

External Towers

These towers attach to the Model 820 using HSL (High Speed Link). See “Expansion Towers”
on page 237 for full descriptions.

* #5033 Migration Tower |

e #5034 Migration Tower |

* #5035 Migration Tower |

* #5075 PCI Expansion Tower (small)

* #5074 PCI Expansion Tower (large)

* #0578 PCI Expansion Unit in Rack

* #5078 PCI Expansion Unit

e #5079 1.8m PCI I/O Expansion Tower

The Expansion Towers and Units in this table can attach to the Model 820 with the #5034 and
#5035 Migration Towers.

Feature Description Prerequisites
#5043 Pr@ary rack converted to secondary rack _
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
. One port on OLP card #2688 in System Unit
#5065 Storage/PCI Expansion Tower Expansion #9364/#5064
#5066 1.8 m I/O Tower See #5065
. . One port on OLP card #2688 in System Unit
#5072 1063M System Unit Expansion Tower Expansion #9364/#5064
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One port on OLP card #2688 in System Unit

#5073 1063M System Unit Expansion Tower Expansion #9364/#5064
One of #6502, #6512, #6530, #6532, #6533
#5082 1063M System Unit Expansion Tower and one port on OLP card #2688 in System
Unit Expansion #9364/#5064
#5083 1063M System Unit Expansion See #5082

A full description of these racks and towers is found beginning with “Expansion Towers” on

page 237.

Migration Tower Hardware

To connect migration towers, select one of these features:

e #2686 Optical Link Processor (266 Mbps)
e #2688 Optical Link Processor (1063 Mbps)

For hardware supported in the migration towers, refer to “Migration Tower PCI| Hardware” on
page 297 and “Migration Tower SPD Hardware” on page 305.
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iSeries Model 830

iSeries Model 830

A minimum functional server consists of the base server unit
and selected priced features. Included in the base server are v)
the physical package and power elements, a DASD controller,

an 1/O controller, and a #9771 Base PCI 2-Line WAN with
Modem as follows:

e System Unit (CEC) and #9074 Base I/0O Tower

e Linecord features

¢ Main Storage Expansion Card (slot M02) (CCIN 2881)

e Bus Expansion/Clock Card: Specify one of the these
features:

— #9777 Base HSL Ports - 8 Copper: Specify with
processor #2400

— #9774 Base HSL Ports - 2 Optical/6 Copper: Specify iSeries Model 830 System Unit
with processor #2400

— #9752 Base HSL Ports - 8 Copper: Specify with processors #2402, #2403, and #2351

— #9758 Base HSL Ports - 2 Optical/6 Copper: Specify with processors #2402, #2403,
and #2351

* PCl and CSP Card (CCIN 28AA)

e Bus Adapter (CCIN 2681)

* Operator Panel with key stick (CCIN 247A)
* #9074 Base I/O Tower

* #9943 Base PCI IOP

— Provides support for #9778 Base PCI RAID Disk Unit Controller

Provides support for up to 15 Disk Units, the required CD-ROM/DVD-RAM, and a
feature Internal Tape or a feature CD-ROM/DVD-RAM.

— Provides support for base Console/Workstation I0A

The configurator will determine which feature combinations will be on the order based
on the System Console specify — #5540, #5544, #5546 or #5548.
These required features must be ordered:
* Processor (one must be specified)

— #2400 2-way processor (iStar 400 Mhz) (1850 CPW)
— #2402 4-way processor (iStar 540 Mhz) (4200 CPW)
— #2403 8-way processor (iStar 540 Mhz) (7350 CPW

Requires #2881 Main Storage Expansion (Slot M05)
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— #2351 1/8 way POD (iStar 540 Mhz) (7350 CPW) requires V5R1

The #2351 is not generally available. Rochester lab approval for i-listed RPQ 847125
is required prior to placing an order for #2351 or #1605 POD Activation.

¢ Interactive Card (one must be specified)

Interactive CPW

Processor Feature

#2351

#2400

#2402

#2403

#1531
#1532
#1533
#1534
#1535
#1536
#1537

70
120
240
560
1050
2000
4550

70
120
240
560
1050

70
120
240
560
1050
2000

70
120
240
560
1050
2000
4550

e Main Storage

— #2881 Main Storage Expansion (slot M05)
* Required for #2403 and #2351 processors

* Required for #2400 and #2402 processors if more than 32 main storage features

are installed

e Can be manually configured if 32 or less main storage features are included in the

order.

— A minimum of one set of eight of the same features must be selected:

e #3062 - 128 MB Main Storage
* #3064 - 256 MB Main Storage

e #3065 - 512 MB Main Storage (128 Mb technology)
* #3066 - 512 MB Main Storage (256 Mb technology)
* #3067 - 1GB Main Storage DIMM (256 Mb technology)

¢ [nternal Disk Units and Read Cache

Device Parity Protection: All (0041) is the default for disk data protection. With RAID
protection as the default, a minimum of four disk units of equal capacity must be ordered.
If RAID protection is removed from the system order, order at least one of these disks:

— #4317 - 8.58 GB 10k RPM Disk Unit

— #4318 - 17.54 GB 10k RPM Disk Unit
— #4331 - 1.6 GB Read Cache Device
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* Integrated CD-ROM/DVD-RAM

— #4425 CD-ROM
— #4430 DVD-RAM

* System Console/Communications Adapter

The console on LAN options require a dedicated LAN adapter. A #0367 Operations
Console PCI Cable will also be added to the order by the marketing configurator.

— #5540 System Console on twinaxial workstation controller
#4746 PCIl Twinaxial IOA

— #5544 System Console on #9771 WAN Adapter
#0367 Operations Console PCI Cable

— #5546 System Console on 100 Mbps Token-Ring

e #2744 PCl 100Mbps Token-Ring IOA (Console)
e #0367 Operations Console PCI Cable

— #5548 System Console on 100 Mbps Ethernet
e #4838 PCIl 100/10Mbps Ethernet IOA (Console)
e #0367 Operations Console PCI Cable

The 830 server initial installation and model upgrades are performed by IBM Service
representatives.

Card Technology

With the implementation of new PCI technologies, the Model 830 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation.

Prior AS/400 models required input/output processors (IOPs) to be in specific slots in the
system and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

This PCI I/O structure enables customer setup of selected features of the Model 830. It also
enables Hot Plug PCI for adding and replacing hardware without taking the server down. A
full understanding of configuration rules associated with the various 1/0O features of the 830
system is required.

The 830 processors support four 32-bit and ten 32/64-bit PCI slots.
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These functions do not have equivalent function PCI cards for the Model 830:

PCI

ASCII Adapter

V.25 Autocall cable

Select standby mode

X.21 switched WAN dial-up or Shorthold Mode WAN
Asynchronous communication speeds of less than 300 bps

Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

V.54 local and remote loopback (diagnostics functions supported by some modems)

adapters also do not support X.21 switched WAN dial-up or Shorthold Mode WAN.

The fundamental bus architecture of the iSeries server is unchanged when using PCI
adapters. The AS/400e IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-iSeries or non-AS/400e server
structures.

Processor Features

162

#2351 1/8-way Processor on Demand (iStar 540 Mhz) (RPQ 847125)

— Processor Capacity Card (CCIN 24xx)
— Processor 1 (CCIN 245D)
— Processor 0 (CCIN 245D)

#2400 2-way Processor (iStar 400 Mhz)

— Processor 1 (CCIN 2400)
— Processor 0 (CCIN 245C)

#2402 4-way Processor (iStar 540 Mhz)

— Processor 1 (CCIN 2402)
— Processor 0 (CCIN 245D)

#2403 8-way Processor (iStar 540 Mhz)

— Processor Capacity Card (CCIN 2403)
— Processor 0 (CCIN 245D)
— Processor 1 (CCIN 245D)
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Note: Capacity Upgrade on Demand (CUoD) is described in “Workload and Performance” on
page 41.

Interactive Features

The Model 830 supports various levels of interactive performance through the installation of
interactive features.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250).

* Any system administration job submitted to batch is not considered interactive work.
* Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “Workload and
Performance” on page 41.

A feature cross-reference table provided on the AS/400 system can be used to relate the
Processor Feature Code to the Processor and Interactive features visible in the AS/400
configurator. The Processor Feature Code is found by displaying the QPRCFEAT system
value or in the rack configuration. The Processor Feature Code is used when ordering
software license keys. Or refer to the Model 830 processor/interactive feature table on page
160.

Processor Group is determined by a combination of the Processor and Interactive Feature.
This table provides a cross reference for the Model 830.

Processor Interactive Feature Processor Feature Processor Group

#1531 #23C1 P20
#1532 #23C2 P30

#2400 #1533 #23C3 P30
#1534 #23C4 P30
#1535 #23C5 P30
#1531 #23D1 P30
#1532 #23D2 P40
#1533 #23D3 P40

#2402
#1534 #23D4 P40
#1535 #23D5 P40
#1536 #23D6 P40
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#1531 #23D8 P40
#1532 #23D9 P50
#1533 #23DA P50
#2403 #1534 #23DB P50
#1535 #23DC P50
#1536 #23DD P50
#1537 #23DE P50

Main Storage

All main storage on the Model 830 is feature main storage. All main storage DIMMs on the
Model 830 must be added in sets of eight (octals) of the same capacity and technology. Note
that the #3065 and #3066 cannot be mixed in the same octal. There are a total of 64 DIMM
slots available on the Model 830. Of the 64 slots, 32 are “base”, and an additional 32 are
available with feature #2881 Main Storage Expansion installed.

These memory features are available on the Model 830:
* #3000: Migrated 128 MB Main Storage DIMM—Support only

— Available only on upgrades from Models 620/S20/720 to the Model 830
— Only a quantity of two is supported
— Supported in octal(s) with #3062

#3062: 128 MB Main Storage DIMM

#3064: 256 MB Main Storage DIMM

#3065: 512 MB Main Storage DIMM (128 Mb technology)

#3066: 512 MB Main Storage DIMM (256 Mb technology)

#3067: 1 GB Main Storage DIMM (256 Mb technology) requires V5R1

For processors #2400 and #2402:

* For new systems without #2881 Main Storage Expansion, DIMMs are added in octals
on the base Main Storage card.

e For new systems with #2881 Main Storage Expansion, DIMMs are added in octals and
“spread” across the Base Main Storage card (CCIN 2881) and the #2881 Main Storage
Expansion.

For MES orders without #2881 Main Storage Expansion, DIMMs are added in octals
on the Base Main Storage card (CCIN 2881).

For MES orders with #2881 Main Storage Expansion, DIMMs are added in octals and
“spread” across the Base Main Storage card and the #2881 Main Storage Expansion.

If a #2881 Main Storage Expansion is added on an MES order, it is not required that
the DIMMs (in octals) are “spread” equally between the Base Main Storage card
(CCIN 2881) and the #2881 Main Storage Expansion.
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For the #2403 and #2351 processors, both the Base Main Storage card (CCIN 2881) and the
#2881 Main storage Expansion are required. For both new builds and MES orders, the
DIMMS (in octals) are “spread” across the base Main Storage card and the #2881 Main
Storage Expansion.

Power and Packaging

The Model 830 includes an internal battery that is automatically activated in the event of a
utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system
uses the battery to attempt an orderly shutdown to avoid losing data in main storage that is
not written to disk. An external UPS is recommended to protect the system unit and any
external components against utility power outages. Continuously Powered Mainstore (CPM)
is not supported on the Model 830. An external UPS can allow the system to run
uninterrupted for longer than thirty seconds when utility power is lost. It can also maintain
power long enough to ensure that the system successfully completes a shutdown to avoid
losing data.

System Power
e Processor Enclosure

— Bulks (1100 watt) (CCIN 515B) (Quantity two)
— Regulator (CCIN 27AA with Processors #2400 and #2402, CCIN 27AB with Processor
#2403)

e Base I/O Tower (#9074)

— Bulks (765 Watt) (CCIN 515A) (Quantity two)
— AC Input/Charger
— Batteries (Quantity four)

e Dual Line Cord - 830 CEC (#5103)

— Provides dual line cord capability for the Model 830 system unit and attached #9074
base I/0O tower.

— Two #14XX line cords are required on the Model 830 when this feature is ordered
initially or as an upgrade to a Model 830. When ordering #5103 alone as an MES, an
additional 14XX line cord is required, for a total of two line cords for the system unit.

— This feature is supported on racked (#0550) Model 830 servers.

— Prerequisite: If the #9074 has feature #5101 (30-Disk Expansion Feature) installed,
the #5101 must be converted to a #5111.

iSeries Model 830 165



iSeries Model 830

— 08/400 V5R1 plus PTFs, or later is required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

— e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

#0550 iSeries Rack
See “#0550 iSeries Rack” on page 259 for a description of the #0550 iSeries Rack.

#9074 Base I/0 Enclosure

The #9074 is the base 1/O tower shipped on Models 830 and SB2. The #9074 supports up to
45 disk units, up to 11 PCI IOAs, and up to two removable media units.

One internal HSL cable is included as base. Optionally, one of these HSL cables may be
selected:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #1462 15m Copper HSL cable can be used on any HSL port of the Model 830.

The #9074 has a #9943 Base PCI IOP and a #9778 PCI RAID Disk Unit Controller, has PCI
slots for up to 11 PCI IOAs, space for up to 45 disk units (15 are “base”, 30 additional with
#5101), space for two removable media devices, one battery backup and redundant/hot swap
power supplies. The #9074 is capable of controlling Ultra2 SCSI disk units. The 11 PCI IOAs
are supported (driven) by the base #9943 PCI IOP and by feature #2843 PCI IOPs or #2791
Integrated xSeries Servers.

The mounting for the first 15 disk units is included in the #9074 (base). The mounting for the
next 30 disk units is optional by ordering feature code #5101 30 Disk Expansion Feature.

The #9074 also supports up to two removable media devices (internal tape or
CD-ROM/DVD-RAM) that are supported by the #9778.

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #9074 Base I/O Tower. The
#5101 includes two 15 disk unit enclosures, one 765-Watt power supply, backplanes, and
cables. One #4778 PCI RAID Disk Unit Controller is required to support the 15 disk units in
each of the two disk unit enclosures included with the #5101. Two #4778 PCI RAID Disk Unit
Controllers are required to support 30 disk units.
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#5111 30-Disk Expansion With Dual Line Cord Feature

The #5111 is a disk unit expansion enclosure for systems and towers that are dual line cord
enabled. It includes two 15 disk unit enclosures, backplanes, and cables. Two #4748/#4778
PCI RAID Disk Unit Controllers are required to support 30 disk units.

Prerequisites:

* #5103 when ordered for a Model 830 system unit
e #5105 when ordered for a stand alone #5074 1/O Tower
e #5106 for the unit in a #5079 where this expansion enclosure is to be installed

0OS/400 V5R1 plus PTFs, or later is required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

High Speed Link (HSL) on Model 830

The Model 830 supports up to four HSL loops, one of which can be an Optical HSL Loop. The
Optical HSL Loop extends the distance between the 830 system unit and the 1/O units from
the current 15 meters to 250 meters, which can help to improve data reliability and protection.
The Optical HSL cables are smaller and easier to work with. Optical and Copper HSL cables
may not be intermixed within a loop. Each loop supports the attachment of the #5074 1/O
towers (with the #5079 counting as two #5074s), the #5078 PCI Expansion Units, the #0578
PCI Expansion Unit in Rack, and certain external xSeries servers. Only #5074, #5079,
#0578, and #5078 may be attached to the Optical HSL loop. The Model 830 supports #503x
Migration Tower | or #5077 Migration Tower Il, which provides for the migration of existing
#5073 SPD 1/0 towers or #5065/#5066 PCl Expansion Towers to leverage the hardware
investment in this older technology.

Due to the high bandwidth of HSL, you should see comparable performance, whether using
copper or optical HSL, even though optical runs at a slower speed. However if you have
intensive 1/0 bandwidth requirements (for example, large system data mining), you may
experience some performance degradation with optical HSL. We recommend you avoid using
a maximum number of 1/O towers on an optical HSL loop.

The following figure shows the Model 830 and five connected towers. For further details, see
AS/400e to iSeries 400 Migration, SG24-6055.
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#5079 1.8M I/O Tower
Counts as two towers

Model 830 HSL Loops

#5074 PCI Expansion
Towers
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Model 830 Main Storage Card
(CCIN 2881)

Legend

Base Feature

Required Feature

Unavailable if
Integrated xSeries
Serverisinstalled

Note 1: If CO5 has an Integrated xSeries
Server, slot C06 is unawailable, and slot C07
is available only as a short slot.

Note 2: If C11 has an Integrated XSeries
Server, slot C12is not available, and slot
C13is available only as a short slot.

> |0)= | Or|Cw mZS|o|eon<|~N

W X|HN O <A mM|To)X| o || T [ N|o

Note 3: The position of the cards may
change depending on the console and other
features selected.

Remote Control Panel

The #0382 Remote Control Panel Cable enables use of the Remote Control Panel function
on a PC. The iSeries servers use a parallel interface (LPT) instead of a COM port for the
Remote Control Panel. The parallel port must be configured to use the Enhanced Parallel
Port (EPP) support. It must be EPP Version 1.9 compliant, which may require the PC's Basic
Input/Output Services (BIOS) to change. Check with your PC manufacturer for any
assistance, if needed. For cable connection details and PC requirements, see the AS/400
Operations Console Setup Guide, which is available at:

http://www.as400service. ibm.com/supporthome .nsf/Document /10000051

Notes:

* Due to the way EPP Version 1.9 support is implemented to support the remote control
panel, there may be PCs that do not support the use of this function.

* Use of the Remote Control Panel function is independent of the System Console.
* The Remote Control Panel function can be used with any System Console Specify.

e The Remote Control Panel Cable is not required for a LAN attached console (#5546 or
#5548).
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Remote Control Panel is installed and used from PCs running the Windows NT 4.0 or
Windows 2000 Professional PC operating system.

I/0 Processor and I/O Adapter Support

This section lists the supported IOPs and IOAs. See “I/O Processor”’ on page 271 and “l/O
Adapters and Controllers” on page 283 for full descriptions.

— Note

PCI configuration rules for 0S/400 V5R1 hardware are quite flexible. See the PCI Card
Placement Rules chapter of the iSeries and AS/400e System Builder, SG24-2155 for rules
for placing PCI card in configurations.

LAN/WAN/Workstation I0As

* #2743 PCIl 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring IOA

o #2760 PCI 1Gbps Ethernet UTP IOA

e #2772 Dual WAN/Modem Adapter

e #2773 Dual WAN/Modem Adapter

e #2817 PCIl 155Mbps MMF ATM

* #4723 PCI 10 Mbps Ethernet IOA

e #4745 PCI Two Line WAN IOA

e #4746 PCI Twinaxial IOA

e #4750 PCI ISDN BRI U IOA

e #4751 PCI ISDN BRI S/T IOA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCIl 155 Mbps MMF ATM I0A

* #4818 PCIl 155 Mbps SMF ATM I0A

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #9778 Base PCI RAID Disk Unit Controller
o #4778 PCI RAID Disk Unit Controller
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Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 PCI Fibre Channel Tape Controller
» #2766 PCI Fibre Channel Disk Controller

» #2768 PCIl Magnetic Media Controller

I/0 Processors

* #9943 Base PCI IOP

* #2843 PCI IOP (64 MB)

* #2790 Integrated Netfinity Server
* #2791 Integrated xSeries Server

Internal Disk, Tape, CD-ROM, and DVD-RAM Support

This section lists the supported internal disks, tape drives and CD-ROMs. See “PCI Disk
Units” on page 315 and “Internal Tape, CD-ROM, and DVD-RAM” on page 327 for full
descriptions.

Internal Disk Units

e #4317 8.58 GB 10k RPM Disk Unit
e #4318 17.54 GB 10k RPM Disk Unit
e #4331 1.6 GB Read Cache Device

Internal Tape, CD-ROM, and DVD-RAM

e #4425 CD-ROM

e #4430 DVD-RAM

o #4482 4 GB Y-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape
e #4487 50 GB %-inch Cartridge Tape

External Towers
These towers attach to the Model 830 via HSL (High Speed Link).

* #5034 Migration Tower |

#5035 Migration Tower |

#5074 PCI Expansion Tower
#5077 Migration Tower Il

#0578 PCI Expansion Unit in Rack
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* #5078 PCI Expansion Unit
e #5079 1.8m PCI I/O Expansion Tower

iSeries Model 830

See “Expansion Towers” on page 237 and “Migration Towers” on page 248 for full

descriptions.

The Expansion Towers and Units in this table can attach to the Model 830 via #5034, #5035,
and #5077 Migration Towers.

Feature Description Prerequisites
#5043 Pr@ary rack converted to secondary rack _
(migrated)
#5044 System Unit Expansion Rack (migrated) #2686 Optical Link Processor (OLP) Card
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
One port on #2688 OLP card in #9364/#5064
#5065 Storage/PCI Expansion Tower System Unit Expansion or in #5077 Migration
Tower
#5066 1.8m I/O Tower See #5065
One port on #2688 OLP card in #9364/#5064
#5072 1063M System Unit Expansion Tower System Unit Expansion or in #5077 Migration
Tower
One port on #2688 OLP card in #9364/#5064
#5073 1063M System Unit Expansion Tower System Unit Expansion or in #5077 Migration
Tower
One of #6502, #6512, #6530, #6532, #6533
. . and one port on #2688 OLP card in
#5082 1063M System Unit Expansion Tower #9364/#5064 System Unit Expansion or in
#5077 Migration Tower
#5083 1063M System Unit Expansion See #5082

Full descriptions of these racks and towers are found beginning with “Expansion Towers” on

page 237.

Migration Tower Hardware
To connect migration towers, select one of these features:

e #2686 Optical Link Processor (266 Mbps)
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e #2688 Optical Link Processor (1063 Mbps)

For hardware supported in the migration towers, refer to “Migration Tower PCI| Hardware” on
page 297 and “Migration Tower SPD Hardware” on page 305.
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A minimum functional server consists of the base server unit
and selected priced features. Included in the base server are
the physical package and power elements, a DASD
controller, an 1/O controller, and a #9771 Base PCI 2-Line
WAN with Modem as follows:

System Unit (CEC) and #9079 Base I/O Tower or #8079
Optional Base 1/0 Rack

Linecord Features (one for the system unit and one for
the #9079 or two for the #8079)

Clock Card (CCIN 25AA)
Clock Daughter Card (CCIN 25AC)

Terminator/Filler Card (CCIN 246C) (Two on the #2352
and one on the #2353)

PCl and CSP Card (CCIN 28AA)
Operator Panel with key stick (CCIN 247C)
#9079 Base I/O Tower or #8079 Optional Base I/0O Rack
Bus Expansion Card, specify one of these features:
— #9755 Base HSL Ports - 16 Copper
— #9759 Base HSL Ports - 4 Optical/12 Copper
Bus Adapter (CCIN 2691)
#9943 Base PCI IOP

iSeries Model 840

/

~ 3

/

iSeries Model 840 System Unit

— Provides support for #9778 Base PCI RAID Disk Unit Controller
Provides support for up to 15 Disk Units, the required CD-ROM, and a feature Internal

Tape or a feature CD-ROM

— Provides support for a base Console/Workstation I0A

The configurator determines which feature combinations will be on the order based on
the System Console specify #5540, #5544, #5546, or #5548

These features are required:

© Copyright IBM Corp. 1988, 1994, 1995, 1996, 1997, 1988, 1999, 2000, 2001

Processor (one must be specified)

— #2352 Model 840 8/12-Way POD (SStar 600 Mhz) (9000/12000 CPW)
— #2353 Model 840 12/18-Way POD (SStar 600 Mhz) (12000/16500 CPW)
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— #2354 Model 840 18/24-Way POD (SStar 600 Mhz) (16500/20200 CPW)
— #2461 Model 840 24-Way Processor (SStar 600 Mhz) (20200 CPW)

¢ Interactive Card (one must be specified)

Processor Feature #2352 #2353 #2354 #2461

Interactive Feature
#1540 120 120 120 120
#1541 240 240 240 240
#1542 560 560 560 560
#1543 1050 1050 1050 1050
#1544 2000 2000 2000 2000
#1545 4550 4550 4550 4550
#1546 10000 10000 10000 10000
#1547 16500 16500 16500
#1548 20200 20200

* Main Storage. Main storage cards are required to be installed in groups of four (quads)
of the same capacity and technology. A minimum of one set of four is required.

— #3196 - 8192 MB Main Storage Card (256 Mb technology)
e Requires #2730 Programmable Regulator (2X)
* May be selected only to achieve main storage increments greater than
65536MB
#3612 - 1024 MB Main Storage Card (256 Mb technology)

#3613 - 2048 MB Main Storage Card (256 Mb technology)
#3614 - 4096 MB Main Storage Card (256 Mb technology)

The #3196 requires the #2730 Programmable Regulator (quantity two) and may be
selected only to achieve main storage increments greater than 65536 MB.

* Integrated Disk Units

Device Parity Protection: All (0041) is the default for disk data protection. With RAID
protection as the default, order a minimum of four disk units of equal capacity. If RAID
protection is removed from the system order, order at least one of these disks:

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit

* Integrated CD-ROM/DVD-RAM

— #4425 CD-ROM
— #4430 DVD-RAM

* System Console/Communications Adapter

The console on LAN options require a dedicated LAN adapter. A #0367 Operations
Console PCI Cable will also be added to the order by the marketing configurator.
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#5540 System Console on twinaxial workstation controller
#4746 PCIl Twinaxial IOA

#5544 System Console on #9771 WAN Adapter

#0367 Operations Console PCI Cable

#5546 System Console on 100 Mbps Token Ring

e #2744 PCl 100Mbps Token-Ring IOA (Console)
e #0367 Operations Console PCI Cable

#5548 System Console on 100 Mbps Ethernet

e #4838 PCIl 100/10Mbps Ethernet IOA (Console)
e #0367 Operations Console PCI Cable

The 840 server initial installation and model upgrades are performed by IBM Service
Representatives.

Card Technology

With the implementation of new PCI technologies, the Model 840 provides more flexibility in
the placement of IOPs and IOAs. This results in more efficient use of card slots, potentially
resulting in a lower cost of implementation.

Earlier AS/400e models required input/output processors (IOPs) to be in specific slots in the
system and expansion towers. If high performance in a particular area was required, a single
input/output adapter (IOA) may have been assigned to a single IOP. This resulted in
unassigned slots in the tower, leaving valuable slots empty.

This PCI I/O structure enables customer setup of selected features of the Model 840. It also
enables Hot Plug PCI for adding and replacing hardware without taking the server down. A
full understanding of configuration rules associated with the various 1/0O features of the 840
system is required.

The 840 processors support four 32-bit and ten 32/64-bit PCI slots.

These functions do not have equivalent function PCI cards for the Model 840:
e ASCII Adapter

V.25 Autocall cable

Select standby mode

X.21 switched WAN dial-up or Shorthold Mode WAN

Asynchronous communication speeds of less than 300 bps
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» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

e V.54 local and remote loopback (diagnostics functions supported by some modems)
PCI adapters also do not support X.21 switched WAN dial-up or Shorthold Mode WAN.

The fundamental bus architecture of the iSeries is unchanged when using PCI adapters. The
AS/400e IOP continues to off load the main processor; isolate the host from adapter and
network errors; and manage, configure, and service the adapters. PCI architecture offers
advantages in flexibility over non-iSeries or non-AS/400e server structures.

Processor Features
* #2352 8/12-way Processor on Demand (POD) (SStar 600 Mhz)

— Processor Capacity Card (CCIN 2352)
— Processor 0 (CCIN 246F)
— Processor 1 (CCIN 246E)

* #2353 12/18-way Processor on Demand (POD) (SStar 600 Mhz)

Processor Capacity Card (CCIN 2353)
Processor 0 (CCIN 246F)
Processor 1 (CCIN 246E)
Processor 2 (CCIN 246E)

* #2354 18/24-way Processor on Demand (POD) (SStar 600 Mhz)

Processor Capacity Card (CCIN 2354)
Processor 0 (CCIN 246F)
Processor 1 (CCIN 246E)
Processor 2 (CCIN 246E)
Processor 3 (CCIN 246E)

e #2461 24-way Processor (SStar 600 Mhz)

Processor 0 (CCIN 246F)
Processor 1 (CCIN 246E)
Processor 2 (CCIN 246E)
Processor 3 (CCIN 246E)
Processor Capacity Card (CCIN 2461)

Note: Capacity Upgrade on Demand (CUoD) is described in “Workload and Performance” on
page 41.

180  iSeries Handbook



iSeries Model 840

Interactive Features

The Model 840 supports various levels of interactive performance through the installation of
interactive features.

Interactive CPW is an approximate value reflecting the portion of Processor CPW that can be
used for workloads performing interactive-based tasks (5250).

* Any system administration job submitted to batch is not considered interactive work.
* Any use of Operations Navigator (GUI administration functions) is not considered
interactive work.

For a discussion of how these features influence system performance, see “Workload and
Performance” on page 41.

The available interactive options are shown in the table on page 178.

A feature cross-reference table can be used to relate the Processor Feature Code to the
Processor and Interactive features visible in the AS/400 configurator. The Processor Feature
Code is found by displaying the QPRCFEAT system value or in the rack configuration. The
Processor Feature Code is used when ordering software license keys.

The Processor Group is determined by a combination of the Processor and Interactive
Feature. The following table provides a cross reference for the Model 840.
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Processor Interactive Feature Processor Feature Processor Group

#1540 #26B0 P40
#1541 #26B1 P50
#1542 #26B2 P50

#2352 #1543 #26B3 P50
#1544 #26B4 P50
#1545 #26B5 P50
#1546 #26B6 P50
#1540 #26B8 P40
#1541 #26B9 P50
#1542 #26BA P50
#1543 #26BB P50

#2353
#1544 #26BC P50
#1545 #26BD P50
#1546 #26BE P50
#1547 #26BF P50
#1540 #26C0 P40
#1541 #26C1 P50
#1542 #26C2 P50
#1543 #26C3 P50

#2354 #1544 #26C4 P50
#1545 #26C5 P50
#1546 #26C6 P50
#1547 #26C7 P50
#1548 #26C8 P50
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#1540 #26D0 P40
#1541 #26D1 P50
#1542 #26D2 P50
#1543 #26D3 P50
#2461 #1544 #26D4 P50
#1545 #26D5 P50
#1546 #26D6 P50
#1547 #26D7 P50
#1548 #26D8 P50

Main Storage

All main storage cards on the Model 840 must be added in sets of four (quads) of the same
capacity and technology. There are 16 slots available for main storage cards in the Model
840. The slots are arranged in groups of four: AAAA, BBBB, CCCC, and DDDD. The plugging
order for the main storage cards is AAAA, BBBB, CCCC, and then DDDD.

There are no rules regarding the placement of a particular size of main storage card quad
into a card slot group. A quad of any size main storage card may be placed in any of the four
groups of four slots.

The available main storage features are as follows:

* #3196 - 8192 MB Main Storage Card (256 Mb technology)

* #3612 - 1024 MB Main Storage Card (256 Mb technology, replaces the #3197)
e #3613 - 2048 MB Main Storage Card (256 Mb technology, replaces the #3198)
* #3614 - 4096 MB Main Storage Card (256 Mb technology, replaces the #3195)

The #3196 requires the #2730 Programmable Regulator (quantity two) and may be selected
only to achieve main storage increments greater than 65536 MB.

Power and Packaging

The Model 840 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system
uses the battery to attempt an orderly shutdown to avoid losing data in main storage that is
not written to disk. An external UPS is recommended to protect the system unit and any
external components against utility power outages. Continuously Powered Mainstore (CPM)
is not supported on the Model 840. An external UPS can allow the system to run
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uninterrupted for longer than thirty seconds when utility power is lost. It also maintains power
long enough to ensure that the system successfully completes a shutdown to avoid losing

data.

System Power
* Processor side, 8/12-Way, 12-Way, and 12/18-Way

Bulks (1000 watt) (CCIN 5154) (Quantity four)

Programmable Regulators (CCIN 2730) (Quantity eight)

#2730 Programmable Regulator (Quantity two) required if #3196 8 GB Main Storage
cards are installed

Memory Control Regulator (CCIN 2716)

Processor Regulators (CCIN 2714) (Quantity two)

Charger

Battery Pack

SPCN Card (CCIN 285E)

AC Power Supply Country Specific Usage

* Processor side, 18/24 and 24-Way

Bulks (1000 watt) (CCIN 5154) (Quantity five)

Programmable Regulators (CCIN 2730) (Quantity nine)

#2730 Programmable Regulator (Quantity two) required if #3196 8 GB Main Storage
cards are installed

Memory Control Regulator (CCIN 2716)

Processor Regulators (CCIN 2714) (Quantity two)

Charger

Battery Pack

SPCN Card (CCIN 285E)

AC Power Supply Country Specific Usage

e Base I/0O Tower (#9079)

Bulks (765 Watt) (CCIN 515A) (Quantity two)
Batteries (Quantity four)
AC Input/Charger

e Dual Line Cord - 840 CEC (#5104)

Provides dual line cord capability for the Model 840 system unit, #9079 base 1/O tower,
and lower unit of the #8079 Optional Base 1/0O Tower.

— Two #14XX line cords are required on the Model 840 and two on the #9079 when the
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#5104 is ordered initially or for upgrades to a new Model 840. When ordered as an
MES, an additional 14XX line cord for the system unit and one for the #9079 are
required.
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— Two #14XX line cords are required for the Model 840 system unit, and for the lower
unit in the #8079 when this feature is ordered initially or as an upgrade to a Model
840. When ordering #5104 alone as an MES, an additional #14XX line cord is
required for the system unit, and for the lower unit in the #8079, for a total of two line
cords for both the system unit and the lower unit in the #8079.

— #5105 is required for dual line cord capability for the upper unit in the #8079.

— Prerequisite: If the #9079 or #8079 has feature #5101 (30-Disk Expansion Feature)
installed, the #5101 must be converted to a #5111.

— 0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950
at: http://as400service.rochester. ibm.com/supporthome.nsf/document/10000035

— e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

#8079 Optional Base 1/0 Rack

The #8079 is a optional base 1/O rack shipped on the Model 840 instead of the #9079 Base
I/0 Tower. The #8079 supports up to 90 disk units, up to 22 PCI I0As, and up to four
removable media units. A #8079 is a #9079 Base 1/0O tower with a #5074 (#0574 Specify
Code) tower package in a rack.

Select three or four (any combination) of these HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #1462 15m Copper HSL cable can be used on any HSL port of the Model 840. If a #5077
migration tower is included in the configuration, four HSL cables have to be ordered for the
#8079 Optional Base 1/0 Rack.

Select two of these SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

Specify two line cords for the #8079 Optional Base 1/0 Rack.

The #8079 has a #9943 Base PCI IOP and a #9778 PCI RAID Disk Unit Controller. It has PCI
slots for up 22 PCI I0As, space for up to 90 disk units (the #5101 is installed in both the
bottom and top unit), space for four removable media devices, two battery backups, and
redundant/hot swap power supplies.
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The #8079 is capable of controlling Ultra2 SCSI disk units.

The 22 PCI IOAs are supported (driven) by two base #9943 PCI IOPs and feature #2843 PCI
IOPs, feature #2790 Integrated Netfinity Servers, or #2791 Integrated xSeries Servers.

The #8079 also supports up to four removable media devices (internal tape or CD-ROM).
These removable media devices are supported by one 9748 and feature #4748.

If the top enclosure is to be attached to a different system than what was initially ordered,
RPO remove the #0574 specify code from the initial ordered machine and add it to the target
machine.

#9079 Base I/0 Tower

The #9079 is the base I/0O tower shipped on the Model 840. The #9079 supports up to 45 disk
units, up to 11 PCI IOAs, and up to two removable media units.

Select two (any combination) of these HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #1462 15m Copper HSL cable can be used on any HSL port of the Model 840.

Select one of these SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

Specify one line cord for the #9079 Base I/O Tower.

The #9079 has a #9943 Base PCI IOP and a #9778 PCI RAID Disk Unit Controller. It has PCI
slots for up 11 PCI 10As, space for up to 45 disk units (15 are “base”, 30 additional with the
#5101), space for two removable media devices, one battery backup, and redundant/hot
swap power supplies.

The #9079 is capable of controlling Ultra2 SCSI disk units.

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI IOPs or #2791 Integrated xSeries Servers.

The mounting for the first 15 disk units is included in the #9079 (base). The mounting for the
next 30 disk units is optional by ordering feature code #5101 30 Disk Expansion Feature.
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The #9079 also supports up to two removable media devices (internal tape or CD-ROM).
These removable media devices are supported by the #9778.

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #5074 Expansion Tower, the
#9074 Base I/O Enclosure, and the #9079 Base I/O Tower. The #5101 includes two 15 disk
unit enclosures, one 765-Watt power supply, backplanes and cables. One #4778 PCI RAID
Disk Unit Controller is required to support the 15 disk units in each of the two disk unit
enclosures included with #5101. Two #4778 PCI RAID Disk Unit Controllers are required to
support 30 disk units.

#5111 30-Disk Expansion With Dual Line Cord Feature

The #5111 is a disk unit expansion enclosure for systems and towers that are dual line cord
enabled. It includes two 15 disk unit enclosures, backplanes, and cables. Two #4748/#4778
PCI RAID Disk Unit Controllers are required to support 30 disk units.

Prerequisites:

* #5104 when ordered for a Model 840 system unit
* #5105 when ordered for a stand alone #5074 1/0O Tower or the top unit in a #8079
e #5106 for the unit in a #5079 where the #5111 expansion enclosure is to be installed

0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

#2730 Programmable Regulator

The #2730 Programmable Regulator (quantity two) is required if the #3196 8 GB Main
Storage Card is installed in the Model 840.

#5150 Battery Backup (external)

The #5150 is an external battery backup that, when used in conjunction with the internal
battery backup, is capable of extending the battery backup time on Models 840 and SB3.

High Speed Links (HSL) on Model 840

The Model 840 supports up to eight HSL loops two of which can be Optical HSL loops. The
Optical HSL Loop extends the distance between the 830 system unit and the 1/0O units from
the current 15 meters to 250 meters which can help to improve data reliability and protection.
The Optical HSL cables are smaller and easier to work with. Optical and Copper HSL cables
may not be intermixed within a loop. These loops support the attachment of #5074 1/O Towers
(with the #5079 counting as two #5074s) and certain external xSeries servers. Only #5074,
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#5079, #0578, and #5078 may be attached to the Optical HSL loop. The Model 840 supports
a #5077 Migration Tower Il, which provides for the migration of existing #5073 SPD 1/O
towers or #5065/#5066 PCl Expansion Towers to leverage the hardware investment in this
older technology. For further details, see AS/400e to iSeries 400 Migration, SG24-6055.

Due to the high bandwidth of HSL, you should see comparable performance, whether using
copper or optical HSL, even though optical runs at a slower speed. However, if you have
intensive 1/0 bandwidth requirements (for example, large system data mining) you may
experience some performance degradation with optical HSL. Use less than the allowed
maximum number of I/O towers on an optical HSL loop to optimize performance.

Note: The base I/O tower is on the first loop. The following figure shows the Model 840 and
nine connected towers.

#5079 1.8M I/O Tower

Model 840

Base I/O Tower on
HSL Port AO
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Model 840 System Unit (n - Way)

#2352, #2353, #2354, #2461 Processors

Legend
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Integrated xSeries
Server isinstalled

Note 1: If CO5 has an Integrated
xSeries Server, slot C06 is not
awailable, and slot CO7 is available
only as a short slot.

Note 2: If C11 has an Integrated
xSeries Server, slot C12is
unavailable, and slot C13 is available
only as a short slot.

Note 3: The position of the cards may
change depending on the console and
other features selected.
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#8079 Optional Base Rack

NOTE: Total of number of diskbays is 2x45
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Legend

Base Feature

Required Feature

Unavailable if
Integrated Netfinity
Serverisinstalled

Note 1: If C05 has an Integrated
Netfinity Server, slot C06 is
unawailable, and slot C07 is
available onlyas a short slot.

Note 2: If C11 has an
Integrated Netfinity Server, slot
C12is not available, and slot
C13is available only as a short
slot.

Note 3: The position of the cards may

change depending on the console and
other features selected.
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Remote Control Panel

The #0382 Remote Control Panel Cable enables use of the Remote Control Panel function
on a PC. The iSeries servers use a parallel interface (LPT) instead of a COM port for the
Remote Control Panel. The parallel port must be configured to use the Enhanced Parallel
Port (EPP) support. It must be EPP Version 1.9 compliant, which may require the PC's Basic
Input/Output Services (BIOS) to change. Check with your PC manufacturer for any
assistance, if needed. For cable connection details and PC requirements, see the AS/400
Operations Console Setup Guide, which is available at:

http://www.as400service. ibm.com/supporthome .nsf/Document /10000051

Notes:

* Due to the way EPP Version 1.9 support is implemented to support the remote control
panel, there may be PCs that do not support the use of this function.

* Use of the Remote Control Panel function is independent of the System Console.

e The Remote Control Panel function can be used with any System Console Specify.

e The Remote Control Panel Cable is not required for a LAN attached console (#5546 or
#5548).

Remote Control Panel is installed and used from PCs running the Windows NT 4.0 or
Windows 2000 Professional PC operating systems.

I/0 Processor and I/O Adapter Support

This section lists the supported IOPs and I0As. See “I/O Processor” on page 271 and “/O
Adapters and Controllers” on page 2883 for full descriptions.

— Note

PCI configuration rules for V5R1 hardware are quite flexible. See the “PCI Card Placement
Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for rules for
placing PCI card in configurations.

LAN/WAN/Workstation I0As

» #2743 PCIl 1 Gbps Ethernet IOA

e #2744 PCI 100 Mbps Token Ring IOA
» #2760 PCI 1Gbps Ethernet UTP I0A
e #2772 Dual WAN/Modem Adapter

e #2773 Dual WAN/Modem Adapter

* #2817 PCIl 155Mbps MMF ATM
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* #4723 PCI 10 Mbps Ethernet IOA

e #4745 PCIl Two Line WAN IOA

e #4746 PCI Twinaxial IOA

e #4750 PCI ISDN BRI U IOA

e #4751 PCI ISDN BRI S/T I0OA

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
e #4816 PCI 155 Mbps MMF ATM IOA

* #4818 PCIl 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

o #4778 PCI RAID Disk Unit Controller
e #9778 Base PCI RAID Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 PCI Fibre Channel Tape Controller
* #2766 PCI Fibre Channel Disk Controller

» #2768 PCIl Magnetic Media Controller

I/0 Processors
* #2843 PCI IOP (64 MB)
* #2790 Integrated Netfinity Server
* #2791 Integrated xSeries Server
* #9943 Base PCI IOP (64 MB)

iSeries Model 840

Internal Disk, Tape, CD-ROM, and DVD-RAM Support

This section lists the supported internal disks, tape drives, CD-ROMs, and DVD-RAMs. See
“PCI Disk Units” on page 315 and “Internal Tape, CD-ROM, and DVD-RAM” on page 327 for

full descriptions.

Internal Disk Units
e #4317 8.58 GB 10k RPM Disk Unit

e #4318 17.54 GB 10k RPM Disk Unit
e #4331 1.6 GB Read Cache Device

iSeries Model 840
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Internal Tape, CD-ROM, and DVD-RAM

* #4425 CD-ROM

e #4430 DVD-RAM

* #4482 4 GB '-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape
e #4487 50 GB %-inch Cartridge Tape

External Towers

These towers attach to the Model 840 via High Speed Link (HSL). See “Expansion Towers”
on page 237 for full descriptions.

* #5074 PCI Expansion Tower

e #5077 Migration Tower Il

* #0578 PCI Expansion Unit in Rack

* #5078 PCI Expansion Unit

e #5079 1.8m PCI I/O Expansion Tower

The Expansion Towers and Units in this table can attach to the Model 840 using #5077

Migration Towers.

Feature Description Prerequisites
#5043 Pr@ary rack converted to secondary rack _
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, #6533
#5065 Storage/PCl Expansion Tower Ong port on OLP card #2688 in the #5077 Mi-
gration Tower Il
#5066 1.8m I/O Tower See #5065
#5072 1063M System Unit Expansion Tower Ong porton OLP card #2688 in the #5077 Mi-
gration Tower Il
#5073 1063M System Unit Expansion Tower Ong port on OLP card #2688 in the #5077 Mi-
gration Tower Il
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One of #6502, #6512, #6530, #6532, #6533

#5082 1063M System Unit Expansion Tower and One port on OLP card #2688 in the
#5077 Migration Tower Il
#5083 1063M System Unit Expansion See #5082

You can find the full descriptions of these racks and towers beginning with “Expansion
Towers” on page 237.

Migration Tower Hardware

To connect migration towers, select one of these features:

e #2686 Optical Link Processor (266 Mbps)
e #2688 Optical Link Processor (1063 Mbps)

For hardware supported in the migration towers, refer to “Migration Tower PCI Hardware” on
page 297 and “Migration Tower SPD Hardware” on page 305.
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Upgrades to iSeries 8xx Servers

Upgrades to iSeries 8xx Servers

Upgrades to the 8xx servers can involve a housing change from a CEC to a tower. In some
cases, an existing system CEC (on a 7xx system, for example) is converted into an 8xx I/0O
tower. All towers attached to the existing system CEC remain untouched.

Customers with AS/400e 7xx servers can upgrade to the iSeries 8xx models. This excludes
the SB1 model. CISC models and RISC servers 6xx models and prior cannot be upgraded to
the 8xx models.

The redbook AS/400e to iSeries 400 Migration, SG24-6055, provides guidance for upgrading
to the iSeries server 8xx models.

No upgrades are offered into the Model 270 from any earlier models, nor can the Model 270
be upgraded into the 8xx models.

For software considerations, refer to “Supported Upgrade Paths” on page 503 and “Current
Release to Previous Release Support” on page 504.

Interactive Performance Reduction Option for 8xx and 7xx Servers

In some cases, a supported upgrade path involves a reduction in Interactive CPW ratings.
7xx customers who do not want to keep their current interactive card may reduce their
interactive capacity by one level when upgrading to a new 8xx server. This can lower the price
paid for the upgrade.

For example, a customer with 1050 Interactive CPW (Interactive Feature #1510) upgrading to
an 8xx server can choose a model with a lower Interactive CPW level (for example, 560).
Customers choosing this reduction option will be required to repurchase (at full price) any
additional Interactive CPW in the future.

Customers are encouraged to review current Interactive CPW utilization with PM/400,
Management Central, or other AS/400 Performance Tools prior to using this interactive
performance reduction option.
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Upgrade Scenarios

To help you understand what is involved in upgrading to the 8xx servers, this section lists the
overall steps involved for selected scenarios.

From 7xx servers

1. Perform a model upgrade.

2. Do a processor feature conversion.

3. Do an interactive card feature conversion.
From another 8xx server

1. Perform a model upgrade.

2. Do a processor feature conversion.

3. Depending on the “from” and “to” models, an interactive card feature conversion may also
be required.

Once within an 8xx server, performance upgrades are simply made through processor or
interactive feature conversions.

Migration considerations
* Most I/O supported on V4R1 or later are also supported on the 8xx models.

— Features currently supported in 7xx servers remain valid on 8xx servers by using a
migration tower. Some of these features cannot be ordered on new 8xx servers.

— Features unique to 8xx servers are installed only in 8xx server system units and
expansion units.

— Features unique to “upgrade from” models are installed in migration and expansion
towers attached to 8xx servers.

* No Model 730, or 740 main storage features migrate.
* Some Model 720 main storage features will migrate to 820 and 830 servers.

Example Model 720 to Model 820 Upgrade
When upgrading from a Model 720 to a Model 820, the following rules apply:

* Ship the new 820 system.
* Remove the existing processor from the 720 CEC.
* Convert the old system to the #5034 or #5035 Migration Tower I:

— Convert to #5034 if the 720 has 10 DASD positions
— Convert to #5035 if the 720 has 15 DASD positions
— Existing power supply is used on #5034/#5035
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Existing Line cord is used on #5034/#5035

Replace the existing planar with a new planar

Modify the operator panel

Add new microcode to the operator panel

Add internal HSL, J-TAG, and ISO cables/assemblies

* Memory

— Main Storage DIMMs migrate (32 MB DIMMs do not migrate) from an old CEC to an
820 CEC.

— Base CCIN 3001 (64 MB) does not migrate and is property of the customer.

— Base CCIN 3002 (256 MB) migrates to 820 CEC. Marketing configurator will add a
quantity of two #3000 specify codes to the model upgrade order for administrative
purposes. Each #3000 represents one #3002 DIMM.

— The #3001 features do not migrate and belong to the customer.
— The #3002 and #3004 features migrate to the new 820 CEC.

* New power supply shipped with the 820 system.

* New line cord shipped with the 820 system.

e Ship HSL and SPCN cables (must be ordered since they are not included in migration
tower conversion).

* Existing DASD remains with and in the #5034/#5035.

» Existing workstation adapters remain with and in the #5034/#5035.

* Existing LAN adapters remain with and in the #5034/#5035.

* Existing expansion towers remain attached (if desired) to the #5034/#5035.
* The modem is not changed.

* |If any mirroring specify codes exist, they are migrated and apply to the entire 820
system (“old” side and new).

* If the #0044 exists, it is migrated but is treated as #0044 on the “old side” and is
treated as #0041 on the new side.

RISC to RISC Data Migration (#0205)

This specify code is used when a customer orders a new (RISC) AS/400e server to replace
an existing (RISC) AS/400e. The #0205 is orderable on any initial order iSeries 270 or 8xx
model. Preloading Licensed Programs, by manufacturing, is not allowed with the #0205.
Manufacturing only loads SLIC up through QSYS of OS/400 when #0205 is ordered.

The #0205 and #5000 are mutually exclusive.

Upgrades to iSeries 8xx Servers 201



Upgrades to iSeries 8xx Servers

Upgrades to iSeries Server 820

Supported upgrades to the 820 models from the 7xx servers are shown here. The chart
represents upgrades announced as of 28 September 2001.

Upgrades to 820
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Upgrades to 820
Model 820
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Model 820 Upgrades to 820

Supported model upgrades within the 820 server series are identified here.

Model 820 Upgrades
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Model 820 Upgrades

iSeries Handbook

vest —BBB
8 | €251 ko
N | gest —B
12S1L
leS1 m |m m |m |m m |m |m
9csl m |m |m m|m o (| m |m |m
©
SmNm_. m|m o (| m|m o (| m |m |m QL
[*2] N
@ |VeSHgn |0 |0 o | o o | o o m -
mmm_.—BBB —BBB —BB m
[44:18 m m —B
—B —B L2S1 m
12S1L
— ——— 9¢st oM (0 (o
9csl m |m |m m (0 (| J—
(41"
mmm_.—BBBB—BBB 2 =RLs L
vest
vam_.—BBBB koo S ﬂBBB
mzmumm_.—BBB —BB gest @ |@
3| |zesifo o L czst ko o
H 121
MI_.Nm_. ° ———
GeSHl |m |m |m S 9est o |m o |m
wmm_.—BBB °© §esl BBB— m|m |
g 3
3m~m_.—BB = |55 |vest -BBBB—BBBB
N <
zesi)o ~|eest —BBB —BBB
12S1L [44:18 —BB —BB
vest X418 |F
% I P R
%mmm_. % GeSh m (o |m
2esL . vestk —BBBB
o = o
b ()] < (€¢Slt —BBB
o o N
- s | [44:]" —BB
n
S m I_.Nm_.
(-] r—
] — N || (O (N (™ (|0 (O~ (N (™| (0|0l (™ _— o = (N |0 TP (N0 (T |0
= R SRR R PR R RY SR [ " mnnun-muuuu
[ra 96€¢C L6€C 86€¢C 14774 = e — G6€¢C — 96€¢

204




Upgrades to iSeries 8xx Servers

Model 820 Upgrades

Model 820
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Upgrades to iSeries Model 830

Supported upgrades to the 830 servers from the 7xx servers are shown here. The chart

represents upgrades announced as of 28 August 2001.

Upgrades to 830
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Model 830
To 2400 | 2402 | 2403
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8xx Upgrades to 830
Supported model upgrades within the 8xx servers are identified here.

Model 830 Upgrades
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Model 830 Upgrades
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Upgrades to iSeries Model 840

Supported upgrades to the 840 servers from the 7xx servers are shown here. The chart
represents upgrades announced as of 28 August 2001.
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Model 840
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Model 8xx Upgrades to 840

Supported model upgrades within the 8xx servers are identified here.
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Model 840

Model 840 Upgrades
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iSeries Model SB2

A minimum functional server consists of the base server unit

and selected priced features. Included in the base server
are the physical package and power elements, a DASD
controller, an 1/0 controller, 12288 MB of Main Storage and
a #9771 Base PCI 2-Line WAN with Modem as follows:

System Unit (CEC) and #9074 Base I/0O Tower

Line cord features @
Power

Main Storage Expansion Card (Quantity two) (CCIN
2881)

>\ 7
Main Storage

48 Main Storage DIMMs, 256 MB DIMMs (128 Mb
technology) (CCIN 300F) are shipped as “base” with iSeries Model SB2 System Unit
each SB2

#9752 Bus Expansion/Clock Card: Eight HSL Ports (CCIN 25AD)
PCI and CSP Card (CCIN 28AA)
Bus Adapter (CCIN 2681)
Operator Panel (CCIN 247A)
#9074 Base 1/O Tower
#9943 Base PCI IOP
— Provides support for #9778 Base PCI RAID Disk Unit Controller

Provides support for four Disk Units, the required CD-ROM/DVD-RAM, and a feature
Internal Tape or a feature CD-ROM/DVD-RAM.

— Provides support System Console/Communications Adapter
#9771 Base PCI 2-Line WAN w/Modem

Note: In countries where the #9771 is not homologated, the marketing configurator adds
a #4745 PCIl Two line WAN IOA, a #0032 modem feature, and a #0348 cable to the order.
The #4745 is mandatory and cannot be removed from the system until the #9771
homologation is completed. The #0032 and #0348 features may be removed from the
order/system at any time.
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These features are required:
* Processor
#2315 Model SB2 8-way Processor (iStar) (CCIN 2315)
* Integrated Disk Units

Device Parity Protection: All (0041) is the default for disk data protection but may be
removed from the order. Select four disk units. If four 17.54 GB disk units are selected,
then RAID or mirroring must also be selected to meet the maximum logical DASD
capacity limit.

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit

* Integrated CD-ROM and DVD-RAM

— #4425 - CD-ROM
— #4430 - DVD-RAM

* System Console/Communications Adapter

The console on LAN options require a dedicated LAN adapter. A #0367 Operations
Console PCI Cable will also be added to the order by the marketing configurator.

#5540 System Console on twinaxial workstation controller
#4746 PCI Twinaxial IOA

#5544 System Console on #9771 WAN Adapter

#0367 Operations Console PCI Cable

#5546 System Console on 100 Mbps Token Ring

e #2744 PCIl 100 Mbps Token-Ring IOA (Console)
e #0367 Operations Console PCI Cable

#5548 System Console on 100 Mbps Ethernet

e #4838 PCI 100/10 Mbps Ethernet IOA (Console)
e #0367 Operations Console PCI Cable

The server SB2 is a Customer Setup system. Refer to “Customer Install Features (CIF)” on
page 417.

Card Technology

The new hardware completes the transition to PCI I/O architecture with the introduction of
PCI architecture in all the 8xx systems. This I/O structure enables customer setup of selected
features on the SB2. It also enables Hot Plug PCI for adding and replacing hardware without
taking the server down.
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With the implementation of new PCI technologies in the iSeries SB2 comes the requirement
for a better understanding of the configuration rules associated with the various 1/O features
of the system. Previous AS/400e models required input/output processors (IOPs) to be in
specific slots in the system and expansion towers. If high performance in particular areas was
required, a single input/output adapter (IOA) may have been assigned to a single IOP. This
resulted in unassigned slots in the tower, wasting valuable slots. The new PCI 1/0
architecture provides more flexibility in the placement of IOPs and IOAs. This results in more
efficient use of card slots, potentially resulting in a lower cost of implementation. Increased
flexibility of configuration also adds a degree of complexity to the configuration process.

These functions do not have equivalent function PCI cards for the Model SB2:

* ASCII Adapter
e V.25 Autocall cable
e Select standby mode

PCIl adapters also do not support X.21 switched WAN dial-up or Shorthold Mode WAN.

The fundamental bus architecture of the iSeries and AS/400e servers is unchanged when
using PCI adapters. The system IOP continues to off load the main processor; isolate the
host from adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400e server structures.

Processor Feature
#2315 Model SB2 Processor (iStar 8-way)

* Processor Capacity Card (CCIN 2315)
* Processor 0 (CCIN 245D)
* Processor 1 (CCIN 245D)

Main Storage

All main storage on the Model SB2 is base main storage. The system includes two base Main
Storage Expansion Cards (CCIN 2881) and 48 256 MB Main Storage DIMMs (CCIN 300F).

Power and Packaging

The Model SB2 includes an internal battery that is automatically activated in the event of

utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
written to disk. An external UPS is recommended to protect the system unit and any external
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components against utility power outages. Continuously Powered Mainstore (CPM) is not
supported on the Model SB2. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It can also maintain power long enough
to ensure that the system successfully completes a shutdown to avoid losing data.

System Power
e Processor Enclosure

— Power Supply (1100 Watt) (CCIN 515B)(Quantity two)
— Regulator (CCIN 278B)

* Base I/O Tower (#9074)

— Power Supply (765 Watt) (CCIN 515A) (Quantity two)
— AC Input/Charger
— Batteries (Quantity four)

e Dual Line Cord - 830 CEC (#5103)

— Provides dual line cord capability for the Model SB2 system unit and attached #9074
base I/0 tower.

— Two #14XX line cords are required on the Model SB2 when this feature is ordered
initially or as an upgrade to a Model SB2. When ordering #5103 alone as an MES, an
additional 14XX line cord is required, for a total of two line cords for the system unit.

— 0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950
at: http://as400service.rochester. ibm.com/supporthome.nsf/document/10000035

— e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

#9074 Base I/0 Enclosure

The #9074 is the base 1/0 tower shipped on Model SB2. The #9074 supports up to four disk
units, up to 11 PCI IOAs and up to two removable media units.

One internal HSL cable is included as base. Optionally, one of these HSL cables may be
selected:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

The #9074 has a #9943 Base PCI IOP and a #9778 PCI RAID Disk Unit Controller. It also has
PCI slots for up to 11 PCI I0As, space for four disk units, space for two removable media
devices, one battery backup, and redundant/hot swap power supplies.

The #9074 is capable of controlling Ultra2 SCSI disk units.

222 iSeries Handbook



iSeries Model SB2

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI 10Ps or feature #2791 Integrated xSeries Servers.

The #9074 also supports up to two removable media devices (internal tape or
CD-ROM/DVD-RAM), which are supported by the #9778.

The Model SB2 is based on the Model 830. For system diagrams, see “iSeries Model 830” on
page 159.

I/0 Processor and I/O Adapter Support

This section lists the supported IOPs and I0As. See “I/O Processor” on page 271 and “/O
Adapters and Controllers” on page 2883 for full descriptions.

—— Note

PCI configuration rules for V5R1 hardware are quite flexible. See the “PCI Card Placement
Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for rules for
placing PCI card in configurations.

LAN/WAN/Workstation I0As

» #2743 PCI 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

» #2760 PCI 1Gbps Ethernet UTP I0A

e #2772 Dual WAN/Modem IOA

e #2773 Dual WAN/Modem IOA

» #2723 PCI 10 Mbps Ethernet IOA

* #2817 PCIl 155 Mbps MMF ATM IOA

* #4745 PCIl Two Line WAN IOA

* #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T I0A

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM IOA

* #4818 PCIl 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem
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Internal Disk Unit Controllers
e #9778 Base PCI RAID Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 PCI Fibre Channel Tape Controller
» #2768 PCIl Magnetic Media Controller

I/0 Processors

* #2843 PCI IOP (64 MB)

* #2790 Integrated Netfinity Server

» #2791 PCI Integrated xSeries Server
* #9943 Base PCI IOP

Internal Disk, Tape, CD-ROM, and DVD-RAM Support

This section lists the supported internal disks, tape drives, CD-ROMs, and DVD-RAMs. See
“PCI Disk Units” on page 315 and “Internal Tape, CD-ROM, and DVD-RAM” on page 327 for
full descriptions.

Internal Disk Units

e #4317 8.58 GB 10k RPM Disk Unit
e #4318 17.54 GB 10k RPM Disk Unit
e #4331 1.6 GB Read Cache Device

Internal Tape, CD-ROM, and DVD-RAM

e #4425 CD-ROM

e #4430 DVD-RAM

* #4482 4 GB '-inch Cartridge Tape
e #4483 16 GB %-inch Cartridge Tape
e #4486 25 GB %-inch Cartridge Tape
e #4487 50 GB %-inch Cartridge Tape

External Towers

The #5077 Migration Tower Il attaches to the Model SB2 via HSL (High Speed Link). See
“Expansion Towers” on page 237 for full descriptions.

224  iSeries Handbook



iISeries Server SB3




€4dS 19AI9S S3l19SI




iSeries Model SB3

iSeries Model SB3

A minimum functional server consists of the base server unit
and selected priced features. The Model SB3 supports Hot
Plug/Concurrent Add of PCI cards, disk units, and
removable media devices. Included in the base server are
the physical package and power elements, a DASD
§ controller, an 1/O controller, 16384 MB or 24576 MB of main
storage, and a #9771 Base PCI 2-Line WAN with Modem as
follows:

e System Unit (CEC) and #9079 Base I/O Tower

* Line cord Features (one for the system unit and one
for the #9079)

* Clock Card (CCIN 25AA)
* Clock Daughter Card (CCIN 25AF)

e Terminator/Filler Card (CCIN 246C) (2X)—12 way only
(processor #2316)

iSeries Model SB3 System Unit

* Power
* Main Storage

— Main storage cards (CCIN 319A) are shipped as base with each SB3 (CCIN 319A is
128 Mb technology).

— The number of main storage cards shipped is determined by the processor selected.
— Processor #2316
8X 2048 MB Main Storage Cards (CCIN 319A) installed (16384 MB total)
— Processor #2318
12X 2048 MB Main Storage Cards (CCIN 319A1) installed (24576 MB total)
#9755 Bus Expansion/Clock Card—16 HSL Ports (CCIN 25AD)
PCI and CSP Card (CCIN 28AA)
Bus Adapter (CCIN 2681)
Operator Panel (CCIN 247A)
#9943 Base PCI IOP
— Provides support for #9778 Base PCI RAID Disk Unit Controller

Provides support for eight disk units, the required CD-ROM/DVD-RAM, and a feature
internal tape or a feature CD-ROM/DVD-RAM.
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— Provides support for base Console/Workstation I0A

The configurator determines which feature combinations will be on the order based on
the System Console specify — #5540, #5544, #5546, or #5548.

e #9771 Base PCIl 2-Line WAN w/Modem

Note: In countries where the #9771 is not homologated, the marketing configurator
adds a #4745 PCI Two line WAN IOA, a #0032 modem feature, and a #0348 cable to the
order. The #4745 is mandatory and cannot be removed from the system until the #9771
homologation is completed. The #0032 and #0348 features may be removed from the
order or system at any time.
These features are required:
* Processor (one must be specified)

— #2316 12-way processor (iStar) (10000 CPW)
— #2318 24-way processor (iStar) (16500 CPW)

* Integrated Disk Units

Device Parity Protection: All (0041) is the default for disk data protection but may be
removed. With processor #2316, a minimum of four and a maximum of six disk units must
be on the order. If six of the 17.54 GB disk units are on the order, RAID or mirroring is
required to meet the maximum logical disk unit capacity limit. With processor #2318,
order a minimum of four and a maximum of eight of the following disk units. If eight
17.54 GB disk units are on the order, RAID or mirroring is required to meet the maximum
logical disk unit capacity limit.

— #4317 - 8.58 GB 10k RPM Disk Unit
— #4318 - 17.54 GB 10k RPM Disk Unit

* Integrated CD-ROM and DVD-RAM

— #4425 - CD-ROM
— #4430 - DVD-RAM

* System Console/Communications Adapter

The console on LAN options require a dedicated LAN adapter. A #0367 Operations
Console PCI Cable will also be added to the order by the marketing configurator.

— #5540 System Console on twinaxial workstation controller
#4746 PCI Twinaxial IOA

— #5544 System Console on #9771 WAN Adapter
#0367 Operations Console PCI Cable

— #5546 System Console on 100 Mbps Token Ring
#2744 PCIl 100Mbps Token-Ring IOA (Console)
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— #5548 System Console on 100 Mbps Ethernet
#4838 PCI 100/10Mbps Ethernet IOA (Console)
* Uninterruptable Power Supply

The Model SB3 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all
components within the system unit, but not to any external components. This can allow
the system to run uninterrupted for a short time (30 seconds or less). For longer power
outages, the system uses the battery to attempt an orderly shutdown to avoid losing data
in main storage that is not written to disk. An external UPS is recommended to protect the
system unit and any external components against utility power outages. Continuously
Powered Mainstore (CPM) is not supported on the Model SB3. An external UPS can allow
the system to run uninterrupted for longer than thirty seconds when utility power is lost. It
can also maintain power long enough to ensure that the system successfully completes a
shutdown to avoid losing data.

The SB3 server is a Customer Setup system. Refer to “Customer Install Features (CIF)” on
page 417 for more information.

Card Technology

The new hardware completes the transition to PCI I/O architecture with the introduction of
PCI architecture in all the 8xx servers. This 1/O structure enables customer setup of the
Model 820 and selected features on all models. It also enables Hot Plug PCI for adding and
replacing hardware without taking the server down.

With the implementation of new PCI technologies in the iSeries Model SB3 comes the
requirement for a better understanding of the configuration rules associated with the various
I/0 features of the iSeries server. Previous AS/400e models required input/output processors
(IOPs) to be in specific slots in the system and expansion towers. If high performance in
particular areas was required, a single input/output adapter (IOA) may have been assigned to
a single I0P. This resulted in unassigned slots in the tower, wasting valuable slots. The Model
SB3 provides more flexibility in the placement of IOPs and I0As. This results in more efficient
use of card slots, potentially resulting in a lower cost of implementation. Increased flexibility
of configuration also adds a degree of complexity to the configuration process.

These functions do not have equivalent function PCI cards for the Model SB3:

* ASCII Adapter
e V.25 Autocall cable
e Select standby mode

PCIl adapters also do not support X.21 switched WAN dial-up or Shorthold Mode WAN.
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The fundamental bus architecture of the iSeries server is unchanged when you use PCI
adapters. The AS/400 IOP continues to off load the main processor; isolate the host from
adapter and network errors; and manage, configure, and service the adapters. PCI
architecture offers advantages in flexibility over non-AS/400e server structures.

Processor Features
e #2316 Model SB3 Processor (iStar 12-way)

— Processor Capacity Card (CCIN 2316)
— Processor 0 (CCIN 245F)
— Processor 1 (CCIN 245E)

e #2318 Model SB3 Processor (iStar 24-way)

Processor Capacity Card (CCIN 2318)
Processor 0 (CCIN 245F
Processor 1 (CCIN 245E
Processor 2 (CCIN 245E
Processor 3 (CCIN 245E

~_— — ~— ~—

Main Storage

All main storage on the Model SB3 is base. The amount of main storage is determined by the
processor option.

Power and Packaging

The Model SB3 includes an internal battery that is automatically activated in the event of
utility power loss. The battery provides full operating power for a short time to all components
within the system unit, but not to any external components. This can allow the system to run
uninterrupted for a short time (30 seconds or less). For longer power outages, the system will
use the battery to attempt an orderly shutdown to avoid losing data in main storage that is not
written to disk. An external UPS is recommended to protect the system unit and any external
components against utility power outages. Continuously Powered Mainstore (CPM) is not
supported on the Model SB3. An external UPS can allow the system to run uninterrupted for
longer than thirty seconds when utility power is lost. It can also maintain power long enough
to ensure that the system successfully completes a shutdown to avoid losing data.

System Power
* Processor side, 12 Way

— Bulks (1000 watt) (CCIN 5154) (Quantity four)
— Programmable Regulators (CCIN 2730) (Quantity eight)
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Memory Control Regulator (CCIN 2716)
Processor Regulators (CCIN 2714) (Quantity two)
Charger

Battery Pack

SPCN Card (CCIN 285E)

AC Power Supply Country Specific Usage

* Processor side, 24 Way

Bulks (1000 watt) (CCIN 5154) (Quantity five)
Programmable Regulators (CCIN 2730) (Quantity nine)
Memory Control Regulator (CCIN 2716)

Processor Regulators (CCIN 2714) (Quantity two)
Charger

Battery Pack

SPCN Card (CCIN 285E)

AC Power Supply Country Specific Usage

e Base I/0O Tower (#9079)

Bulks (765 Watt) (CCIN 515A) (Quantity two)
Batteries (Quantity four)
AC Input/Charger

e Dual Line Cord - SB3 CEC (#5104)

Provides dual line cord capability for the Model SB3 system unit and #9079 base 1/0
tower.

Two #14XX line cords are required on the Model SB3 and the #9079 when this feature
is ordered initially. When ordering #5104 alone as an MES, an additional 14XX line
cord is required for the system unit, and for the #9079, for a total of two line cords on
both the system unit and the #9079.

0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950
at: http://as400service.rochester. ibm.com/supporthome.nsf/document,/10000035

e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

#9079 Base I/0 Tower

The #9079 is the base I/O tower shipped on the Model SB3. The #9079 supports up to eight
disk units, up to 11 PCI I0As, and up to two removable media units.

Select two (any combination) of these HSL cables:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable
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Select one of these SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

Specify one line cord for the #9079 Base I/O Tower.

The #9079 has a #9943 Base PCI IOP and a #9778 PCI RAID Disk Unit Controller. It also has
PCI slots for up 11 PCI I0As, space for up to 15 disk units (up to eight disks for the SB3),
space for two removable media devices, one battery backup, and redundant/hot swap power
supplies.

The #9079 is capable of controlling Ultra2 SCSI disk units.

The 11 PCI IOAs are supported (driven) by the base #9943 PCI IOP and by feature #2843
PCI 10Ps or feature #2791 Integrated xSeries Servers.

The mounting for the eight disk units is included in the #9079 (base).

The #9079 also supports up to two removable media devices (internal tape or
CD-ROM/DVD-RAM). These removable media devices are supported by the #9778.

#5150 Battery Backup (external)

The #5150 is an external battery backup. When used in conjunction with the internal battery
backup, the #5150 can extend the battery backup time on Models 840 and SB3. The Model
SB3 is based on the Model 840. For system diagrams, see “Power and Packaging” on

page 183.

I/0 Processor and I/O Adapter Support

This section lists the supported IOPs and I0As. See “I/O Processor” on page 271 and “/O
Adapters and Controllers” on page 2883 for full descriptions.

—— Note

PCI configuration rules for V5R1 hardware are quite flexible. See the PCI Card Placement
Rules chapter of the iSeries and AS/400e System Builder, SG24-2155, for rules for placing
PCI card in configurations.
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» #2743 PCI 1 Gbps Ethernet IOA

* #2744 PCIl 100 Mbps Token Ring I0A

» #2760 PCI 1Gbps Ethernet UTP I0A

e #2772 Dual WAN/Modem IOA

e #2773 Dual WAN/Modem IOA

* #2817 PCIl 155 Mbps MMF ATM IOA

* #4723 PCI 10 Mbps Ethernet IOA

* #4745 PCI Two Line WAN IOA

* #4746 PCI Twinaxial IOA

* #4750 PCI ISDN BRI U IOA

* #4751 PCI ISDN BRI S/T I0A

» #4761 PCI Integrated Analog Modem

e #4801 PCI Cryptographic Coprocessor

* #4815 PCIl 155 Mbps UTP OC3 ATM IOA
* #4816 PCl 155 Mbps MMF ATM IOA

* #4818 PCIl 155 Mbps SMF ATM IOA

e #4838 PCI 100/10 Mbps Ethernet IOA

e #9771 Base PCI 2-Line WAN with Modem

Internal Disk Unit Controllers

e #9778 Base PCI RAID Disk Unit Controller
e #9767 Base PCI Disk Unit Controller

Magnetic Media Controllers

* #2749 PCI Ultra Magnetic Media Controller
e #2765 PCI Fibre Channel Tape Controller
» #2768 PCIl Magnetic Media Controller

I/0 Processors

* #2843 PCI IOP (64 MB)

* #2791 Integrated Netfinity Server

» #2791 PCI Integrated xSeries Server
* #9843 Base PCI IOP

iSeries Model SB3

Internal Disk, Tape, CD-ROM, and DVD-RAM Support

This section lists the supported internal disks, tape drives, CD-ROMs, and DVD-RAMs. See
“PCI Disk Units” on page 315 and “Internal Tape, CD-ROM, and DVD-RAM” on page 327 for

full descriptions.
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Internal Disk Units

e #4317 8.58 GB 10k RPM Disk Unit
e #4318 17.54 GB 10k RPM Disk Unit
e #4331 1.6 GB Read Cache Device

Internal Tape, CD-ROM, and DVD-RAM

e #4425 CD-ROM

e #4430 DVD-RAM

#4482 4 GB '-inch Cartridge Tape
#4483 16 GB %-inch Cartridge Tape
#4486 25 GB %-inch Cartridge Tape
#4487 50 GB %-inch Cartridge Tape

External Towers

The #5077 Migration Tower Il attaches to the Model SB3 via HSL (High Speed Link). See
“Expansion Towers” on page 237 for full a description.
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Towers and Racks

To house components beyond the capability of the system unit, towers are added. Expansion
and migration towers are offered for new or migrated features respectively. Rack mounting
options are available for select systems and towers. Towers and rack mounted devices are
connected to each other using High Speed Loops (HSL).

Expansion Towers

Expansion Towers provide the iSeries servers with the ability to support additional I/O and
Disk Units. The entry iSeries server, the Model 270, supports a single tower while the Model
840 supports up to 23 towers. For information on the number and types of towers supported
by each iSeries server, see “iSeries and AS/400e Servers” on page 65.

#5074 PCI Expansion Tower

The #5074 is attached to Models 820, 830, and 840 for adding up to
45 disk units, up to 11 PCI IOA, and up to two removable media
units. The #5074 includes the #9691 bus adapter or the #9739
optical bus adapter to provide the HSL interface to the system. The
configurator adds the #9691 to the order. The #5074 contains two
buses.

| Marketing configurators specify the #5074 over the #5075 and the
#5074 PCI Expansion Tower #5079 when a PCI Expansion Tower is required.

Select any two HSL cable features for the first or only tower of an
HSL loop. For additional towers on the HSL loop, select one HSL cable per tower.

A list of the supported HSL cables is shown in a table on page 265

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5033, #5034, or #5035 Migration Tower I.

Select one of these SPCN cables per tower:

e #1463 - 2m SPCN cable

e #1464 - 6m SPCN cable

e #1465 - 15m SPCN cable

e #1466 - 30m SPCN cable

e #0369 - 100m Optical SPCN cable
e #1468 - 250m Optical SPCN cable
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The #5074 has a #9943 Base PCI IOP. It also has PCI slots for up to 11 PCI 10As, space for
up to 45 disk units (15 are “base”, 30 additional with #5101), space for two removable media
devices, one battery backup, and redundant/hot swap power supplies.

The #5074 can contain Ultra2 SCSI disk units that are controlled by a #4748/#4778 PCI RAID
Disk Unit Controller.

The #5074 PCI Expansion Tower supports four 32-bit and seven 32/64-bit PCI slots.
On new orders, select one line cord with each #5074 PCI Expansion Tower.

The 11 PCI 10As are supported (driven) by feature #2843 PCI IOP or IOPs, #9943 Base PCI
IOP, #2790 Integrated Netfinity Servers or #2791 Integrated xSeries Servers.

The mounting for the first 15 disk units is included in the #5074 (base). The mounting for the
next 30 disk units is optional by ordering a 30 Disk Expansion, feature code #5101.

The #5074 also supports up to two removable media devices (internal tape, CD-ROM, or
DVD-RAM). These removable media devices are supported by the same #4748/#4778 PCI
RAID Disk Unit Controller, which supports the first set of 15 disk units.

#5105 Dual Line Cord: I/0 Tower

The #5105 provides dual line cord capability for the #5074 PCI Expansion Tower and for the
top unit in a #8079 Optional Base Tower. Two 14XX line cords are required for each #5074
tower with a #5101 when a #5105 is on an initial order for a #5074. When ordering a #5105
alone as an MES for a #5074, an additional 14XX line cord is required, for a total of two line
cords on the #5074.

Prerequisite: If the #5074 has feature #5101 (30-Disk Expansion Feature) installed, the
#5101 must be converted to a #5111.

0S/400 V5R1 and supporting are required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

#5101 30-Disk Expansion Feature

The #5101 is a disk unit expansion enclosure feature for the #5074 Expansion Tower, the
#9074 Base I/O Enclosure, and the #9079 Base 1/0O Tower. The #5101 includes two 15 disk
unit enclosures, one 765-watt power supply, backplanes, and cables. One #4748/#4778 PCI
RAID Disk Unit Controller is required to support the 15 disk units in each of the two disk unit
enclosures included with #5101. Two #4748/#4778 PCI RAID Disk Unit Controllers are
required to support 30 disk units.
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#5111 30-Disk Expansion With Dual Line Cord Feature

The #5111 is a disk unit expansion enclosure for systems and towers that are dual line cord
enabled. It includes two 15 disk unit enclosures, backplanes, and cables. Two #4748/#4778
PCI RAID Disk Unit Controllers are required to support 30 disk units.

Prerequisites:

* #5103 when ordered for a Model 830 system unit

* #5104 when ordered for a Model 840 system unit

* #5105 when ordered for a stand alone #5074 1/0O Tower or the top unit in a #8079
* #5106 for the unit in a #5079 where this expansion enclosure will be installed

0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035
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#5074 PCI Expansion Tower

Note: Total number of disk bays is 45.
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Base Feature

Note 1: If CO5 has an Integrated xSeries Server,
slot CO6 is unavailable, and slot C07 is available
only as a short slot.
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#5075 PCI Expansion Tower

The #5075 is attached to Models 270 and 820 for adding up to six disk
units and up to seven PCI I0As. The #5075 has a 32 MB PCI IOP (CCIN
284B) embedded on the backplane and feature #2842 (when attached to a
Model 270), or the #2843 (when attached to a Model 820) PCI IOPs may
be added. A #4748/#4778 PCI RAID Disk Unit Controller, a #2763 PCI
RAID Disk Unit Controller, or a #9767 Base PCI Disk Unit Controller may
be installed in PCI slot CO1 to control the disk units. The #9767 supports
up to four disk units when installed in the #5075. The #5075 contains two

buses. #5075 PCI
Expansion Tower

For Model 270 and 820, select any two of the supported High Speed Link
(HSL) cables. A list of the supported HSL cables is shown in a table on page 265.

Select one of these SPCN cables (for 270 or 820):

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable

The #5075 is capable of controlling Ultra2 SCSI disk units, and a maximum of one disk unit
controller is allowed within a #5075.

On new orders, specify one line cord with each #5075 PCI Expansion Tower. Marketing
configurators default to the line cord type of the system, if the system unit line cord type is not
the #1413.

When the #5075 is attached to the Model 270, the seven PCI I0As are supported (driven) by
an embedded 32 MB PCI IOP and by feature #2842 PCI IOPs or feature #2890 Integrated
Netfinity Servers.

When the #5075 is attached to the Model 820, the seven PCI IOAs are supported (driven) by
an embedded 32 MB PCI IOP and by feature #2843 PCI IOPs or feature #2790 Integrated
Netfinity Servers.

The #5075 PCI Expansion Tower is not supported on Model 830 systems. When performing a
Model 820 to Model 830 upgrade, any #5075 features installed on the Model 820 are not
migrated.

Towers and Racks 241



Towers and Racks

#5075 PCI Expansion Tower

Multi-Adapter Bridge

Bus Number
>
# PCI Cards Slots
OP Panel OP Panel ) 7,8 10A Short C08 |pC| Short
5.6 IOP/IOA 1 €07 |PClI -
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B02 B02 5,6 IOP/IOA co3 [pci
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Fan Fan 2 DISKIOA C01 |DISKIOA
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575W 575W
Power Supply Power Supply
Disk Unit #5156 #5156
Cage PO2 PO2
DISK SLOTS 575W 575W
e — Power Supply Power Supply
2323383 o1 PO PO1
SOORO®
Front Right Back
Legend

Unavailable if
Integrated xSeries
Server is installed

Base Feature Required Feature

Note 2: If C02 has an Integrated xSeries Server,
slot CO3 is not available and slot C04 is available
only as a short slot.

Note 1: If CO5 has an Integrated xSeries Server,
slot C06 is unavailable, and slot C07 is available
only as a short slot.

#7002 HSL Enabler

The #7002 is a feature High Speed Link (HSL) internal flex cable, which enables connection
to a #5075 PCI Expansion Tower. It can be ordered only on the Model 270 with processor
#2248, #2250, #2422 and #2431.

This cable connects the processor using a right angle bus connector to the back of the
machine. Two HSL cables (#14XX) are required to connect the system unit to the expansion
tower.

On processor upgrades from #2248, #2250, #2422, or #2431 to other processor features,
marketing configurators RPO remove the #7002 to remove this feature from the inventory
records.
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#5156 Redundant Power and Cooling

The #5156 adds an additional 575-watt power supply for redundancy and an additional
cooling fan to the #5075 PCI Expansion Tower, which attaches to Models 270 and 820.

Marketing configurators default, on a Model 820, to a #5156 for any added #5075 when the
system unit contains a #5155. If a #5155 (575-watt power supply) is ordered as an MES to an
existing Model 820, default one #5156 for each #5075 present or ordered. The #5156s are
not mandatory and can be removed from an order.

#5078 PCI Expansion Unit

The #5078 is a “top hat” that installs on the top of the #9079 Base I/O Tower (Model 840 only)
or #5074 PCIl Expansion Tower and allows PCI IOAs to be installed. The #5078 may be
ordered with a #5074/#9079 or added at a later time. If the #5078 is ordered with the
#5074/#9079, the #5074/#5079 ships with the #5078 installed.

The #5078 includes the #9691 bus adapter or the #9739 optical bus adapter to provide the
HSL interface to the system. The configurator adds the #9691 to the order automatically.

The #5078 contains two buses. PCI cards are supported using the same rules as the
#5074/#9079. Internal Disk and removable media devices are not supported in the #5078.

The #5078 may be on the same HSL loop as the #5074/#9079 it is mounted on, or it may be
on a separate HSL Loop.

Select any two of the supported HSL cable features for the first or only tower of an HSL loop.
For additional towers on the HSL loop, select one HSL cable per tower.

A list of the supported HSL cables is shown in a table on page 265.

When the #5078 is on the same HSL loop as the #5074/#9079 on which it is mounted, the
#1461 3m Copper HSL cable is sufficient.

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5033, #5034, or #5035 Migration Tower I.

Select one of these SPCN cables per tower:

e #1463 - 2m SPCN cable

e #1464 - 6m SPCN cable

e #1465 - 15m SPCN cable

e #1466 - 30m SPCN cable

e #0369 - 100m Optical SPCN cable
e #1468 - 250m Optical SPCN cable

The #5078 PCI Expansion Unit supports four 32-bit and seven 32/64-bit PCI slots.
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The #5078 includes two electrical cables to connect to a #5074/#9079 power source.

The 11 PCI I0As are supported (driven) by feature #2843 PCI 10Ps, feature #2790 Integrated
Netfinity Servers, or feature #2791 PCI Integrated xSeries Servers.

The #5078 can also be mounted in a #0550/#0551 iSeries Rack by ordering feature code
#0578 instead of #5078. See page 259 for information on the #0550, #0551, and #0578.

The #5078 PCI Expansion Unit counts as one tower for HSL loop rules.

#5078 PCI Expansion Unit
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Base Feature

Note 1: If CO5 has an Integrated xSeries Server,
slot C06 is unavailable, and slot C07 is available

only as a short slot.
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#5079 1.8m PCI I/O Expansion Tower

The #5079 1.8m PCI I/O Expansion Tower is attached to Models 820, 830, and 840 for adding
up to 90 disk units, up to 22 PCI IOAs, and up to four removable media units. The #5079
includes two #9691 Bus Adapters, two #9739 Optical Bus Adapters, or one each of #9691
and #9739, to provide the HSL interface to the system. The marketing configurator adds two
#9691s to the order. The #5079 1.8m PCI I/O Expansion Tower reports to the system as two
CCIN 5074s.

The #5079 is essentially two #5074 PCI Expansion Towers, with side covers and casters
removed, placed in a 1.8m tower. Each #5079 tower counts as two #5074s toward the system
model maximum number of towers.

The upper and lower enclosures (#5074s) in the #5079 are not
connected with an HSL cable. If both enclosures of the #5079 are to be
placed in the same HSL loop, a #1460 3m Copper HSL cable must be
ordered to connect the upper and lower enclosures. Or, if both
enclosures of the #5079 are to be placed in the same optical HSL loop, a
#1470 6m Optical HSL cable must be ordered to connect the upper and
lower enclosures.

The #5074 is the default when a PCI IOP or IOA is ordered that requires
a PCI expansion unit. The #5079 may be specified on the extra
controllers screen. For each #5079 ordered, a quantity of two #0574 -
(#5074 Equivalent) specify codes is added to the order. If a #5079 is to #5079 1.8m PCI I/O
be shared between two systems, one #0574 must be removed from the Expansion Tower
original ordering system and added to the sharing system, using a

Record Purpose Only (RPO) change.

Select any two to four of the supported HSL cables for each additional tower. A list of the
supported HSL cables is shown in a table on page 265.

Select two of these SPCN cables per tower:

e #1463 - 2m SPCN cable

e #1464 - 6m SPCN cable

e #1465 - 15m SPCN cable

e #1466 - 30m SPCN cable

e #0369 - 100m Optical SPCN cable
e #1468 - 250m Optical SPCN cable

A #5079 has two #9943 Base PCI I0Ps, PCI slots for up to 22 PCI IOAs, and space for up to
90 disk units. The #5079 is capable of controlling Ultra2 SCSI disk units. On new orders,
select two line cords with each #5079 1.8m PCI I/O Expansion Tower.
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The #5079 also supports up to four removable media devices (internal tape, CD-ROM, or
DVD-RAM). These removable media devices are supported by the two #4748/#4778 PCI
RAID Disk Unit Controllers, which support the first two groups of 15 disk units.

Co-requisite: At least one #0574 specify feature must be ordered for any #5079 initial order.
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Note: Total of number of diskbays is 2x45
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Legend

Base Feature

Required Feature

Unavailable if
Integrated xSeries
Server isinstalled

Note 1: If CO5 has an Integrated
xSeries Serer, slot C06is
unavailable, and slot C07 is
available only as a short slot.

Note 2: If C11 has an
Integrated XSeries Serer, slot
C12is not available, and slot
C13is available onlyas a short
slot.
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#5106 Dual Line Cord - I/O Tower

The #5106 provides dual line cord capability for a single unitin a #5079 1.8m PCI I/O
Expansion Tower. Two 14XX line cords are required for each #5106 on an initial order for a
#5079. When ordering a #5106 alone as an MES for an installed #5079, one additional 14XX
line cord is required for each #5106 ordered.

Prerequisite: If the #5079 has any feature #5101 (30-Disk Expansion Feature) installed, the
#5101 must be converted to a #5111.

0S/400 V5R1 plus PTFs, or later is required. Refer to Informational APAR 1112950 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

e-configurator users can refer to this Web site for ordering information:
http://w3-1.1ibm.com/sales/systems/ibmsm.nsf/MainFrameset?OpenForm&cdoc=idlcinstall

Migration Towers

Migration Towers are the result of an upgrade from a AS/400e 6xx, 7xx, or Sxx model to an
iSeries server Model 8xx. All the I/O and Disk Units in the former system unit and any
attached towers remains accessible to the upgraded system through the connection of the
Migration Tower to the HSL Loop. Migration Towers are not supported by the Model 270. One
Migration Tower is supported on each Model 8xx.

Configuration rules for towers are fully described in Chapter 4 “Migration rules” of the
redbook AS/4003 to iSeries Migration, SG24-6055.

#5033 Migration Tower | (600/S10 System Unit)

The #5033 is a converted 600/S10 system unit/CEC tower used for
migrating existing PCI cards, existing disk units, and existing
removable media devices. Additional “pre-V4R5” features may be
ordered to use vacant card/device slots in this tower. “V4R5 only”
feature cards and internal devices are not allowed in this tower.

This feature is for upgrade migration purposes only. It cannot be

ordered separately.
#5033 Migration Tower 1
|

The #5033 can only attach to Models 820 and 830. There is a
maximum of one #5033 on a Model 820 and 830.

Select any two of the following HSL cable features for this tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable
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Select one of these SPCN cables:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

The existing system unit line cord should be used. Available line cord options are identified in
the iSeries and AS400e System Builder, SG24-2155.

The #5033 is mutually exclusive with #5034, #5035, and #5077.

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5033 Migration Tower .
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#5034 Migration Tower | (10 Disk S20/620, 720
System) /Q

The #5034 is a converted Model 620, S20, or 720 (with only 10 /
possible internal CEC disk unit positions) system unit tower and
any existing #5064 or #9364 expansion unit, used for migration of
existing PCI/SPD cards, existing disk units, and existing
removable media devices, along with any attached PCI/SPD
towers. Additional “pre-V4R5” features may be ordered to use
vacant card or device slots in the converted CEC and expansion :
unit and in any attached PCI/SPD tower. “V4R5 only” feature #5034/#5035 Migration Tower |
cards and internal devices are not allowed in the converted CEC

tower, the expansion unit, or any of the attached PCI/SPD towers.

S ey /17
i a7

This feature is for migration upgrade purposes only and cannot be ordered separately.
The #5034 can only attach to Models 820 and 830.
There is a maximum of one #5034 on a Model 820 and 830.

Attaching additional PCI/SPD towers to the #5034 after migrating to the Model 820 is not
allowed.

Select any two of these HSL cable features for this tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of these SPCN cables:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

The existing system unit/CEC line cord should be used. Available line cord options are
identified in the iSeries and AS400e System Builder, SG24-2155.

The #5034 is mutually exclusive with #5033, #5035, and #5077.

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5034 Migration Tower .
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#5035 Migration Tower | (15 Disk S20/620, 720 System)
/Q The #5035 is a converted 620, S20, or 720 (with 15 possible internal
/ CEC disk unit positions) system unit/CEC tower and any existing #5064
g@ or #9364 expansion unit, used for migration of existing PCI/SPD cards,
existing disk units and existing removable media devices, along with
any attached PCI/SPD towers. Additional “pre-V4R5” features may be
% ordered to use vacant card/device slots in the converted CEC and
R expansion unit and in any attached PCI/SPD tower. “V4R5 only” feature
cards and internal devices are not allowed in the converted CEC tower,
the expansion unit, or any of the attached PCI/SPD towers.

#5034/#5035 Migration

Tower |
This feature is primarily for migration upgrade purposes. It can be

ordered in special circumstances separately as RPQ 847120. See the redbook AS/400e to
iSeries 400 Migration, SG24-6055, for a further description.
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The #5035 can only attach to Models 820 and 830. There is a maximum of one #5035 on a
Model 820 and 830.

Attaching additional PCI/SPD towers to the #5035 after migrating to the Model 820 is not
allowed.

Select any two of these HSL cable features for this tower:

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable

Select one of these SPCN cables:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

The existing system unit/CEC line cord should be used. Available line cord options are
identified in the iSeries and AS400e System Builder, SG24-2155.

The #5035 is mutually exclusive with #5033, #5034, and #5077.

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5035 Migration Tower |I.
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#5077 Migration Tower Il

The #5077 is a feature 1/O tower, which supports SPD 1I/O cards and attaches SPD Expansion
Towers and #5065/#5066 PCI Expansion Towers. The #5077 is supported on Models 830 and
840, SB2, and SB3.

When upgrading to a Model 830 or 840 from a Model 640, S30, or 730, the #5077 is a
manufactured unit and is shipped without a base CD-ROM and without a base optical link
card (CCIN 2696).

If upgrading to a Model 830 or 840 from a Model 640, S30, or 730 without a #5055 8 Disk Unit
Storage Expansion Unit installed, by default, the #5077 is shipped with a #5057 16 Disk Unit
Storage Expansion Unit. The #5057 may be removed from the order. If upgrading from a

Model 640, S30, or 730 with the #5055 installed, a #5055 to #5057 conversion is performed.

Towers and Racks 253



Towers and Racks

When upgrading to a Model 840 from a Model 650, S40, or 740, the #9251 Base I/0 Tower on
these models is converted to the #5077.

When upgrading to a Model 840 from a Model 820 or 830 with #5034 or #5035 Migration
Tower I, which has SPD cards or SPD towers attached, the #5077 is a manufactured unit and
is shipped without a base CD-ROM and with a base optical link card (CCIN 2696).

One or two #2695 Optical Bus Adapters features may be ordered for the #5077.

If a #5077 is a manufactured unit, it ships with a CCIN 671A MFIOP. If the #5077 is converted
from a #9251, the base MFIOP is replaced by the CCIN 671A MFIOP. The CCIN 671A MFIOP
controls the disk units in the #5077 and the #5057, and removable media devices in the
#5077.
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#5077 Migration Tower Il
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Legend

Base Feature

Select one of these HSL cables if the #5077 has only the base optical link card installed.
Select one or any two of these HSL cables if the #5077 has one or two #2695 Optical Bus
Adapters installed.

e #1460 - 3m Copper HSL cable
e #1461 - 6m Copper HSL cable
e #1462 - 15m Copper HSL cable
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Select one of these SPCN cables per tower:

e #1463 - 2m SPCN cable
e #1464 - 6m SPCN cable
e #1465 - 15m SPCN cable
e #1466 - 30m SPCN cable

If the #5077 is a manufactured unit, select one line cord for each #5077 Migration Tower II. If
the #5077 is converted from a #9251, a line cord is not required to be selected, because the
line cord from the #9251 may be used. However, a line cord may be selected on a #9251 to a
#5077 conversion if the line cord type is to be changed. Available line cord options are
identified in the iSeries and AS400e System Builder, SG24-2155.

The #5077 may be ordered to support clustering on Models 830, 840, SB2, and SB3. In this
case, the #5077 is shipped as a manufactured unit with a base CD-ROM and a base optical
link card (CCIN 2696). When ordered on a Model 830 or 840, the marketing configurator
defaults a #5057 16 Disk Unit Storage Expansion Unit on the order, which may be removed if
the customer does not want it. When attached to a Model SB2 or SB3, disk units may not be
installed in the #5077 (or #5057).

#5057 Storage Expansion Unit

The #5057 provides space for up to 16 disk units on the #5077 Migration Tower II. The #5057
is shipped on new order #5077s when migrating from a Model 640, S30, or 730, which do not
have a #5055. When migrating from a Model 640, S30, or 730, which have a #5055, the
#5055 is converted to a #5057.

The #5077 is mutually exclusive with #5033, #5034, and #5035.

SPD Expansion Towers

The Expansion Towers and Unit in this table can attach to the Model 8xx via #5034 or #5035,
and #5077 Migration Towers.

Feature Description Prerequisites
#5043 Prmary rack converted to secondary rack _
(migrated)
#5044 System Unit Expansion Rack (migrated) Optical Link Processor (OLP) Card #2686
. . #5143 and #5072 or #5082 and one of
#5052 Storage Expansion Unit #6502, #6512, #6530, #6532, or #6533
. . #5073 or #5083 and one of #6502, #6512,
#5058 Storage Expansion Unit #6530, #6532, or #6533
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One port on #2688 OLP card in a #5077 orin

#5065 Storage/PCI Expansion Tower #9364 System Unit Expansion

#5066 1.8m PCI I/O Expansion Tower See #5065

#5072 1063M System Unit Expansion One port on #2688 OLP card in a #5077 orin
Tower #9364 System Unit Expansion

#5073 1063M System Unit Expansion One port on #2688 OLP card in a #5077 orin
Tower #9364 System Unit Expansion

1063M System Unit Expansion One of #6502, #6512, #6530, #6532, or

#5082 Tower #6533 and one port on #2688 OLP card in a
#5077 or in #9364 System Unit Expansion
#5083 1063M System Unit Expansion See #5082

SPD Expansion Tower I/O Features

#2686 Optical Link Processor (266 Mbps)

This feature is used for attaching #5044 System Unit Expansion Rack. One #2686 is required
per #5044. It requires an Optical Link Processor position in the #9329 or #9331.

#2688 Optical Link Processor (1063 Mbps)

This feature is used for attaching the #5065, #5072, #5082, #5073, and #5083 Expansion
Towers. One can attach two towers. It requires an Optical Link Processor position on the
#9329/#9330, #9331, or #5077.

Upgrade Options for #5065, #5066 and #5075 Expansion Towers

Converting iSeries expansion towers to migration towers allows you to upgrade to newer,
faster, and higher function HSL-attached I/O towers. Conversions are available for:

e #5065 Storage/PCI Expansion Tower to #5074 PCI Expansion Tower
* #5066 1.8m I/O Tower to #5079 1.8m PCI I/O Expansion Tower
* #5075 PCI Expansion Tower to #5074 PCI Expansion Tower

While most features from the expansion towers are supported in the new towers, many
require no-charge feature conversions because the feature number is different in the new
tower. Those features not supported in the new towers must be re-installed in the system unit
or replaced with a new feature.

These no-charge feature conversions are available to move features from the #5065/#5066
towers to #5074/#5079 towers.
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From Feature To Feature From Feature To Feature
#2723 #4723 #9723 #4723
#2745 #4745 #2746 #4746
#2748 #4748 #2750 #4750
#2751 #4751 #2761 #4761
#4778 #4778 #2815 #4815
#2816 #4816 #2818 #4818
#2838 #4838 #4802 #4801

The converted features are physically and functionally identical.
Note: The feature numbers and some names change to designate installation information.

These #5065/#5066 features are not supported in the #5074/#5079 towers. They must be
replaced.

From Description Potential Description

Feature Replacement Feature

#2718 PCI Magnetic Media Controller #2768 PCI Magnetic Media Controller
#2721 PCI Two-line WAN 10A #4745 PCI WAN I0A

#2722 PCI Twinaxial Workstation IOA #4746 PCI Twinaxial Workstation IOA
#2724 PCI 16/4Mbps Token-Ring IOA #2744 PCI 100Mbps Token-Ring IOA
#2729 PCI Magnetic Media Controller #2749 PCI Magnetic Media Controller
#2824 PCI LAN/WAN Workstation IOP | #2843 PCI IOP

These #5075 features are not supported in the #5074 tower. They must be re-installed in the
system unit or replaced.
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From Description Potential Description

Feature Replacement Feature

#2763 PCI RAID Disk Unit Controller #4778 PCI RAID Disk Unit Controller

#2842 PCI IOP #2843 PCI IOP

#9767 Base PCI Disk Unit Controller #4748 PCI RAID Disk Unit Controller
Racks

Options are available to rack mount selected iSeries server models and towers. Rack
mounting allows multiple components to be mounted in a rack, conserving floor space and
providing a secure environment for the devices. Rack mounting is an important consideration
in ISP and ASP environments.

#0550 iSeries Rack

The #0550 iSeries Rack is a 1.8-meter rack with an iSeries server 830 installed. The #0550 is
ordered as a feature of the iSeries server 830 to be installed in the rack. The 830 server
occupies the lower 26 EIA units of the rack, leaving 10 EIA units available for installation of
other devices. When a #0550 is ordered, a #5101 30-Disk Unit Expansion is also ordered to
be installed in the 830 server.

The IBM configurator does not manage rack space in the #0550 rack.

Note: The #0550 is only valid on an initial order. Existing 830 servers cannot be installed in a
rack due to weight restrictions.

Up to two Power Distribution Units (PDU) may be installed in the #0550. The PDUs may be

ordered as part of the initial order or added at a later time. Each PDU has six power sockets
that provide power for devices that support the #1422 PDU Line Cord. A country specific line
cord must be ordered for each PDU to connect to external power. The supported PDUs are:

e #5160 Power Distribution Unit 1 Phase NEMA
e #5161 Power Distribution Unit 1 Phase IEC
e #5162 Power Distribution Unit 2 of 3 Phase

The iSeries server 830 does not support the #1422 PDU Line Cord and cannot be powered
by a PDU. A country specific line cord must be ordered for the 830 installed in the #0550
Rack.
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#0551 iSeries Rack

The #0551 iSeries Rack is an empty 1.8-meter rack which provides a total 36 EIA units of
space. The #0551can be ordered as a feature of an iSeries server as part of an initial order or
added at a later time. Specify codes may then be used to indicate how the rack is to be
populated. The #0551 iSeries Rack is available in these configurations:

* An empty #0551 Rack

A #0551 Rack with one iSeries server 270

A #0551 Rack with two iSeries server 270s

A #0551 Rack with a #5074/#9079 PCI| Expansion Tower
A #0551 Rack with one to four #0578 PCI Expansion Units

The IBM configurator does not manage rack space in the #0551 rack.

Up to four Power Distribution Units (PDU) may be installed in the #0551. The PDUs may be
ordered as part of the initial order or added at a later time. Each PDU has six power sockets
that provide power for devices that support the #1422 PDU Line Cord. A country-specific line
cord must be ordered for each PDU to connect to external power. The supported PDUs are:

e #5160 Power Distribution Unit 1 Phase NEMA
e #5161 Power Distribution Unit 1 Phase IEC
e #5162 Power Distribution Unit 2 of 3 Phase

The supported specify codes are:
e #0121 270 Lower Unit in Rack Specify

— The #0121 is only valid on the initial order of an iSeries server 270. It indicates that
the server is to be installed in the lower position of a #0551 rack. The 270 server
occupies the lower 15 EIA units in the rack. This leaves 21 EIA units available at the
top of the rack for additional devices.

— Feature #7104 System Unit Expansion is required in order for an iSeries server 270 to
mount in a #0551 rack.

— The 270 server and the #7104 may be powered by the Power Distribution Unit (PDU),
if installed, using the #1422 PDU Line Cord. If no PDU is installed, a valid country
specific line cord must be ordered.

Note: Two line cords are required.

— Certain upgrade paths are not supported when an iSeries server 270 is installed in an
#0551 rack. Information on supported upgrade paths may be found in “Model 270
Upgrades” on page 126.

e #0122 270 Upper Unit in Rack Specify

— The #0122 is only valid on the initial order of an iSeries server 270 and indicates that
the server is to be installed in the upper position of a #0551 rack.
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This specify code is only valid when two iSeries 270 servers are ordered at the same
time for simultaneous delivery. One system must specify #0551 and #0121, while the
second system specifies #0122.

The two 270 servers combined require 30 EIA units in the lower part of the #0551
rack. This leaves six EIA units available at the top of the rack for additional devices.

Each iSeries server 270 is an independent system.

Feature #7104 System Unit Expansion is required in order for an iSeries server 270 to
mount in a #0551 rack.

The 270 server may be powered by the Power Distribution Unit (PDU), if installed,
using #1422 PDU Line Cord. If no PDU is installed, a valid 14-foot country specific
line cord must be ordered.

Note: Two line cords are required.

Certain upgrade paths are not supported when an iSeries server 270 is installed in a
#0551 rack. Information on supported upgrade paths may be found in “Model 270
Upgrades” on page 126.

e #0123 #5074 Lower Unit in Rack Specify

The #0123 may be ordered to place a #5074 PCIl Expansion Tower in a #0551 rack
when shipped from manufacturing.

The #0123 cannot be used to convert an existing #5074 to mount in a rack.

The #5074 occupies 18 EIA units in the lower part of the #0551 rack. This leaves 18
EIA units available at the top of the rack for additional devices.

Feature #5101 30-Disk Unit Expansion is required in order for a #5074 to mount in a
#0551 rack.

The #5074 PCI Expansion Unit cannot be powered by the Power Distribution Unit
(PDU). A valid country specific line cord must be ordered.

e #0125 #9079 Lower Unit in Rack Specify

The #0125 may be ordered to place the #9079 Base I/O Tower in a #0551 rack when
shipped from manufacturing as part of an order for an iSeries server 840.

The #0125 cannot be used to convert an existing #9079 to mount in a rack.

The #9079 occupies 18 EIA units in the lower part of the #0551 rack. This leaves 18
EIA units available at the top of the rack for additional devices.

The #5074 PCI Expansion Unit cannot be powered by the Power Distribution Unit
(PDU). A valid country specific line cord must be ordered.
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e #0127 270 Field Install in Rack Specify

— The #0127 feature denotes that a Model 270 system is to be mounted in the #0551
rack (either top or bottom). Mounting hardware is included.

— Feature #7104 System Unit Expansion is required in order for an iSeries server 270 to
mount in a #0551 rack.

— If the system unit is installed in the upper rack position and is not cabled to a PDU,
then a 14-ft line cord is required.

* #0578 PCI Expansion Unit in Rack

— The #0578 is the rack mounted equivalent of a #5078 PCI Expansion Unit and may be
installed in any #0550 or #0551 rack with available space. See “#5078 PCI Expansion
Unit” on page 243 for a description of the capabilities of the #5078.

— A #5078 cannot be converted to an #0578.

— A #0578 may be part of an initial order, an upgrade, or added to an existing system
with enough available space in a #0550/#0551 rack.

— The #0578 occupies eight EIA units in a rack. Up to four #0578s may be mounted in a
#0551 depending on the amount of empty space available in the rack. One #0578 may
be installed in a #0550 Rack above the 830 server. An #0578 may be placed in a
#0551 rack with a 270 server. However, there is no support for attaching the #0578 to
the 270 server.

— Select any two of these HSL cables if the #0578 is the first or only tower/unit of an
HSL loop. For additional units on an HSL loop, select one HSL cable per unit.

e #1460 - 3m Copper HSL cable

e #1461 - 6m Copper HSL cable

e #1462 - 15m Copper HSL cable

e #1470 - 6m Optical HSL cable (Models 830 and 840 only)

e #1471 - 30m Optical HSL cable (Models 830 and 840 only)
e #1472 - 100m Optical HSL cable (Models 830 and 840 only)
e #1473 - 250m Optical HSL cable (Models 830 and 840 only)

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820
to directly connect a #5033, #5034, or #5035 Migration Tower I.

— Select one of these SPCN cables per #0578:

e #1463 - 2m SPCN cable

e #1464 - 6m SPCN cable

e #1465 - 15m SPCN cable

e #1466 - 30m SPCN cable

e #0369 - 100m Optical SPCN cable
e #1468 - 250m Optical SPCN cable
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— One or more Power Distribution Units (PDUs) are required when the #0578s are to be
installed in a #0550 or #0551 rack. Each #0578 requires two #1422 PDU power cords
to be connected to two plugs in the PDU.

IBM 9309 Rack Enclosures

The 9309 Rack Enclosures provide operator control panels, acoustic noise reduction, power
control to all units within the rack (under the control of the System Unit), and power control to
the next rack SPCN chain. All additional racks attached to the system unit are termed
“secondary” racks.

AS/400 9406 models support the 9309 Rack Enclosures. External I/O devices, such as
DASD, magnetic tapes, and diskette units, can be accommodated in these 1.6 M racks.
These 9309 Rack and System Unit Rack Enclosures are supported:

e 9309 #9171: General Purpose I/0 Rack with SPCN
* 9406 #5044: System Unit Expansion Rack (9406-5X0, 620, 640, and 650 models only)

High Speed Links (HSL)

HSL Fabric

HSL at OS/400 V5R1 was initially implemented using copper interconnect cables. These
cables allow for high speed and high quality parallel data transfer. In August 2001, technology
is introduced using optical fibers and optical adapters to interconnect the Central Electronic
Complex (CEC) and the towers of the AS/400e.

The copper HSL cables have a higher bandwidth compared to the optical HSL cables. The
optical cables are available in longer lengths (up to 250m compared to 15m for copper).
Optical cables are smaller and easier to work with, particularly at installation.

The longer optical cable lengths extend the distance between I/O units and the Model 830
and Model 840 servers from the current 15m to 250m. Expanded 1I/O location alternatives can
help improve data reliability and protection.

The HSL bus structure provides:
* Performance improvements and future system growth

— Up to 1 GB/sec technology (copper HSL cables)
— 700 MB/sec maximum deliverable capacity running full duplex

* Simplified implementation

— Loop technology for redundancy
— Multiple towers per loop
— 3m, 6m, 15m copper HSL cables
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— 6m, 30m, 100m 250m optical HSL cables
— Migration tower attachment supports SPD 1/O towers and #5065/#5066 Storage/PClI
Expansion Towers

* Homogeneous HSL network with V5R1 HSL adapters

— Simple HSL Clusters (two iSeries)
— XxSeries for iSeries HSL connectivity
— Switchable HSL connected tower with IASP

In system complexes that contain only V5R1 HSL hardware, the HSL implementation consists
of loops that may contain any expansions (#5074/#5075/#5078/#5079s) and two iSeries
servers. These HSL loops provide redundancy to all attached towers. In addition, the
implementation of HSL and OS/400 provide data flow balancing across the loop by assigning
communication paths during an IPL to optimize loop throughput based upon loop and tower
configurations.

The connectivity of loops is shown in the following figure.

Note: The iSeries Model S
270 does not support the V5R1 Connectlwty
15m HSL cable. The Model
820 has limitations on
which segments of the HSL New Server Copper HSL Cables
loop can be 15m. Model /3, 6 and 15 meter

Switchable
Tower (IASP)

In system complexes that
contain only V5R1 HSL,
implementation consists of
loops that can contain any
expansions (#5074, #5075, | P° 'izm':sm"
#5078, and #5079) and two

iSeries servers.

New Server
Model

xSeries for
iSeries

For further details, see the
product sections within this
Handbook or AS/400e to iSeries 400 Migration, SG24-6055.

The base rules for tower placement can be found in the iSeries and AS/400e System Builder,
SG24-2155. HSL rules and migration considerations are described in the redbook AS/400e to
iSeries Migration, SG24-6055.

HSL cables supported in each iSeries server are identified in the following table.
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Feature | Description 270 820 830 840 SB2 SB3
Code

#1460 3m Copper HSL Cable X X X X X X
#1461 6m Copper HSL Cable X X X X X X
#1462 15m Copper HSL Cable X X X X X
#1470 6m Optical HSL Cable X X

#1471 30m Optical HSL Cable X X

#1472 100m Optical HSL Cable X X

#1473 250m Optical HSL Cable X X

Note: The #1462 15m HSL cable can only be used on HSL port A1 of the Model 820 to
directly connect a #5033, #5034, or #5035 Migration Tower I.

To allow the connection of expansion towers to the Optical HSL, a #2739/#9739 Optical Bus
Adapter is required for each of the #5074, #0578, and #5078 expansion towers. For the
#5079 1.8m PCI I/O Expansion Tower, two of these features are required if both upper and
lower #5074 units of the #5079 are to be connected using Optical HSL.

Due to the high bandwidth of HSL, you should see comparable performance, whether using
copper or optical HSL, even though optical runs at a slower speed. However, for intensive I/O
bandwidth requirements (for example, large system data mining), you may experience some
performance degradation with optical HSL. Use less than the allowed maximum number of
I/0 towers on an optical HSL loop to optimize performance.

0S/400 V5R1 and supporting PTFs are required. Refer to Informational APAR 1112949 at:
http://as400service.rochester. ibm.com/supporthome .nsf/document /10000035

Integrated xSeries Adapter (direct attach)

The IBM Integrated xSeries Adapter for iSeries provides a direct high-speed attachment of an
xSeries server to an iSeries server. It installs in select xSeries servers. It extends iSeries
integration with Microsoft Windows 2000 Server to xSeries high performance n-way Intel
architecture servers. With the Integrated xSeries Adapter, more Windows users and more
complex Windows applications can be integrated with iSeries servers.

The direct attach server consists of an xSeries server tower that contains an Integrated
xSeries Adapter (MT1519-100). The Integrated xSeries Adapter reports to the iSeries
Hardware Service Manager as CCIN 2689.
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The external xSeries server has SPCN control. SPCN cabling for the external xseries server
follows the same rules as SPCN cabling for existing HSL attached towers.

The external xSeries server attaches to a Model 270 or Model 8xx server via a copper HSL
(optical HSL is not supported). The external xSeries server does not count against the
current limits of HSL towers on a per loop, or per system basis except on the Model 840. The
840 has a system tower limit that cannot support the maximum number of 1/O towers in
addition to the maximum number of external xSeries servers. The Model 840 has a system
limit of 47 total towers.

The maximum external xSeries servers by model (these maximums are in addition to the
maximum number of 1/0 towers that can attach to these models) are:

* Model 270 - System maximum is 2
* Model 820 - System maximum is 4
¢ Model 830 - System maximum is 8
* Model 840 - System maximum is 16

The maximum external xSeries servers per HSL loop by model are:

* Model 270 - Maximum per loop is 2

* Model 820 - Maximum per loop is 4 (system limit)

* Model 830 - Maximum per loop is 5 (limit on first loop is one)
* Model 840 - Maximum per loop is 5 (limit on first loop is five)

These maximums are in addition to the maximum number of I/O towers that can attach per
HSL loop to these models.

For performance and stability reasons, place the external xSeries server in the middle of an
HSL loop on HSL loops without switched towers. That is, the end of the HSL strings attach to
each HSL port. No I/O tower should communicate with the system by having its data flow
through an external xSeries server. Switched towers are required to be adjacent to a tower
owned by the alternate system. If an external xSeries server must be on a loop with a
switched tower, place the external xSeries server so it does not communicate with the system
through a private tower.

Each external xSeries server is independent of the number of internal Integrated xSeries
Servers and Integrated Netfinity Servers.

For further information, refer to the AS/400e to iSeries Migration redbook, SG24-6055.

The latest information on which xSeries or Netfinity Servers can be ordered is contained on
the xSeries server Web site: http://www.iseries.ibm.com/windowsintegration/
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Ordering Information
The HSL adapter for the xSeries is ordered as Machine Type 1519 Model 100. It is supported
as a peripheral in the iSeries e-Config configurator tool.

The specify #0092 used in the iSeries configurator assures the correct type and number of
cables are on the order.
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I/0 Processor

This chapter discusses system unit (PCl) and migration tower (PCI and SPD) I/O processors
for processors 270, 8xx, SB2, and SB3 and associated towers.

V5R1 System Unit Hardware (PCI)

— Note

PCI configuration rules for V5R1 hardware are flexible. Refer to the “PCl Card Placement
Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for complete rules
for placing these PCI cards in configurations.

Embedded 32 MB PCI IOP (CCIN 284x)

On the Model 270, a 32 MB PCI IOP is embedded on the CEC backplane. For the #2431,
#2432, and #2452 processors, the embedded IOP is CCIN 286C. For the #2248, #2250, and
#2422 processors, the embedded IOP is CCIN 284D. For the other Model 270 processors,
the embedded IOP is CCIN 284E.

The 32 MB PCI IOP is not allowed on Model 270 embedded IOP.
On the Model 820, a 32 MB PCI IOP (CCIN 284C) is embedded on the backplane.

The #5075 contains a 32 MB PCI IOP (CCIN 284B) embedded on its backplane.

#2842 PCI IOP

The #2842 is an I/O processor with 32 MB of memory that drives PCI IOA adapters on the
Model 270 and on the #5075 PCI Expansion Tower (when attached to a Model 270). Up to
two feature #2842 PCI IOPs may be added to the Model 270.

The #5075 PCI Expansion Tower has a 32 MB PCI IOP (CCIN 284B) embedded on the
backplane. When the #5075 is attached a Model 270, up to three feature #2842 PCI IOPs
may be added to the #5075.

These I0As are supported by the embedded PCI IOP (Model 270 and #5075) and the #2842
PCI 10P:

* #2743 - PCl 1 Gbps Ethernet IOA

* #2744 - PCl 100 Mbps Token Ring IOA

* #2749 - PCI Ultra Magnetic Media Controller
* #2760 - PCl 1Gbps UTP Ethernet IOA
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e #2763 - PCI RAID Disk Unit Controller

e #2765 - PCI Fibre Channel Tape Controller
e #2766 - PCI Fibre Channel Disk Controller
* #2768 - PCl Magnetic Media Controller

o #2772/#2773 PCI Dual WAN Adapter

e #2817 - PCI 155MBPS MMF ATM Adapter
e #4723 - PCI Ethernet/IEEE 802.3 Adapter
e #4745 - PClI WAN IOA

e #4746 - PCI Twinaxial IOA

e #4748 - PCI RAID Disk Unit Controller

e #4750 - PCI ISDN BRI U IOA

e #4751 - PCI ISDN BRI S/T IOA

* #4761 - PCI Integrated Analog Modem

o #4778/#9778 - PCI RAID Disk Unit Controller
e #4801 - PCI Crypto Coprocessor

e #4815 - PCI ATM 155 MBPS UTP OC3

e #4816 - PClI ATM 155 MBPS MMF

e #4818 - PCI ATM 155 MBPS SMF OC3

e #4838 - PCI 100/10 Mbps Ethernet IOA

e #9767 - Base PCI Disk Unit Controller

e #9771 - Base PCI 2-Line WAN w/Modem

The #2842 can drive a maximum of four IOAs, subject to further restrictions as stated in these
IOP descriptions. Further restrictions apply, as stated in the “PCI Card Placement Rules”
chapter of the iSeries and AS/400e System Builder, SG24-2155.

#2843/#9943 PCI IOP

The #2843/#9943 is an PCI I/O processor with 64 MB of memory that drives PCI IOA
adapters on Models 820, 830, 840, SB2, and SB3 on the #5075 PCI Expansion Tower when
attached to the Model 820, the #5074 PCI Expansion Tower, the #5079 1.8m PCI I/O
Expansion Tower, and the #5078 PCI Expansion Unit.

Up to five feature #2843 PCI IOPs may be added to the Model 820 System Unit. The #5075,
when attached to a Model 820, can contain or support up to three #2843 PCI IOP features.

On Models 830, 840, SB2, and SB3, a PCI IOP is not embedded on the backplane, but a
#9943 PCI IOP is included as “base” with the system. Up to four feature #2843 PCI IOPs may
be added in the system unit of Models 830 and 840. Up to two feature #2843 PCI IOPs may
be added in the system unit of Models SB2 and SB3. On the #5074 PCI Expansion Tower, a
PCI IOP is not embedded, but a #9943 PCI IOP is included as “base”. Up to five #2843 PCI
IOP features may be added to a #5074. Up to six #2843 PCI IOP features may be added to a
#5078.
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On the #5079 1.8m PCI I/O Expansion Tower, a PCI IOP is not embedded, but two #9943 PCI
IOPs are included as “base”. Up to ten #2843 PCI IOP features may be added to the #5079.

Note: The #9943 may only be on initial system orders or on MES orders that add #5074,
#5078, or #5079 towers to an installed system. The maximum number of #9943s installed on
a system is one in the system unit, plus one in each #5074 and two in each #5079.

These I0As are supported (driven) by the embedded PCI IOP (Model 820) and the
#2843/#9943 PCI IOP:

* #2743 - PCl 1 Gbps Ethernet IOA

* #2744 - PCl 100 Mbps Token Ring IOA

* #2749 - PCI Ultra Magnetic Media Controller
* #2760 - PCl 1Gbps UTP Ethernet IOA

e #2763 - PCI RAID Disk Unit Controller

* #2765 - PCI Fibre Channel Tape Controller

e #2766 - PCI Fibre Channel Disk Controller

* #2768 - PCl Magnetic Media Controller

o #2772/#2773 PCI Dual WAN Adapter

e #2817 - PCI 155MBPS MMF ATM Adapter

* #4723 - PCI Ethernet/IEEE 802.3 Adapter

e #4745 - PCI WAN IOA

e #4746 - PCI Twinaxial IOA

e #4748 - PCI RAID Disk Unit Controller

e #4750 - PCI ISDN BRI U I0OA

e #4751 - PCI ISDN BRI S/T I0OA

* #4761 - PCI Integrated Analog Modem

o #4778/#9778 - PCl RAID Disk Unit Controller
e #4801 - PCI Crypto Coprocessor (not allowed on CEC base/embedded IOPs)
* #4815 - PCI ATM 155 MBPS UTP OC3

e #4816 - PCI ATM 155 MBPS MMF

* #4818 - PCI ATM 155 MBPS SMF OC3

e #4838 - PCI 100/10 Mbps Ethernet IOA

e #9767 - Base PCI Disk Unit Controller

e #9771 - Base PCI 2-Line WAN w/Modem

The #2843/#9943 can drive a maximum of four IOAs. Refer to the “PCI Card Placement
Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for complete rules for
placing these PCI cards in configurations.
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#2790 PCI Integrated Netfinity Server

#2791 Integrated xSeries Server

The #2790 PCI Integrated Netfinity Server contains a 700 MHz slot 1 processor and four
memory slots in the Netfinity IOP.

The #2791 Integrated xSeries Server contains an 850 MHz Socket 370 processor and four
memory slots in the Netfinity IOP.

The #2790/#2791 is supported in the CEC of Models 820, 830, 840, SB2, and SB3, in the
#5074 PCI Expansion Tower, in the #5078 PCI Expansion Unit, in the #5079 1.8m PCI I/O
Expansion Tower, and in the #5075 PCI Expansion Tower when it is attached to the Model
820.

Each memory slot can contain either a 128 MB, a 256 MB, or a 1024 MB Netfinity IOP
Memory card. This provides a total memory capacity ranging from 128 MB to 4 GB.

Note: When the maximum memory is installed, only 3712 MB will be addressable.
At least one memory card in the Netfinity IOP is required.

The feature numbers of the Netfinity IOP memory cards are:

e #2795 - 128 MB Netfinity IOP Memory
e #2796 - 256 MB Netfinity IOP Memory
e #2797 - 1 GB Netfinity IOP Memory

Allowable Main Storage Increments (MB)

128 256 384 512 640 768 896 1024
1152 1280 1408 1536 1664 1792 2048
2176 2304 2432 2560 3072
3200 3328 4096

At least one LAN IOA is required. Refer to the “PCI Card Placement Rules” chapter of the
iSeries and AS/400e System Builder, SG24-2155, for details and limitations.

The #2790/#2791 supports up to three, in any combination, of these LAN I0A features:

» #2743 PCI 1Gbps Ethernet IOA

» #2760 PCIl 1Gbps Ethernet UTP IOA
e #4838 PCI 100/10 Mbps Ethernet IOA
* #2744 PCIl 100 Mbps Token-Ring IOA
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One #0225 (1 Gbps Ethernet on the Integrated Netfinity Server) is required for each 1 Gbps
Ethernet adapter selected to run on the #2790/#2791.

One #0224 (100/10 Mbps Ethernet on the Integrated Netfinity Server) is required for each
#4838 selected to run on the #2790/#2791.

One #0223 (100 Mbps Token-Ring on the Integrated Netfinity Server) is required for each
#2744 selected to run on the #2790/#2791.

Native AS/400 functions are not supported, and the #2790/#2791 servers do not support
external host LAN.

The #2790/#2791 requires three PCI card slots on the system or expansion tower backplane.
Two slots are consumed by the #2790/#2791. The third slot is reduced to a short card slot,
which will be used by the first LAN IOA card.

The #2790/#2791 will ship with a keyboard/mouse splitter cable.

The #2790/#2791 supports only the Window NT and Windows 2000 operating systems.
These points apply:

e #0325 IPCS Extension Cable for Windows is the default (but may be removed).

* A minimum of 128 MB Netfinity IOP Memory is required.

* #1700 (IPCS Keyboard/Mouse for Windows) is the default (in those countries that offer
it).

* A display must be connected to the Integrated Netfinity Server to support Windows.

e For non-US keyboard/mouse and display, see: http://www.as400.ibm.com/nt

#2890 PCI Integrated Netfinity Server

#2891 Integrated xSeries Server

The #2890 PCI Integrated Netfinity Server contains a 700 MHz slot 1 processor and four
memory slots in the Netfinity IOP.

The #2891 Integrated xSeries Server contains a 850 MHz Socket 370 processor and four
memory slots in the Netfinity IOP.

The #2890/#2891 is supported only in the Model 270 system unit and in the #5075 PCI
Expansion Tower when it is attached to the Model 270.

Each memory slot can contain either a 128 MB, a 256 MB, or a 1024 MB Netfinity IOP
Memory card. This provides a total memory capacity ranging from 128 MB to 4 GB.

Note: When the maximum memory is installed, only 3712 MB will be addressable.
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At least one Netfinity IOP memory card is required.

The feature numbers of the Netfinity IOP memory cards are:

e #2795 - 128 MB Netfinity IOP Memory
e #2796 - 256 MB Netfinity IOP Memory
e #2797 - 1 GB Netfinity IOP Memory

Allowable Main Storage Increments (MB)

128 256 384 512 640 768 896 1024
1152 1280 1408 1536 1664 1792 2048
2176 2304 2432 2560 3072
3200 3328 4096

At least one LAN IOA is required. Refer to the “PCI Card Placement Rules” chapter of the
iSeries and AS/400e System Builder, SG24-2155, for complete rules for placing these PCI
cards in configurations.

The #2890/#2891 supports up to three, in any combination, of these LAN IOA features:

* #2743 PCI 1 Gbps Ethernet IOA

» #2760 PCIl 1 Gbps Ethernet UTP IOA
e #4838 PCI 100/10 Mbps Ethernet IOA
* #2744 PCIl 100 Mbps Token-Ring IOA

One #0225 (1 Gbps Ethernet on the Integrated Netfinity Server) is required for each 1 Gbps
Ethernet adapter selected to run on the #2890/#2891.

One #0224 (100/10 Mbps Ethernet on the Integrated Netfinity Server) is required for each
#4838 selected to run on the #2890/#2891.

One #0223 (100 Mbps Token-Ring on the Integrated Netfinity Server) is required for each
#2744 selected to run on the #2890/#2891.

Native iSeries and AS/400e functions are not supported. The #2890/#2891servers do not
support external host LAN.

The #2890/#2891 requires two PCI card slots in the Model 270 system unit. One slot is
consumed, and the second slot is reduced to a short card slot, which is used by the first
attached LAN IOA card.
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The #2890/#2891 requires three PCI card slots on the expansion tower backplane. Two slots
are consumed by the #2890/#2891, and the third slot is reduced to a short card slot, which
will be used by the first LAN IOA card.

The #2890/#2891 ships with a keyboard/mouse splitter cable.
The #2890/#2891 supports only the Window NT and Windows 2000 operating systems.
These points apply:

e A #0325 IPCS Extension Cable for Windows is the default (but may be removed).

* A minimum of 128 MB Netfinity IOP Memory is required.

* The #1700 (IPCS Keyboard/Mouse for Windows) is the default (in those countries that
offer it).

* A display must be connected to the Integrated Netfinity Server to support Windows.

For non-US keyboard/mouse and display, see http://www.as400.ibm.com/nt

Migration Tower Hardware PCI

#2809 PClI LAN/WAN/Workstation IOP

This feature controller IOP can be used for attaching PCI LAN, WAN, and Workstation I0OAs
to the system. The #2809 supports different combinations of cards depending on where it is
installed in the #503x Migration Tower. It is supported for migration only in the #503x
Migration Tower.

#2824 PClI LAN/WAN/Workstation IOP

This I0OP is a feature 1/0O processor with 32 MB of memory installed in the #5034 and #5035
Migration Tower | and in the #5065 PCI Expansion Tower and the #5066 1.8M I/O Tower. It is
supported for migration only in the #503x Migration Tower.

#2851 PCI Integrated PC Server

The #2851 Integrated PC Server contains a 166 MHz Pentium processor, four IOP memory
slots, and two LAN IOA slots. Supported for migration only in #503x Migration Towers.

#2854 PCI Integrated PC Server

The #2854 Integrated PC Server contains a 200 MHz Pentium processor, four IOP memory
slots, and two LAN IOA slots. Supported for migration only in #503x Migration Towers.
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#2865 PCI Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il processor, four main
storage slots, and two LAN IOA slots. The Integrated Netfinity Server provides high
performance serving to LAN attached PCs. OS/2 Warp Server for AS/400, Novell NetWare,
Lotus Domino, Flowmark, Firewall for AS/400, and Microsoft Windows NT Server are
supported on the Integrated Netfinity Server. This adapter requires two (reserved) PCI card
positions. One is for the processor card, and one for a bridge card that acts as the interface to
the system. The IPCS also comes with a special cable, which allows for a connection on the
back of the bridge card to industry-standard keyboard, mouse, serial, and parallel
connectors. Between one and four of these memory features must be installed in the
Integrated Netfinity Server and allows between 32 MB and 512 MB of main storage:

e #2861—32 MB IOP Memory
e #2862—128 MB IOP Memory
e #2867—256 MB IOP Memory

When running OS/2, a maximum of 512 MB IOP memory is supported.

One or two of these LAN IOA features must be installed in the Integrated Netfinity Server:

o #2723—PCI Ethernet IOA
* #2724—PCl 16/4 Mbps Token-Ring IOA
e #2838—PCI 100/10 Mbps Ethernet IOA

Only one of the LAN IOAs can be a #2838 100/10 Mbps Ethernet IOA. If the #2838 is run on
the #2865 Integrated Netfinity Server, the #0222 100/10 Mbps Ethernet on IPCS is required.

If Windows NT is running on the #2865 Integrated Netfinity Server, these considerations
apply to the Integrated Netfinity Server:

e The #0325 IPCS Extension Cable for Windows NT (required)

e The #1700 IPCS Keyboard/Mouse for Windows NT (default in certain countries)
* A display must be connected to the IPCS to support Windows NT

* A minimum of 64 MB IOP memory on the Integrated Neftfinity Server

For keyboard/mouse and display support in countries outside of the USA, consult the Web
site at: http://www.as400.1ibm.com

Migration Tower Hardware SPD

#2629 SPD LAN/WAN/Workstation IOP
This adapter uses one SPD slot. It supports up to three of these I0As:

e #2699 Two-Line WAN IOA
e #6149 16/4 Mbps Token-Ring IOA
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e #6180 Twinaxial Workstation IOA
e #6181 Ethernet/IEEE 802.3 I0OA

One #2629 supports any combination of adapters with one restriction. There is a maximum of
two LAN IOAs.

Up to seven #2629s can be placed into each 1063 Mbps System Unit Expansion Tower
#5072. The #2629 is not allowed in slot 14 of the #5072 tower. No restrictions apply when
using the #2629 with a #5073 tower.

#2810 LAN/WAN IOP

This IOP is used in SPD cages for attaching the #2838 PCI 100/10 Mbps Ethernet IOA or one
of the #281x PCI ATM IOAs. It is a high workload IOP and has configuration limitations.

#6616 Integrated PC Server (Formerly FSIOP)

The #6616 Integrated PC server contains a 166 MHz Pentium processor, two IOP memory
slots, and two LAN IOA slots. Supported for migration only.

#6617 Integrated PC Server

The #6617 Integrated PC server contains a 200 MHz Pentium processor, two IOP memory
slots, and three LAN IOA slots. Supported for migration only.

#6618 Integrated Netfinity Server

The Integrated Netfinity Server contains an Intel 333 MHz Pentium Il processor, four main
storage slots, and three LAN IOA slots. The IPCS provides high-performance LAN serving to
LAN-attached PCs. OS/2 Warp Server for AS/400, Novell IntraNetWare, Lotus Domino,
Flowmark, Firewall for AS/400, and Windows NT server are supported on the Integrated
Netfinity Server.

The #6618 Integrated Netfinity Server requires three IOP slots. It comes with no base main
memory and supports up to four of these memory features to allow between 32 MB and
1024 MB of memory:

e #2861 32 MB IOP Memory Card
e #2862 128 MB IOP Memory Card
e #2867 256 MB IOP Memory Card

When running 0OS/2, the memory maximum is 512 MB.

Each LAN slot can contain either a Token-ring or an Ethernet IOA from this list, up to a
maximum of three. At least one I0A feature is required:
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o #2723/#9723 PCI Ethernet IOA (10 Mbps)
o #2724/#9724 PCI 16/4 Mbps Token Ring IOA
e #2838/#9738 PCI 100/10 Mbps Ethernet IOA

If the #2724/#9724 is selected, a #0220 (token-ring on IPCS) is required for each
#2724/#9724 selected to run on the #6618. If the #2723/#9723 is selected, a #0221 (Ethernet
on IPCS) is required for each #2723/#9723 selected to run on the #6618. If the #2838/#9738
is selected, a #0222 (100/10 Mbps Ethernet on IPCS) is required for each #2838/#9738
selected to run on the #6618.

All three PCI slots can be used for the Integrated Netfinity Server with only two of the three
slots supporting native AS/400 functions. A maximum of two #2838/#9738 can be used on
each Integrated Netfinity Server: one native and one Windows NT dedicated. The #6618
cannot be placed in a #5044.

An external cable is included to enable connectivity to IPCS hardware (keyboard or mouse),
which also allows for optional use of parallel and serial ports. If you run Windows NT on the
#6618, these considerations apply:

e The #0325 IPCS Extension Cable for Windows NT (can be ordered)

* A #1700 IPCS Keyboard/Mouse for Windows NT (default in certain countries and
ordable).

* A display must be connected to the IPCS to support Windows NT

* A minimum of 64 MB IOP memory on the Integrated Neffinity Server

For keyboard or mouse and display support in countries outside the USA, consult the Web
site at: http://www.as400.1ibm.com
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I/0 Adapters and Controllers

This chapter discusses system unit (PCI) and migration tower (PCl and SPD) I/O adapters for
processors 270, 8xx, SB2, and SB3 and associated towers.

Homologation

Homologation is the process to obtain country government approval to ship a device and
connect it to the country telecommunications network. The action is similar to Federal
Communications Commission (FCC) approval in the United States.

There are features on the system that require homologation by country government
organizations, usually Post Telephone and Telegram departments (PTTs). This table lists
features as examples of those that must meet specific homologation regulations in each
country before they can be ordered and delivered.

The following table summarizes the PCI features that may require homologation in certain
countries. The features are described in detail later in this chapter.

Feature Code Description
#0032 High speed modem
#2750 PCI ISDN Bri U IOA - 2-wire
#2751 PCI ISDN Bri S/T IOA - 4-wire
#2761 Integrated Analog Modem
#2772 Two line WAN with integrated modems
#2773 Two line WAN with integrated modems
#4750 PCI ISDN Bri U IOA - 2-wire
#4751 PCI ISDN Bri S/T IOA 4-wire
#4761 Integrated Analog Modem
#9771 Base PCI Two-Line WAN with Modem

PCI Card Technology

The fundamental bus architecture of the AS/400e server remains unchanged with the
implementation of PCI adapters. The AS/400e IOP architecture continues to off load cycles
from the main processor, isolate the host from adapter and network errors, and manage,
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configure, and service the adapters. PCI architecture continues to offer advantages over
other system structures.

There are several types of PCI cards, each of which requires a specialized slot on the
AS/400e Model 250 backplane:

e Low-Speed PCI Adapter Cards: Low-speed PCI cards require a PCI card slot and a
PCI controller to drive them. This PCI controller can either be included on the
backplane or as a separate PCI card that attaches to the backplane.

¢ High-Speed PCI Adapter Cards: High-speed PCI cards require a higher bandwidth
connection to the PCI controllers than low-speed PCI cards require. The PCI controller
can be included on the backplane or as a separate PCI card that attaches to the
backplane.

¢ Low-Speed/High-Speed PCI Adapter Cards: The Low-speed/High-Speed PCI cards
can be installed in either a low-speed slot or high-speed slot.

e PCI Controller Cards: PCI controller cards support a number of low-speed PCI card
slots and a number of high-speed PCI card slots depending on how the backplane is
wired. They require a controller position on the backplane.

* Integrated xSeries Server for iSeries Controller Cards: The latest manufacturing
variance of the PCI controller cards, the Integrated xSeries Server for iSeries supports
PCI card slots and requires a PCI controller to drive it. The Integrated xSeries Server
occupies a reserved two-slot controller position on the backplane. One slot is for the
Integrated xSeries Server processor card, and one is for the Integrated iSeries Server
Bridge card.

V5R1 System Unit Hardware (PCI)

—— Note

PCI configuration rules for V5R1 hardware are flexible. Refer to the “PCI Card Placement
Rules” chapter of the iSeries and AS/400e System Builder, SG24-2155, for complete rules
for placing these PCI cards in configurations.

#2743 PCl 1 Gbps Ethernet IOA

The #2743 PCI 1 Gbps Ethernet I0A feature allows the iSeries servers to attach to IEEE
standard 802.3Z high speed Ethernet LANs (1 Gbps). The adapter supports multi-mode fiber
media attachment from the adapter to a Gb-capable switch with at least one port that
supports a 1000 BASE-SX interface with IEEE 802.3z and 802.3u compliance. The #2743
supports a multi-mode fiber interface with a 62.5 micron or 50.0 micron cable for attachment
to customer supplied cabling.
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The #2743 PCI 1 Gbps Ethernet IOA supports a 1000 Mbps (1 Gbps) full duplex interface
only and TCP/IP protocol only. Cannot negotiate down to a lower speed. Stations on 10 Mb,
100 Mb, and 1000 Mb (1 Gb) switched LANs can interface with the #2743 through a switch
that is capable of handling the lower speed. The #2743 can run under a #2790 or #2890
Integrated Netfinity Server and under a #2791 or #2891 PCI Integrated xSeries Server in
V5R1. A #0225 1Gbps Ethernet Specify is needed for each #2743 running under one of these
Integrated Servers.

#2744 PCI1 100/16/4 Mbps Token Ring IOA

The #2744 PCI 100 Mbps Token-Ring IOA provides a single attachment to a 100 Mbps, 16
Mbps, or 4 Mbps IBM Token Ring network. The feature consists of an IOA card, internal code,
which supplies IEEE 802.5 Media Access Control (MAC), and IEEE 802.2 Logical Link
Control (LCC) functions. The 100/16/4 Token Ring IOA is capable of operating in half or full
duplex mode.

The #2724/#9724 comes standard with an 8ft/2.44m Token-Ring cable. Alternately, a
separately purchased twisted-pair cable to the RJ-45 connection on the IOA may be
attached.

If the #2744 is selected to run on a #2790 or #2890 Integrated Netfinity Server or on a #2791
or #2891 PCI Integrated xSeries Server, one #0223 (100 Mbps Token-Ring on Integrated
Netfinity Server) is required for each #2744 ordered.

#2760 1 Gbps/100 Mbps/10 Mbps UTP Ethernet UTP IOA

The #2760 PCI UTP Ethernet I0A feature allows to attach to IEEE standard 802.3Z
high-speed Ethernet LANs (1 Gbps) to provide a significant performance improvement over
other LAN solutions. The adapter supports a UTP CAT 5 media interface. The #2760
supports half and full duplex mode, and TCP/IP only. This adapter can negotiate to a lower
speed and can directly attach to 10 Mbps or 100 Mbps networks. A #2760 is supported under
a #2790 or #2890 Integrated Netfinity Server and under a #2791 or #2891 PCI Integrated
xSeries Server in V5R1. A #0225 1 Gbps Ethernet Specify is needed for each #2743 running
under one of these Integrated Netfinity Servers or Integrated xSeries Servers. Use Enhanced
Category 5 cable for the best results.

#2765 PCI Fibre Channel Tape Controller

The #2765 PCI Fibre Channel Tape Controller provides fibre channel attachment capability
for external tape devices. The #2765 supports point-to-point and arbitrated loop topologies.
Each #2765 is shipped with a wrap connector (PN#05N6767).
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These options are available to attach SC-type fibre cables:

* The #0371 is a two meter LC-SC Adapter kit that can be used to connect the #2765 to
a 50 ym (50 micron) cable.

* The #0372 is a two meter LC-SC Adapter kit that can be used to connect the #2765 to
a 62.5 pym (62.5 micron) cable.

Fibre channel attachment for tape drives offers tremendous performance capabilities and
long distance options. It is also easier for you to share these valuable resources with multiple
systems.

The tape subsystems that are supported by the #2765 PCI Fibre Channel Tape Controller
are:

* 3590 Models E11 or E1A with feature #9510 (on new orders)

* 3590 Models E11 or E1A with feature #3510 (upgrade of installed SCSI tape drives to
fibre channel)

* 3583 with drive feature #8005

* 3584 with drive feature #1456

Only one tape unit can be connected per I0OA.

#2766 PCI Fibre Channel DASD Controller

The #2766 PCI Fibre Channel DASD Controller provides fibre channel attachment capability
for external disk devices. The #2766 supports point-to-point and arbitrated loop topologies.
Each #2766 is shipped with a wrap connector (PN#05N6767). Just as for the #2765, these
options are available to attach SC-type fibre cables:

* The #0371 is a two meter LC-SC Adapter kit that can be used to connect the #2765 to
a 50 ym (50 micron) cable.

* The #0372 is a two meter LC-SC Adapter kit that can be used to connect the #2765 to
a 62.5 pym (62.5 micron) cable.

* The #2766 requires a dedicated IOP. No other IOA is allowed on an IOP with the
#2766.

Some iSeries customers may find SAN-attached DASD devices to be appealing for their
environment. If consolidating large amounts of DASD from different platforms is important,
you should consider SAN. Note, however, a complex commercial business environment
usually requires good, predictable response time to maintain user productivity and
satisfaction. Carefully consider the performance implications of sharing resources in this
environment, because the sharing may introduce more variable performance. For critical
workloads, dedicated direct attach DASD resource can ensure more predictable
performance. Feature #2766, PCI Fibre Channel Disk Controller, for attachment into Storage
Area Networks for DASD is offered as an optional feature, when ordered with RPQ 847126.
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———Important note

The #6501 is withdrawn from marketing as of 31 July 2001. A #2766 Fibre Channel
Adapter supported on the iSeries with OS/400 V5R1, can be used to attach the Enterprise
Storage Server (ESS).

#2772 and #2773 two line WAN adapters

The #2772 and #2773 are basically the same interface. The #2772 is the non-CIM (Complex
Impedance Matching) version of this card. Both are 2-line WAN adapters, with two ports
(RJ11) supporting V.90 56K Async PPP and FAX applications at data rates up to 14.4K via
internal modems. Connection to the V.90 ports is via a telephone cable. Both of these
features do not support remote power on. The new cards can be used for the purpose of
Multilink. These cards need country-specific telephone cables (a minimum of one and a
maximum of two per card). Feature #2773, the Complex Impedance Matching version, is
intended for Australia and New Zealand only. Compared with the existing #4761, with eight
analog modem ports, the #2772/#2773 and #4761 both have fax capabilities, but the #4761 is
more robust in this area. This is because the #4761 handles the fax process in the card,
where the #2772/#2773 passes it off to the system. The #2772/#2773 is a good option for
those wanting to add some additional ports, but not wanting to add eight and if you do not
need V.34 synchronous support that is provided by the #4761. All cable features must be the
same on the same iSeries server.

Cable features supported with the #2772 are:

e #1010 Modem Cable-Austria

* #1011 Modem Cable-Belgium

e #1012 Modem Cable-Africa

e #1013 Modem Cable-Israel

* #1014 Modem Cable-Italy

e #1015 Modem Cable-France

* #1016 Modem Cable-Germany

e #1017 Modem Cable-UK

e #1018 Modem Cable-lceland/Sweden
e #1020 Modem Cable-Hong Kong and New Zealand
e #1021 Modem Cable-Fin/Nor

e #1022 Modem Cable-Netherlands

e #1023 Modem Cable-Swiss

e #1024 Modem Cable-Denmark

e #1025 Modem Cable-US/Canada
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Cable features supported with the #2773 are:

e #1019 Modem Cable-Australia
e #1020 Modem Cable-HK/NZ

#2817 155 Mbps MMF ATM

The #2817 is a 155 Mbps Asynchronous Transfer Mode (ATM) PCI card that allows the server
to be attached into an ATM network using the Multi-Mode Fiber (MMF) 62.5 micron interface.
This interface is intended for connection to both local area switches and direct connection to
service provider equipment. The #2817 will typically be used where 155 Mbps speeds are
required over distances of less than 2Km. This card is a 64-bit card, but is allowed to plug into
any 32-bit or 64-bit slot. This feature replaces #4816, on orders with V5R1 OS/400 in the
configuration.

The #2817 ATM is a Non-Assist IOA. Functions that the card might handle are moved to the
system level. Such things as fragmentation reassembly, address verification, IP filtering, and
checksum generation verification are handled by the system. This allows the card to process
data faster. Increased performance has also come from the more optimized transmit/receive
path.

#4723 PCI 10 Mbps Ethernet IOA

Provides a single attachment to one Carrier Sense Multiple Access/Collision Detect Local
Area Network. It consists of an adapter card and internal code, which supplies Ethernet
Version 2 and IEEE 802.3 Media Access Control (MAC), plus 802.2 Logical Link Control
(LLC) functions. The Ethernet/IEEE 802.3 IOA is capable of operating in half or full duplex
mode.

It has an RJ-45 connector and a 15-pin D-shell connector for attachment of
customer-supplied cabling. A vendor AUl Ethernet cable or RJ-45 twisted-pair cable must be
ordered separately.

The #4723 is not supported under a #2790 or #2890 Integrated Netfinity Server, nor under
the #2791 or #2891 PCI Integrated xSeries Server.

#4745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one of two (in any
combination) of these cables are attached:

* #0348 V.24/EIA232 20ft/6m PCI cable
#0349 V.24/E1A232 50ft/15m PCI cable
#0353 V.35 20ft/6m PCI cable

#0354 V.35 50ft/15m PCI cable

#0355 V.35 80ft/24m PCI cable
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* #0356 V.36 20ft/6m PCI cable

* #0358 V.36 150ft/45m PCI cable

* #0359 X.21 20ft/6m PCI cable

* #0360 X.21 50ft/15m PCI cable

* #0365 V.24/E1A232 80ft/24m PCI cable
* #0367 Operations Console cable*

*Only one #0367 Operations Console cable is allowed per #4745.

#4746 PCI Twinaxial Workstation IOA

The #4746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
devices and allows up to 56 attached addresses of which only 40 can be active. When the
attached display supports address sharing, a maximum of 120 shared sessions are
supported.

#4750 PCI ISDN BRI U IOA

The #4750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based
on the latest DSP technology, the #4750 allows connections to fax or data modems
connected to the telephone network with analog phone lines as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #4750 is the “U”-bus (2 wire) version
I0A.

* For data mode support, B-channel supports digital data at 64 Kbps.
* For modem mode support, B-channel supports V.90 and lesser modulations.
Four 30-ft RJ-45 to RJ-45 network cables are shipped with each card.
The #4750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#4751 PCI ISDN BRI S/T IOA

The #4751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #4751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #4751 is the “S/T”-bus (4 wire)
version 10A.

* For data mode support, the B-channel supports digital data at 64 Kbps.
* For modem mode support, the B-channel supports V.90 and lesser modulations.

Four 30-foot RJ-45 to RJ-45 network cables are shipped with each card.
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The #4751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#4761 Integrated Analog Modem

Based on the latest DSP technology, the #4761 allows the modem function to be integrated
into the IOA and has eight analog modem ports. Eight 30-foot (9.3 m) phone cables are
shipped with each #4761. The #4761 runs these protocols without the need for an external
modem:

e SLIP/PPP uses V.90, so maximum line speed is 56 Kbps
e SDLC uses V.34, so maximum line speed is 33.6 Kbps
* Fax uses V.17 to achieve a 14.4 Kbps maximum line speed

Fax is supported on any or all modem ports and requires an asynchronous line description for
each port used for fax. An asynchronous line description can only be used for Fax. ECS line
not supported. To the iSeries server, the #4761 appears like a single IOA with eight individual
resources available. For configuration purposes, each #4761 counts as eight communications
lines. It supports full duplex.

This feature requires country certification or homologation.

#4801 PCI Crypto Coprocessor

The #4801 is a hardware cryptography solution based on the IBM #4758 card. The #4801 is a
half-length PCI card that offers rich cryptography function, secure storage of cryptographic
keys, and triple DES capability. The level of the cryptographic function is determined by the
Cryptographic Access Provider Licensed Program, which is used to set the key length in the
adapter.

The #4801 is available worldwide.

Note: On new systems from the plant, the #4801 is shipped with the system, but due to
temperature requirements (card temperature must not drop below 5 F (-15 C)), it is not
installed.

#4802 PCI Crypto Coprocessor

The #4802 is a hardware cryptography solution based on the IBM #4758 card. The #4802 is a
half-length PCI card that offers rich cryptography function, secure storage of cryptographic
keys, and triple DES capability. The level of the cryptographic function is determined by the
Cryptographic Access Provider Licensed Program, which is used to set the key length in the
adapter. The #4802 provides greater security by use of 168-bit key (compared to a 56-bit key
of the #4800).
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The #4802 is only supported in the #5065 Storage/PCl Expansion Tower and the #5066 1.8m
I/0 Tower.

The #4800 is not supported on the 8xx models nor in #503X/#5077 migration towers and their
attached expansion towers. Convert each #4800 PCI Crypto Coprocessor installed in a Model
7xx or attached expansion towers to a #4802 PCI Crypto Coprocessor.

Note: On new shipments from the plant, the #4802 is shipped with the system but due to
temperature requirements (card temperature must not drop below 5 F (-15 C)), it is not
installed.

The #4802 is available worldwide.

#4815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows iSeries servers to be attached to an Asynchronous Transfer Mode (ATM)
network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended for
connection to both local area switches and direct connection to service provider equipment.
The #4815 is typically used where 155 Mbps speeds are required over distances of less than
100 meters.

#4816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

The #4816 PCI ATM IOA is supported, but is no longer orderable with V5R1 and replaced by
feature #2817. This feature allows iSeries servers to be attached to an Asynchronous
Transfer Mode (ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This
interface is intended for connection to both local area switches and direct connection to
service provider equipment. The #4816 is typically used where 155 Mbps speeds are
required over distances of less than 2 km.

#4818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows iSeries servers to be attached to an Asynchronous Transfer Mode (ATM)
network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is intended
primarily for direct connection to service provider equipment but can be used for local area
switches. The #4818 is typically used where 155 Mbps speeds are required over distances
from 16 to 40 km.

#4838 PCI 100/10 Mbps Ethernet IOA

This feature allows iSeries servers to attach to a standardized 100 Mbps high-speed Ethernet
LAN. It also allows the attachment to existing 10 Mbps Ethernet LANs. The adapter comes
with an RJ-45 connector for attachment to UTP-5 media. Cabling for 10 Mbps must be CAT-3
or CAT-5. Cabling for 100 Mbps must be CAT 5 that meets or exceeds Industry Standard
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EIA/TIA T568A or T568B. The maximum cable length is 100 meters. The Ethernet/IEEE
802.3 IOA is capable of operating in half or full duplex mode.

If the #4838 is selected to run on a #2790 or #2890 Integrated Netfinity Server or #2791 or
#2891 PCI Integrated xSeries Server, one #0224 (100/10Mbps Ethernet on Integrated
Netfinity Server) is required for each #4838 ordered.

#9771 Base PCI 2-Line WAN with Modem

The #9771 is a 2-line WAN adapter, with one port supporting multiple protocol communications
and the other port supporting V.90 56K Async Data on PPP via an internal modem. Connection to
the V.90 port is via telephone cable.

Connection to the WAN port is through one of these cables:

* #0348 V.24/E1A232 20 ft PCI cable
* #0349 V.24/E1A232 50-ft PCI cable
* #0353 V.35 20 ft PCI cable

* #0354 V.35 50-ft PCl cable

* #0355 V.35 80-ft PCl cable

* #0356 V.36 20 ft PCI cable

* #0358 V.36 150-ft PCl cable

* #0359 X.21 20 ft PCl cable

* #0360 X.21 50-ft PCI cable

* #0365 V.24/EI1A232 80-ft PCI cable

Electronic Customer Support (ECS) on the telephone cable (RJ-11) port over TCP/IP is
supported in V5R1, or with V4R5 and PTF SF64124 (5769-SS1). Download and install V4R5
Client Access Express Service Pack 2 or later to obtain Wizard (5769-XE1 SF64217). Then
use Operational Navigator to configure this Universal Connection as stated in cover letter
SF64124. This Universal Connection operates using the integrated high-speed V.90. This
includes electronic fix retrieval and problem reporting.

In addition, this internal modem provides the ability for IBM to provide remote support over a
dial-up connection.

PM/400 and Electronic Service Agent for AS/400 over TCP/IP is available. These applications
are also enabled over the Universal Connection. In addition, the ability to inventory multiple
systems hardware and software information is provided. This is done by consolidating
multiple systems onto one Management Central system prior to transmission over this
connection. For additional information, see:
http://www.iseries.ibm.com/tstudio/planning/esa/esa.htm

You can also refer to: http://www.iseries.ibm.com/tstudio/planning/esa/esa.htm
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Fax is supported on the V.90 port with V5R1.

ECS also operates on the WAN port of the #9771 by changing the “YRSRCNAME parameter of
the QESLINE and QTILINE line descriptions to that of the WAN port on the #9771 card.

When the #9771 is selected to support ECS, specify one of these cables for connection to the
WAN port:

* #0348 V.24/E1A232 20-ft PCI cable (the default)
* #0349 V.24/E1A232 50-ft PCI cable
* #0365 V.24/EI1A232 80-ft PCI cable

The #9771 now supports the Operations Console as a system console. Remote power-on is
not supported.

#2763 PCI RAID Disk Unit Controller

The #2763 is an Ultra2 SCSI disk unit controller with a 10 MB write-cache that provides
RAID-5 protection for internal disk units and also supports internal tape and CD-ROM units.

In addition to providing RAID-5 protection for disks, the #2763 is also designed to work as a
high-performance controller for disks protected by system mirroring or disks with no
protection. In the RAID-5 configuration, disk unit protection is provided at a lower cost than
mirroring and with greater performance than system checksums.

The #2763 controller supports a maximum of 12 disk units and up to two removable media
devices and is available on the Model 270, the Model 820, and the #5075 PCI Expansion
Tower.

A minimum of four drives of the same capacity are needed for a valid RAID-5 configuration. A
maximum of three arrays are allowed, with a maximum of 10 drives allowed per array. All
drives in an array must be of the same capacity.

The #2763 feature is hot pluggable.

#4778/#9778 PCIl RAID Disk Unit Controller

The #4778/#9778 is an Ultra2 SCSI adapter with a maximum compressed write cache size of
104 MB that provides RAID-5 protection and compression for internal disk units, as well as
supports internal tape units, CD-ROM, and DVD-RAM units. This new disk controller is
available on all 270 and 8xx models.

The #4778/#9778 supports both disk compression and enhanced modes. The mode of
operation is determined by a hardware jumper. The Ultra2 SCSI adapter #4778/#9778 is
shipped in enhanced mode, which enables compression of the write cache, while Extended
Adaptive Cache (a Read Cache Device is needed for Extended Adaptive Cache, see below) a
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or RAID-protection are also supported. By moving the hardware jumper, the adapter will
function in disk compression mode, and you can start compression for selected drives under
control of the adapter.

In addition to providing RAID-5 protection for disks, the #4778/#9778 is also designed to work
as a high performance controller for disks protected by system mirroring or disks with no
protection.

The #4778/#9778 also supports the #4331 1.6 GB Read Cache Device, which is used by
Extended Adaptive Cache to provide increased performance. The Read Cache Device
(#4331) is supported only when #4778/#9778 is in enhanced mode.

The #4778/#9778 controller supports a maximum of 18 disk units.

Note: Due to system CEC and external tower disk unit cage SCSI bus designs, only the
Model 270 will have a suitable system configuration to allow 18 disk units to attach to a single
#4778. All other CEC/tower disk unit configurations will restrict the number of attaching disk
units to 15 or less.

Note: Requires OS/400 V5R1 or later.

#4748/#9748 PCI RAID Disk Unit Controller

The #4748/#9748 is an Ultra2 SCSI disk unit controller with a 26 MB write-cache that
provides RAID-5 protection for internal disk units and also supports internal tape and
CD-ROM units. The #4748/#9748 supports both compression and non-compression modes.
The mode of operation is determined by a hardware jumper, which is in the non-compression
mode position when shipped. By moving the hardware jumper, the controller functions in
compression mode.

In addition to providing RAID-5 protection for disks, the #4748/#9748 is also designed to work
as a high-performance controller for disks protected by system mirroring or disks with no
protection. In the RAID-5 configuration, disk unit protection is provided at less cost than
mirroring and with greater performance than system checksums.

The #4748/#9748 controller supports a maximum of 18 drives. A minimum of four drives of
the same capacity are needed for a valid RAID-5 configuration. A maximum of four arrays are
allowed, with a maximum of ten drives allowed per array. All drives in an array must be of the
same capacity.

The #4748/#9748 also supports two removable media devices. This feature supports the
#4331 1.6 Gb Read Cache Drive for increased performance. The Read Cache Drive #4331 is
only supported in non-compression mode.

The #4748 feature is hot pluggable.
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The #4748 is supported in all 8xx processors and the Model 270.

#9767 PCI Disk Unit Controller
The #9767 is an Ultra2 SCSI disk unit and removable media device controller.

The #9767 is the default controller in the Model 270 and controls up to six disk units and up to
two removable media devices (internal tape or CD-ROM/DVD-RAM).

The #9767 is the default controller in the Model 820 when RAID (#0041 Device Parity
Protection-All) is not on the order and controls up to six disk units on the pre-V5R1processors
and up to four disk units on the new V5R1 processors. Up to two removable media devices
(internal tape or CD-ROM/DVD-RAM) are also supported.

In the #5075 PCI Expansion Tower, the #9767 supports up to four disk units.

#2749 PCI Ultra Magnetic Media Controller

The #2749 is an Ultra SCSI controller for attachment of an external tape device or an external
optical device.

When attaching Ultra SCSI to a #2749, the instantaneous data transfer rate is 40 MB/sec,
and the sustained rate is 38 MB/sec.

The #2749 feature is hot pluggable.

The devices that are supported by the #2749 include:
* 3490E

— C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with the #5040
— EO1/E11 Y2-inch Cartridge Tape Subsystem
— FO00/FO01/F11/F1A Y2-inch Cartridge Tape Subsystem

. 3494

— L10 %-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with the
#5040 or one or two 3490E-F1A)

— L12 %-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

— D10 Yz-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with the
#5040 or one or two 3490E-F1A)

— D12 Y%z-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)
* 3570

— B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem
— C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem
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e 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem
e 3580-H11 Ultrium Tape Drive

e 3581-H17 Ultrium Tape Autoloader

* 3583-Lxx Ultrium Scalable Tape Library

* 3584-L32 or D32 UltraScalable Tape Library

* 3590-B11/B1A/E11/E1A Y2-inch Cartridge Tape Subsystem
* 3995-C40/C42/C44/C46/C48 Optical Library Dataserver

* 7208-012/222/232/234/342 8mm Cartridge Tape Unit

* 9348-001 '2-inch Reel Tape Unit—Rack Mount

¢ 9348-002 *2-inch Reel Tape Unit—Table Top

e 9427-21x 8mm Tape Library

Refer to the card placement rules for supported systems and valid slots.

#2768 PCI Magnetic Media Controller
The #2768 is an Ultra SCSI controller for attachment of an external tape device or an external

CD-ROM device that has a Single Ended SCSC interface.
The devices that are supported by #2768 are:
e 7207-Model 122 QIC-SLR Tape Bridge Box
e 7210-Model 020 CD-ROM Bridge Box
e 7210-Model 025 DVD-RAM drive
e 7329-308 SLR100 %-inch Tape Autoloader
The #2768 PCIl Magnetic Media Controller supports one, or a combination, of these devices:
e One 7207- Model 122
* One 7210- Model 020
* One 7210- Model 025
* One 7329- Model 308
e One 7210- Model 025 and one 7210- Model 025 (the two devices are daisy-chained)

e One 7210- Model 025 and one 7210- Model 020 (the two devices are daisy-chained
with the 7210- Model 025 physically connected first; no #0120 attachment specify
code is required for the 7210- Model 020)

e One 7207- Model 122 and one 7210- Model 020 (the two devices are daisy-chained
with the 7207- Model 122 physically connected first; no #0120 attachment specify
code is required for the 7210- Model 020)
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e One 7207- Model 122 and one 7210- Model 025 (the two devices are daisy-chained
with the 7207- Model 122 physically connected first)

The #2768 feature is hot pluggable.

Migration Tower PCI Hardware

#2720/#9720 PClI WAN/Twinaxial IOA

This combined twinaxial/communication adapter supports 28 active twinaxial addresses. It
ships with a cable and a 4-port expansion box, with each port supporting seven attached
addresses. When the attached display supports address sharing, a maximum of 112 shared
sessions are supported. It also supports a single communications line. See “#9720 Base PCI
WAN/Twinaxial IOA” on page 97 for a discussion of the communications capabilities of this
adapter. When the attached display supports address sharing, a maximum of 112 shared
sessions are supported.

The #9720 is supported for migration only.

#2721/#9721 PCI Two-Line WAN IOA

The #2721/#9721 supports up to two multiple protocol communications ports and is
supported for migration only.

#2722 PCI Twinaxial Workstation IOA

The #2722 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses. This allows up to 56 attached addresses of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2722 is specified when additional PCI twinaxial workstations controllers are
required.

#2723/#9723 PCI Ethernet IOA (10 Mbps)

This feature provides a single attachment to one Carrier Sense Multiple Access/Collision
Detect Local Area Network. It consists of an adapter card and internal code that supplies
Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC), plus 802.2 Logical Link
Control (LLC) functions. The Ethernet/IEEE 802.3 IOA is capable of operating in half or full
duplex mode. RJ-45 cabling for 10 Mbps must be CAT-3 or CAT-5. If CAT 5 is used, it must meet
or exceed Industry Standard EIA/TIA T568A or T568B.

It has an RJ-45 connector and a 15-pin D-shell connector for attachment of
customer-supplied cabling. A vendor AUl Ethernet cable or RJ-45 twisted-pair cable must be
ordered separately.
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If the #2723/#9723 is selected to run on a #2866 Integrated Netfinity Server, one #0221
(Ethernet on Integrated Neffinity Server) is required for each #2723/#9723 this is ordered.

#2724/#9724 PCI 16/4 Mbps Token-Ring IOA

This feature provides a single attachment to either a 16 Mbps or 4 Mbps token-ring. The
feature consists of an I0A card, internal code, which supplies IEEE 802.5 Media Access
Control (MAC), and IEEE 802.2 Logical Link Control (LCC) functions. The 10A is capable of
operating in half or full duplex mode.

The #2724/#9724 comes standard with an 8ft/2.44m token-ring cable. An alternately or a
separately purchased twisted-pair cable to the RJ-45 connection on the IOA may be
attached.

The #2724/#9724 provides one LAN attachment for the #6618 Integrated Netfinity Server.
The #6618 is a prerequisite for the #2724/#9724, and it uses one LAN IOA slot in the #6618.

If the #2724/#9724 is selected to run on a #2866 Integrated Netfinity Server, one #0220
(token-ring on Integrated Neffinity Server) is required for each #2724/#9724 ordered.

#2745/9745 PCI Two-Line WAN IOA

Supports up to two multiple protocol communications ports when one or two (in any
combination) of these cables are attached:

* #0348 V.24/EI1A232 20ft/6m PCI cable
* #0349 V.24/E1A232 50ft/15m PCI cable
* #0353 V.35 20ft/6m PCI cable

* #0354 V.35 50ft/15m PCI cable

* #0355 V.35 80ft/24m PCI cable

* #0356 V.36 20ft/6m PCI cable

* #0358 V.36 150ft/45m PCI cable

* #0359 X.21 20ft/6m PCI cable

* #0360 X.21 50ft/15m PCI cable

* #0365 V.24/E1A232 80ft/24m PCI cable
* #0367 Operations Console cable*

*Only one #0367/#9745 Operations Console cable is allowed per #2745.

#2746 PCI Twinaxial Workstation IOA

The #2746 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses and allows up to 56 attached addresses of which only 40 can be active. When the
attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #2746 is specified when additional PCI twinaxial workstation controllers are
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required. This IOA is a direct replacement for the #2722. Feature #2746 requires V4R4 or
later, and can be installed in either high or low speed slots.

#2750 PCI ISDN BRI U IOA

The #2750 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-sized PCI card. Based
on the latest DSP technology, the #2750 allows connections to fax or data modems
connected to the telephone network with analog phone lines as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #2750 is the “U”-bus (2 wire) version
I0A.

* For data mode support, B-channel supports digital data at 64 Kbps.
* For modem mode support, B-channel supports V.90 and lesser modulations.

A wrap cable/plug and four 30-foot RJ-45 to RJ-45 network cables are shipped with each
card.

The #2750 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.

This feature requires country certification or homologation.

#2751 PCI ISDN BRI S/T IOA

The #2751 is a 4-port (8-channel) ISDN BRI (basic rate interface) full-size PCI card. Based
on the latest DSP technology, the #2751 allows connections to fax or data modems
connected to the telephone network with analog phone lines, as well as to other IDSN
devices. Each port consists of 2B+D configuration. The #2751 is the “S/T”-bus (4 wire)
version 10A.

* For data mode support, the B-channel supports digital data at 64 Kbps.
* For modem mode support, the B-channel supports V.90 and lesser modulations.

A wrap cable and plug and four 30-foot RJ-45 to RJ-45 network cables are shipped with each
card.

The #2751 10A supports full duplex mode. It supports the PPP, IDLC, and Fax protocols.
This feature requires country certification or homologation.

#2761 Integrated Analog Modem

Based on the latest DSP technology, the #2761 allows the modem function to be integrated
into the IOA and supports multiple analog modem ports (eight phone lines). Each line
supports V.90 and lesser modulations. The #2761 I0A supports full duplex mode.

A wrap cable/plug and eight 30-foot UTP phone cables are shipped with each card.
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This feature supports the SLIP, PPP, SDLC, and Fax protocols. An asynchronous line
description is required that can only be used for fax. The #2761 is configured as a single IOA
with eight individual resources available.

This feature requires country certification or homologation.

#2815 PCI 155 Mbps Unshielded Twisted Pair ATM IOA

This feature allows the iSeries server to be attached to an Asynchronous Transfer Mode
(ATM) network using the Unshielded Twisted Pair (UTP-5) interface. This interface is intended
for connection to both local area switches and direct connection to service provider
equipment. The #2815 is typically used where 155 Mbps speeds are required over distances
of less than 100 meters.

#2816 PCIl 155 Mbps Multi-Mode Fiber OC3 ATM IOA

This feature allows the iSeries server to be attached to an Asynchronous Transfer Mode
(ATM) network using the Multi-Mode Fiber (MMF) 62.5 micron interface. This interface is
intended for connection to both local area switches and direct connection to service provider
equipment. The #2816 is typically used where 155 Mbps speeds are required over distances
of less than 2 km.

#2818 PCI 155 Mbps Single-Mode Fiber OC3 ATM IOA

This feature allows the iSeries server to be attached to an Asynchronous Transfer Mode
(ATM) network using the Single-Mode Fiber (SMF) 9 micron interface. This interface is
intended primarily for direct connection to service provider equipment but can be used for
local area switches. The #2818 is typically used where 155 Mbps speeds are required over
distances from 16 to 40 km.

#2838/#9738 PCI 100/10 Mbps Ethernet IOA

This feature allows the iSeries server to attach to a standardized 100 Mbps high-speed
Ethernet LAN. It also allows attachment to existing 10 Mbps Ethernet LANs. The
Ethernet/IEEE 802.3 IOA is capable of operating in half or full duplex mode. The adapter
comes with an RJ-45 connector for attachment to UTP-5 media. Cabling for 10 Mbps must be
CAT-3 or CAT-5. Cabling for 100 Mbps must be CAT-5 that meets or exceeds Industry Standard
EIA/TIA T568A or T568B.

If the #2838/#9738 is selected to run on a #2866 Integrated Netfinity Server, then one #0222
(100/10 Mbps Ethernet on Integrated Netfinity Server) is required for each #2838/#9738
ordered.
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#4802 PCI Crypto Coprocessor

The #4802 is a hardware cryptography solution based on the IBM #4758 card. The #4802 is a
half-length PCI card that offers rich cryptography function, secure storage of cryptographic
keys, and triple DES capability. The level of the cryptographic function is determined by the
Cryptographic Access Provider Licensed Program, which is used to set the key length in the
adapter. The #4802 provides greater security by use of 168-bit key (compared to a 56-bit key
of the #4800).

The #4802 is available worldwide.

Each #4800 PCI Crypto Coprocessor installed in a Model 6xx/Sxx/7xx or attached expansion
towers must be converted to a #4802 PCI Crypto Coprocessor. The #4800 is not supported
on the 8xx models nor in #503X/#5077 migration towers and their attached expansion towers.

Note: On new shipments from the plant, the #4802 is shipped with the system but not
installed.

#2718 PCI Magnetic Media Controller

The #2718 provides SCSI External attach capability for the 7207 Model 122 4 GB External
QIC Tape Drive, the 7210-025 DVD-RAM, and the 7329-308 SLR100 % -inch Tape Autoloader.
See “#2768 PCl Magnetic Media Controller” on page 296 for connectivity rules.

#2726 PCI RAID Disk Unit Controller Ultra SCSI

The #2726 PCI RAID Disk Unit Controller provides unprotected, mirrored, or RAID-5
protection for internal disk units. It includes a 4M write cache for better performance and
improved device utilization. The #2726 also supports one CD-ROM drive and one internal
tape unit when placed in the #503x. When placed in the #5064/#9364 System Unit
Expansion, the #2726 can support up to three internal tape units.

The #2726 controls Ultra, Fast Wide, and Fast Narrow SCSI disk units located in the #503x
and the #5064/#9364 System Unit Expansion with Expansion Unit for PCI cards #9329. The
Ultra SCSI disks provide the best performance when attached to the #2726. These Ultra
SCSI disks are 17.54 GB Disk Unit #6824, 8.58G Disk Unit #6813, 4.19G Disk Unit #6807,
1.96 GB Disk Unit# 6806, and their base disk equivalents and the #1334 (17.54G), #1333
(8.58 GB), #1337 (4.19 GB), and #1336 (1.96 GB) Disk Unit Migration Kits. These are all
supported in the #503x and #5064/#9364 System Unit Expansion. The #2726 also controls
migrated disks that are not Ultra SCSI. In that case, the disks do not perform at Ultra SCSI
speeds.

The #2726 PCI RAID Disk Unit Controller supports a maximum of 15 one or two-byte disk
units. A minimum of four disk units of equal capacity are required to implement RAID-5
protection. A maximum of 10 disk units per RAID-5 array are supported. Parity information
can be spread across four or eight disk units. A maximum of three RAID-5 arrays are
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supported on one #2726. Disk units not supported in a RAID-5 array can be attached to the
#2726 in either unprotected or a mirrored environment.

Concurrent maintenance of disks attached to the #2726 is only supported if the disks are part
of a RAID array or are mirrored.

The supported internal tape drives include:

* 1.2G %-inch Cartridge Tape Unit Kit, #1349
e 2.5G %-inch Cartridge Tape Unit Kit, #1350
* 13G %-inch Cartridge Tape Unit Kit, #1355
e 7G 8mm Cartridge Tape Unit Kit, #1360

* 2.5G %-inch Cartridge Tape Unit, #6481

* 4G Y-inch Cartridge Tape Unit, #6482

e 13G %-inch Cartridge Tape Unit, #6485

* 16 G %-inch Cartridge Tape Unit

e 25G Y%-inch Cartridge Tape Unit, #6486

e 7G 8mm Cartridge Tape Unit, #6490

The #2726 occupies one High Speed PCI card slot. It is supported on the 9406 Model 720
only. A maximum of one #2726, #2740, #2741, or #9728 can be installed in the system unit
and one #2726 or #2741 in the #5064/#9364 System Unit Expansion with the #9329
Expansion Unit for PCI cards. If RAID is to be implemented or more than five disk units are
required in the system unit, the #2726 should be ordered in place of a #9728 Base PCI Disk
Unit Controller.

The #2726 does not offer support for compression. The #2741 PCI Raid Disk Unit Controller
supports compression when used with V4R3, and it effectively supersedes the #2726. If a
maximum of only ten disks is required and there is no requirement for compression, the
#2740 can be ordered as an alternative to the #2741.

#2729 PCIl Magnetic Media Controller SCSI PCI

The #2729 PCI Magnetic Media Controller SCSI provides for attachment of one of these
devices:

e 3490E-C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040

e 3490E-EQ01/E11 Y2-inch Cartridge Tape Subsystem

e 3490E-F00/F01/F11/F1A Y2-inch Cartridge Tape Subsystem

* 3494-L10 %2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

* 3494-L12 ¥2-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

* 3494-D10 Y2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

* 3494-D12 Yz-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)

302 iSeries Handbook



1/0 Adapters and Controllers

* 3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem
e 3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem
e 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem
e 3590-B11/B1A/E11/E1A Y2-inch Cartridge Tape Subsystem
* 3995-C40/C42/C44/C46/C48 Optical Library Dataserver

e 7208-012 5.0G 8mm Cartridge Tape Unit

* 7208-222 7.0G 8mm Cartridge Tape Unit

e 7208-232 Dual 5.0G 8mm Cartridge Tape Unit

e 7208-234 Dual 7.0G 8mm Cartridge Tape Unit

* 7208-342 20.0G 8mm Cartridge Tape Unit

* 9348-001 '2-inch Reel Tape Unit—Rack Mount

* 9348-002 '2-inch Reel Tape Unit—Table Top

e 9427-21x 8mm Tape Library

The #2729 does not provide Hardware Data Compression (HDC).

When attaching Ultra SCSI to a #2729, the instantaneous data transfer rate is 20 MB/sec,
and sustained 13 MB/sec.

The #2729 occupies one High-Speed PCI card slot. It requires OS/400 V4R1 or later. It is
supported on the 9406 Models 170 and 720, and the #5065 Storage/PCIl Expansion
Tower/#5066 1.8 1/0 Tower. A maximum of one #2729 can be installed in the system unit and
two #2729s in the #5064/#9364 System Unit Expansion with #9329/#9330 Expansion Unit for
PCI cards. Up to three #2729s can be installed in #5065 Storage/PCI| Expansion Tower.

The #2809/#2824 PCI Feature Controller or the base PCI LAN/WAN Workstation IOP in the
#5065 Storage/PCIl Expansion Tower/#5066 1.8 1/0 Tower is a prerequisite for the #2729.

0OS/400 V4R2 or later is required for the #2729 to support the 3995 Optical Library
Dataserver.

#2740 PCI RAID Disk Unit Controller

The #2740 is functionally equivalent to the #2726 PCIl RAID Disk Unit Controller. However,
the #2740 can only be located in the System Unit. It cannot be located in the System Unit
Expansion #5064/#9364. The #2740 is supported on the 9406 Models 170 and 720 only. The
#2740 supports a maximum of 10 one- or two-byte disk units. A maximum of two RAID-5
arrays are supported on one #2740. A maximum of one #2740, #2726, #2741, #2748, or
#9728 can be installed in the system unit. The #2740 does not offer support for compression.
However, if only a maximum of 10 disks are required and there is no requirement for
compression, the #2740 should be ordered.

Concurrent maintenance of disks attached to the #2740 is only supported if the disks are
mirrored or part of a RAID array. Otherwise, the #2740 offers the same support as the #2726.
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Refer to “#2726 PCI RAID Disk Unit Controller Ultra SCSI” on page 301 for more information.
The #2740 requires OS/400 V4R2 or later.

#2741 PCI RAID Disk Unit Compression Controller

The #2741 is functionally equivalent to the #2726 PCI RAID Disk Unit Controller. See “#2726
PCI RAID Disk Unit Controller Ultra SCSI” on page 301 for a full description of the #2726.
The #2741 supports a maximum of 15 disk units but offers an enhancement over the #2726 in
that it supports data compression when used with OS/400 V4R3. The #2741 requires V4R2
or later of 0S/400. For all new orders with V4R2 or later, the #2741 is ordered in place of the
#2726.

Concurrent maintenance of disks attached to the #2741 is only supported if the disks are
mirrored or part of a RAID array.

A maximum of one #2741, #2726, #2740, #2748, or #9728 can be installed in the system unit
and one #2741 or #2726 in the #5064/#9364 System Unit Expansion with #9329 Expansion

Unit for PCI cards. If only a maximum of 10 disks is required and there is no requirement for
compression, the #2740 can be ordered instead of #2741.

#2748 PCI RAID Disk Unit Compression Controller

The #2748 is an Ultra2 SCSI disk and tape controller with a 26 MB write cache that provides
RAID-5 protection for internal disk units. In addition to RAID, the #2748 also offers DASD
compression capabilities. The #2748 IOA is shipped with compression disabled. Compression is
enabled by moving a jumper on the IOA. The #2748 supports Extended Adaptive Cache with
restriction that compression must not be active on the same #2748 subsystem.

The #2748 is designed to control Ultra2, Ultra, and Fast Wide SCSI disk units. It supports up
to 15 disk units, one CD-ROM, and one internal tape unit. In addition to RAID-5 and
compression, the #2748 is also designed to work as a high performance controller for disks
protected by system mirroring or disks with no protection. In the RAID-5 configuration, disk
unit protection is provided at a lower cost than mirroring. This feature supports Concurrent
DASD Add/Maintenance. Note these additional points:

* The #2748 is a replacement for #2741
* High Speed PCI Card slots required: One
* This feature is CE installation only

#9728 Base PCI Disk Unit Controller Ultra SCSI

The #9728 Base PCI Disk Unit Controller is the base controller. It is an Ultra SCSI controller,
which provides mirroring or unprotected support for up to five disks. The #9728 does not
include any write cache, and it does not support RAID. It supports the internal CD-ROM drive
and one internal tape unit, as well as five disks.
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The #9728 controls Ultra, Fast Wide, and Fast Narrow SCSI disk units. The Ultra SCSI disks
provide the best performance when attached to the #9728. These Ultra SCSI disks are
17.54G Disk Unit #6824, 8.58G Disk Unit #6813, 4.19G Disk Unit #6807, 1.96G Disk Unit
#6806, and their base disk equivalents and the #1334 (17.54G), #1333 (8.58G), #1337
(4.19G), and #1336 (1.96G) Disk Unit Migration Kits. The #9728 also controls migrated disks
that are not Ultra SCSI. In that case, the disks do not perform at Ultra SCSI speeds.

The Base PCI Disk Unit Controller supports a maximum of five one- or two-byte disk units. It
is represented in the rack configuration list as CCIN 2728. The #9728 is supported for
migration only.

Migration Tower SPD Hardware

#2699/9699 SPD Two-Line WAN IOA

The #2699 supports up to two multiple protocol communications ports, where one or two (in
any combination) of the cable features shown in the following table are attached.

Attachment
Cable Length
EIA232/V.24 V.35 EIA449/V.36 X.21
20ft/6m #0330 #0338 #0335 #0341
50ft/15m #0331 #0339 #0336 #0342
80ft/24m N/A #0340 N/A N/A
150ft/45m N/A N/A #0337 N/A

These functions do not have an equivalent function on the #2699 10A:
* ASCII Adapter
e V.25 Autocall cable
e Select standby mode
¢ X.21 switched WAN dialup or short-hold mode WAN
e Asynchronous communication speeds of less than 300 bps

» Data Rate Select signal on the EIA 232/V.24 interface. This function is used by some
older 2400 bps modems to reduce the speed to 1200 bps.

e LPDA-1 (Link Problem Determination Aids). This is a diagnostic function supported by
some (primarily older IBM) modems.

e V.54 local and remote loop back (diagnostics functions supported by some modems)
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The #2629 LAN/WAN/Workstation IOP is a prerequisite for the #2699. The #2699 takes up
one of the three slots on the #2629.

The #9699 is supported for migration only.

#6149 16/4 Mbps Token-Ring I0A

This feature provides a single attachment to either a 16 Mbps or a 4 Mbps IBM Token-Ring
Network. The feature consists of an adapter card, internal code (supplies IEEE 802.5 Media
Access Control (MAC) and IEEE 802.2 Logical Link Control (LLC) functions), and an

8 ft/2.44m Token-Ring cable. The 16/4 Mbps Token-Ring IOA is capable of operating in half or
full duplex mode.

The #6149/#9249 comes standard with an 2.44 meter token-ring cable. Alternatively, the
customer can attach a separately purchased twisted pair cable to the RJ-45 connection on
the I0A.

The #2629 LAN/WAN/Workstation IOP is a prerequisite for the #6149. It uses one 10A slot
and no I/O card slots.

#6180/#9280 Twinaxial Workstation IOA

The #6180/#9280 is an 8-port twinaxial workstation IOA with a 20-foot attachment cable for
attaching up to 40 5250-type displays and printers. Each port supports seven attached
addresses allowing for up to 56 attached addresses, of which only 40 can be active. When
the attached display supports address sharing, a maximum of 120 shared sessions are
supported. The #6180 requires a #2629 LAN/WAN/Workstation SPD IOP as a prerequisite.

One #6180/#9280 is allowed in slot C of the #5038 MFIOP, unless the system console is
ASCII. All other twinaxial workstation IOAs must be placed in a #2629 LAN/WAN/Workstation
IOP. One IOA slot is required to support #6180/#9280.

The following table shows the feature requirements for the initial order of the system.

Minimum Shipped Feature Codes Other Feature Codes Based
Systgm C'c;nsole No Charge on Workstations

pecity MFIOP Required WSC Required

wscC
#5540 #9754 #9280 #6180
#5543 #9754
#5543 #9754 #9280 #6180
#5544 #9754 Note 1
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#5544 #9754 #9280 Note 1 #6180

1 When Operations Console is selected, a #0328 Operations Console Cable (6m) must also be ordered.

#6181/#9381 Ethernet/IEEE 802.3 IOA (10 Mbps)

The #6181/#9381 feature provides a single attachment to one Carrier Sense Multiple
Access/Collision Detect Local Area Network. It consists of an adapter card and internal code,
which supplies Ethernet Version 2 and IEEE 802.3 Media Access Control (MAC), plus IEEE
802.2 Logical Link Control (LLC) functions. The #6181/#9381 is capable of operating in half
or full duplex mode at a speed of 10 Mbps.

The #6181/#9381 has an RJ-45 connector and a 15 pin D-shell connector for attachment of
customer supplied cabling. An AUI Ethernet cable or RJ-45 twisted pair cable must be
ordered separately. Cabling must meet or exceed Industry Standard EIA/TIA T568B.

The #2629 LAN/WAN/Workstation IOP is a prerequisite for the #6181. It uses one 10A slot
and no I/O card slots.

#2624 Storage Device Controller SPD

The #2624 Storage Device Controller supports the %-inch cartridge and 8mm cartridge
internal tape devices, 9331-011, 9331-012, or #6135 external diskette devices, and internal
CD-ROM devices.

As a feature on a #5072, #5073, or #5044 System Unit Expansion Tower, the #2624 supports
up to three internal tape or CD-ROM devices and one external diskette unit.

The internal tapes that are supported by the #2624 are:

* 1.2G %-inch Cartridge Migration Kit #1379
* 2.5G %-inch Cartridge Migration Kit #1380
e 2.5G %-inch Cartridge #6380

7G 8mm Cartridge #6390

CD-ROM #6325

The #2624 does not support any other internal media.

The #2624 is not supported on the 9406 Model 170 or Model 720 with no SPD card slots.
Unless the customer requires a #2624 to support a diskette drive or CD-ROM, the #6513
Internal Tape Device Controller should be selected in place of #2624. For more information
on the #6513, see “#6513 Internal Tape Device Controller SPD” on page 308.
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#6501 Tape/Disk Device Controller SPD

The #6501 Tape/Disk Device Controller provides a SCSI interface with a two-byte wide data
path and an instantaneous data rate of 20 MB/sec and a sustained rate of 17 MB/sec.

The #6501 provides attachment for these storage devices:

* 3490E-C11/C22/C1A/C2A Y2-inch Cartridge Tape Subsystem with #5040

e 3490E-EQ01/E11 Y2-inch Cartridge Tape Subsystem

e 3490E-F00/F01/F11/F1A Y2-inch Cartridge Tape Subsystem

* 3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem

* 3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem

* 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem

e 3590-B11/B1A ¥2-inch Cartridge Tape Subsystem

* 3494-L10 %2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

* 3494-L12 ¥2-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

* 3494-D10 ¥2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

* 3494-D12 %-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)

* 9337-2xx, 4xx, 5xx Disk Array Subsystems

* 2105 Enterprise and Versatile Storage Servers

The #6501 has two ports. It supports up to four devices in total for the two ports. Tape units
that have a library capability count as one device for the library and one device for each tape
drive. The #6501 does not support Hardware Data Compression (HDC). Tape subsystems
attached to the #6501 support a compaction algorithm using their own controller.

#6513 Internal Tape Device Controller SPD

This feature provides a two-byte wide SCSI interface for attachment of one or two internal
tape drives in the 9406 Model 730, 740, and SB1 System Unit. On the 9406 Model 720 with
the #9364/#5064 System Unit Expansion and the #9331 Expansion Unit for SPD Cards, the
#6513 supports up to three internal tape drives located in the System Unit Expansion. It
provides support for up to four internal tape drives in the #5072 and #5073 System Unit
Expansion Towers. The #6513 provides attachment for these internal tape devices:

* #1349 1.2 GB %-inch Cartridge Tape Unit Kit
* #1350 2.5 GB %-inch Cartridge Tape Unit Kit
* #1355 13 GB '%-inch Cartridge Tape Unit Kit
* #1360 7 GB 8mm Cartridge Tape Unit Kit

* #1379 1.2 GB %-inch Cartridge Tape Unit Kit
* #1380 2.5 GB %-inch Cartridge Tape Unit Kit
* #6380 2.5 GB %-inch Cartridge Tape Unit

* #6381 2.5 GB %-inch Cartridge Tape Unit

* #6382 4 GB %-inch Cartridge Tape Unit
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* #6385 13 GB %-inch Cartridge Tape Unit

e #6390 7 GB 8mm Cartridge Tape Unit

* #6481 2.5 GB %-inch Cartridge Tape Unit

* #6482 4 GB %-inch Cartridge Tape Unit

* #6485 13 GB %-inch Cartridge Tape Unit

* #6386 / #6486 25 GB %-inch Cartridge Tape Unit
* #6490 7 GB 8mm Cartridge Tape Unit

The #6513 occupies one 1/O card slot position.

#6533 RAID Disk Unit Contrir (4 MB Cache) Ultra SCSI Compress SPD

The #6533 disk controller provides unprotected, mirroring, or RAID-5 protection for internal
disk units and includes a 4 M write cache for better performance and improved device
utilization. The #6533 also supports hardware data compression when used with V4R3 or
later.

The #6533 supports a maximum of sixteen one or two-byte disk units. A minimum of four disk
units of equal capacity are required to implement RAID-5 protection.

The #6533 requires OS/400 V4R2 or later.

#6534 Magnetic Media Controller SCSI SPD
The #6534 Magnetic Media Controller SCSI provides for attachment of one of these devices:

e 3490E-C11/C22/C1A/C2A V2-inch Cartridge Tape Subsystem with #5040

e 3490E-E01/E11 Y2-inch Cartridge Tape Subsystem

e 3490E-F00/F01/F11/F1A Y2-inch Cartridge Tape Subsystem

* 3494-L10 %2-inch Cartridge Tape Library Control Unit Frame (one 3490E-C1A/C2A with
#5040 or one or two 3490E-F1A)

* 3494-L12 ¥2-inch Cartridge Tape Library Control Unit Frame (one or two 3590-B1A)

* 3494-D10 Y2-inch Cartridge Tape Library Device Frame (one 3490E-C1A/C2A with #5040
or one or two 3490E-F1A)

* 3494-D12 Yz-inch Cartridge Tape Library Device Frame (one to six 3590-B1A)

* 3570-B00/B01/B02/B11/B12/B1A Cassette Tape Subsystem

e 3570-C00/C01/C02/C11/C12/C1A Cassette Tape Subsystem

* 3575-L06/L12/L18/L24/L32 V2-inch Cartridge Tape Subsystem

e 3590-B11/B1A V2-inch Cartridge Tape Subsystem

* 3995-C40/C42/C44/C46/C48 Optical Library Dataserver

e 7208-012 5.0G 8mm Cartridge Tape Unit

e 7208-222 7.0G 8mm Cartridge Tape Unit

e 7208-232 Dual 5.0G 8mm Cartridge Tape Unit

e 7208-234 Dual 7.0G 8mm Cartridge Tape Unit

e 7208-342 20.0G 8 mm Cartridge Tape Unit
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* 9348-001 *2-inch Reel Tape Unit—Rack Mount
¢ 9348-002 *2-inch Reel Tape Unit—Table Top
e 9427-21x 8mm Tape Library

When attaching Ultra SCSI to a #6534, the instantaneous data transfer rate is 20 MB/sec,
and sustained is 17 MB/sec.

The #6534 offers improved performance over #6501 for external tape attachment, and
therefore, effectively replaces it.

The #6534 does not provide Hardware Data Compression (HDC).

CCIN 671A MFIOP with RAID

The CCIN MFIOP with RAID is a SCSI controller that provides unprotected, mirrored, or
RAID-5 protection for internal disk units in a #5077 Migration Tower and the #9057 16 Disk
Unit Storage Expansion Unit. It includes a 4M write cache for better performance and
improved device utilization. The CCIN 671A also controls the internal CD-ROM drive and one
internal tape unit and contains three IOA slots for communications, LAN, and twinaxial 1/0O
adapters.

The CCIN 671A MFIOP with RAID supports a maximum of 20 one or two-byte disk units. A
minimum of four disk units of equal capacity are required to implement RAID-5 protection. A
maximum of 10 disk units per RAID-5 array are supported. Parity information can be spread
across four or eight disk units. A maximum of four RAID-5 arrays are supported on one CCIN
671A. Disk units not supported in a RAID-5 array can also be attached to the CCIN 671A in
either an unprotected or a mirrored environment. The CCIN 671A supports also data
compression.

High Workload SPD IOP Placement Rules for Magnetic Media

If you place any of these IOPs in combination on the same SPD bus, follow the rules provided
in the following table. Refer to the iSeries and AS400e System Builder, SG24-2155, for
additional details.

Limitations to Combinations of High Workload IOPs (SPD Type)

Subsystem High Workload IOP Bus Capacity
Tape #2624 Non streaming
DASD #2748, #6501, #6533 Streaming
Tape #6501, #6513, #6534, #2718 Streaming
Tape IOP with 3590 Tape #6534 Streaming
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Limitations to Combinations of High Workload IOPs (SPD Type)

Subsystem High Workload IOP Bus Capacity
Optical #6534 Streaming
LAN #2810 Streaming

Limitations on combinations
* Maximum of five high workload IOPs per bus.
* Maximum of three dissimilar high workload IOPs per bus.

* In #5044 System Unit Expansion Rack, no DASD controllers are allowed on the same bus with a 3590
tape controller.

Note:
* These guidelines are for all system buses and include the first system bus.
* Exceeding these guidelines will cause performance degradation.

Certain tape devices listed in the above table are also supported by the #6534 Magnetic
Media Controller. The #6534 should be selected on new orders.
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Internal Magnetic Media

Internal Magnetic Media

Disk storage, tape, and CD-ROM internal to the system unit or tower complex are discussed
in this section. Information on speeds, specifications, and feature descriptions is presented,
including disk protection and Alternate IPL options.

PCI Disk Units

PCI disk support is summarized in the following table.

PCl Internal Disks System and Expansion Units Supported
. #5074 #5065 M?:':)I?/1
Feature Description Bytes 250 270 8xx #5075 #503x #5066
#5079

#1312 1.03 GB Disk Kit 1 S B/5
#1313 1.96 GB Disk Kit 1 S Al4
#1322 1.03 GB Disk Kit 2 S B/5
#1323 1.96 GB Disk Kit 2 S Al4
#1325 1.03 GB Disk Kit 2 S B/5
#1326 1.96 GB Disk Kit 2 S Al4
#1327 4.19 GB Disk Kit 2 S Cc/6
#1333 8.53 GB Disk Kit 2 S D/7
#1334 17.54 GB Disk Kit 2 S E/8
#1336 1.96 GB Disk Kit 2 S Al4
#1337 4.19 GB Disk Kit 2 S C/6
#4308 4.19 GB Disk Unit 2 S F/6
#4314 8.58 GB Disk Unit 2 S S S G/7
#4317 8.58 GB Disk Unit 2 N N N M G/7
#4318 17.54 GB Disk Unit 2 N N N M H/8
#4324 17.54 GB Disk Unit 2 S S S H/8
s | 2 R :
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#6806 1.96 GB Disk Unit 2 S Al4
#6807 4.19 GB Disk Unit 2 S Cc/6é
#6813 8.58 GB Disk Unit 2 S M D/7
#6817 8'.58 GB. 10K RPM 2 N R R R M D/7
Disk Unit
17.54 GB 10K
#6818 RPM Disk Unit 2 N R R R M E/8
#6824 17.54 GB Disk Unit 2 S M E/8
#6831 | 16 Gb Read 2 N M
cache Device
Opt. Base 8.58 GB
#8813 Disk Unit 2 S D/7
Opt. Base 8.58 GB
#8817 Disk Unit 2 S D/7
Opt. Base
#8818 17.54 GB Disk Unit 2 S E/8
Opt. Base
#8824 17.54 GB Disk Unit 2 S E/8
Opt. Base 8.58 GB
#8917 Disk Unit 2 N D/7
Opt. Base
#8918 17.54 GB Disk Unit 2 N E/8
Opt. Base
#8924 17.54 GB Disk Unit 2 S E/8
#9313 Ba§e8.58 GB Disk 5 S D/7
Unit
Notes:
1. Like lettered disks can be part of the same RAID array, and like numbered disks can mirror each other.
N Available as a new disk.
M Available via MES only.
R Using the RPQ 847102 that ships the disk mounting hardware and instructions required to convert feature

#6717#/6817 to feature #4317 and feature #6718/#6818 to feature #4318.
Supported but not orderable.

(%)

316  iSeries Handbook



Internal Magnetic Media

SPD Disk Units

SPD internal disk support is summarized in the following table.

SPD Internal Disks System and Expansion Units Supported
RAID /
Feature Description Bytes | #5077 | #5052 ﬁ?g?; #5082 zgg:g Mirror'

#1602 | 1.03 GB Single Disk Kit 1 S §2 s? S S B/5
#1603 | 1.96 GB Single Disk Kit 1 S §2 s? S S Al4
zgggg 1.03 GB Disk Unit 2 s s s s s B/5
zgggg 1.96 GB Disk Unit 2 s s s s s A4
#6607 | 4.19 GB Disk Unit 2 S s S s sS4 Cc/6
#6713 | 8.85 GB Disk Unit 2 S X34 X X34 X4 D/7
#6714 | 17.54 GB Disk Unit 2 S X34 X X34 X4 E/8
#6717 | 8.58 GB Disk Unit 2 N X3 X X3 X D/7
#6718 | 17.54 GB Disk Unit 2 N X3 X X3 X E/8
#6906 | 1.96 GB Disk Unit 2 S s3 S s3 S B/5
#6907 | 4.19 GB Disk Unit 2 S § 384 S s34 sS4 c/6
#7607 Base 4.19 GB Disk Unit 2 S S S S S C/6
#7713 | Base 8.85 GB Disk Unit 2 S s3 S s3 S D/7
#8617 | Base 8.58 GB Disk unit 2 S s3 S s3 S D/7
#ge1g | Dase 17.54 GB Disk 2 s s3 s s3 s E/8

Unit
#8713 | Base 8.85 GB Disk Unit 2 S s3 S s3 S D/7
#8714 | Dase17.54GB Disk 2 s 58 s 58 s E/8

Unit
#9606 | Base 1.96 GB Disk Unit 2 S S S s S Al4
#9707 Base 4.19 GB Disk Unit 2 S S S S S C/6
#9907 | Base 4.19 GB Disk Unit 2 S s3 s s? s C/6

Internal Magnetic Media
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Notes:
1. Like lettered disks can be part of the same RAID array, and like numbered disks can mirror each other.

2. Single-byte disks cannot be placed into slots K8 through K16. In the case of the #5055 System Expansion
Unit, single-byte disks cannot be placed into any slots.

Not Ultra-SCSI or Ultra2 SCSI when attached to this storage expansion unit.

If not coming from a supported upgrade path, order RPQ 843977 for the hardware to mount one disk unit
from one server to another server.

N Available as a new disk.
S Supported but not orderable.

X Available as a migrated disk.

Disk Units

This section outlines a comparison of disk storage specifications and provides descriptions
for disk units supported on the iSeries server.

Disk Storage Specifications Comparison

This table shows the specifications of the current and legacy IBM internal disk technologies
supported on the iSeries servers.

Disk Disk Avg. Average Data- Areal Read
Tvpe Diameter Capacity Seek Laten?: RPM Rate Density Ahead
yp Time y (Burst) | (Mfinch) Cache
" R 6.5ms 1109 to
#4308 3.5 419 GB W 8.0 ms 417 ms 7200 40 MB/s 1253 1 MB
" R 6.5ms 1109 to
#4314 3.5 8.58 GB W 7.5 ms 417 ms 7200 40 MB/s 1253 1 MB
" R 5.3 ms 1353 to
#4317 3.5 8.58 GB W 6.3 ms 2.99 ms 10K 80 MB/s 2024 4 MB
" R 4.9 ms 3197 to
#4318 3.5 17.54 GB W 5.9 ms 2.99 ms 10K 80 MB/s 3535 2 MB
#4324 3.5" 17.54 GB R7.0ms 417 ms 7200 40 MB/s 3025 1.79 MB
W 8.0 ms
#6605 3.5" 1.031 GB 7.8 ms 417 ms 7200 20 MB/s 562 512 KB
#6606 3.5" 1.967 GB 7.8 ms 417 ms 7200 20 MB/s 532 512 KB
#6607 3.5" 419 GB 8.3 ms 417 ms 7200 20 MB/s 829 512 KB
#6650 3.5" 1.96 GB 9.5 ms 5.56 ms 5400 | 20 MB/s 354 512 KB
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Disk Disk Avg. Average Data- Areal Read
Tvpe Diameter Capacity Seek Laten?: RPM Rate Density Ahead
yp Time y (Burst) | (M/inch) Cache
#6652 3.5" 1.03 GB 8.9 ms 5.56 ms 5400 | 20 MB/s 354 512 KB
#6713 3.5" 8.58 GB 8.3 ms 417 ms 7200 40 MB/s 829 1024 KB
#6714 3.5" 17.54 GB 8.5ms 417 ms 7200 40 MB/s 1253 1024 KB
R R 5.3ms 13583 to
#6717 3.5 8.58 GB W 6.3 ms 2.99 ms 10K 40 MB/s 2024 4 MB
" R 4.9 ms 3197 to
#6718 3.5 17.54 GB W 5.9 ms 2.99 ms 10K 40 MB/s 3535 2 MB
#6806 3.5" 1.96 GB 7.8 ms 4.17ms 7200 | 40 MB/s 532 512 KB
#6807 3.5" 419 GB 8.3 ms 4.17ms 7200 40 MB/s 829 512 KB
#6813 3.5" 8.58 GB 8.3 ms 4.17ms 7200 | 40 MB/s 829 1024 KB
" R 5.3 ms 1353 to
#6817 3.5 8.58 GB W 6.3 ms 2.99 ms 10K 40 MB/s 2024 4 MB
" R 4.9 ms 3197 to
#6818 3.5 17.54 GB W 5.9 ms 2.99 ms 10K 40 MB/s 3535 2 MB
#6824 3.5" 17.54 GB 8.5 ms 4.17ms 7200 40 MB/s 1253 1024 KB
#6906 3.5" 1.96 GB 7.8 ms 4.17ms 7200 | 40 MB/s 532 512 KB
#6907 3.5" 419 GB 8.3 ms 4.17ms 7200 40 MB/s 829 512 KB
" R 5.3 ms 1353 to
#8617 3.5 8.58 GB W 6.3 ms 2.99 ms 10K 40 MB/s 2024 4 MB
" R 4.9 ms 3197 to
#8618 3.5 17.54 GB W 5.9 ms 2.99 ms 10K 40 MB/s 3535 2 MB
#8813 3.5" 8.58 GB 8.3 ms 4.17ms 7200 | 40 MB/s 829 1024 KB
R R5.3ms 1353 to
#8817 3.5 8.58 GB W 6.3 ms 2.99 ms 10K 40 MB/s 2024 4 MB
" R 4.9 ms 3197 to
#8818 3.5 17.54 GB W 5.9 ms 2.99 ms 10K 40 MB/s 3535 2 MB
#8824 3.5" 17.54 GB 8.5ms 4.17ms 7200 40 MB/s 1253 1024 KB
#9707 3.5" 419 GB 8.3 ms 4.17ms 7200 40 MB/s 829 512 KB
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Disk Unit Descriptions

#1312 One-Byte 1.03 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.03 GB one-byte SCSI disk unit to 7xx systems.

#1313 One-Byte 1.96 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.96 GB one-byte SCSI disk unit to 7xx systems.

#1322 Two-Byte 1.03 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.03 GB two-byte SCSI disk unit to 7xx systems.

#1323 Two-Byte 1.96 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.96 GB two-byte SCSI disk unit to 7xx systems.

#1325 Two-Byte 1.03 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.03 GB two-byte SCSI disk unit to 7xx systems.

#1326 Two-Byte 1.96 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.96 GB two-byte SCSI disk unit to 7xx systems.

#1327 Two-Byte 4.19 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 4.19 GB two-byte SCSI disk unit to 7xx systems.

#1333 Two-Byte 8.58 GB Disk Unit Conversion Kit (Ultra SCSI)
Provides the hardware for migrating one 8.58 GB two-byte SCSI disk unit to 7xx systems.

#1334 Two-Byte 17.54 GB Disk Unit Conversion Kit (Ultra SCSI)
Provides the hardware for migrating one 17.54 GB two-byte SCSI disk unit to 7xx systems.

#1336 Two-Byte 1.96 GB Disk Unit Conversion Kit (Ultra SCSI)
Provides the hardware for migrating one 1.96 GB two-byte SCSI disk unit to 7xx systems.

#1337 Two-Byte 4.19 GB Disk Unit Conversion Kit (Ultra SCSI)
Provides the hardware for migrating one 4.19 GB two-byte SCSI disk unit to 7xx systems.

#1602 One-Byte 1.03 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.03 GB one-byte SCSI disk unit to 7xx systems.
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#1603 One-Byte 1.96 GB Disk Unit Conversion Kit
Provides the hardware for migrating one 1.96 GB one-byte SCSI disk unit to 7xx systems.

#4308 Two-Byte 4.19 GB Disk Unit Ultra SCSI

This feature provides 4.19 GB of disk capacity and an Ultra SCSI interface. Supported in
migration towers only. It is a CIF.

#4314 Two-Byte 8.58 GB Disk Unit Ultra
This feature provides 8.58 GB of disk capacity and an Ultra SCSI interface. It is a CIF.

#4317 Two-Byte 8.58 GB 10k RPM Disk Unit Ultra2
This feature provides 8.58 GB of disk capacity and an Ulira2 SCSI interface. It is a CIF.

#4318 Two-Byte 17.54 GB 10k RPM Disk Unit Ultra2

This feature provides 17.54 GB of disk capacity and an Ultra2 SCSI interface. The minimum
0S/400 level to run this disk unit is V4R4. It is a CIF.

#4324 Two-Byte 17.54 GB Disk Unit Ultra
This feature provides 17.54 GB of disk capacity and an Ultra SCSI interface. It is a CIF.

#4331 1.6 Gb Read Cache Device

The #4331 is a 1.6-inch high solid state disk device that provides 1.6 Gb of capacity for Large
Read Cache function required by high performance disk unit controllers. This #4331 feature
has CCIN 6731 and is a CIF.

#6605 1.03 GB Two-Byte Disk Unit
Provides a 3 Y2-inch single disk unit with 1.03 GB capacity for additional disk storage.

#6606 1.96 GB Two-Byte Disk Unit
Provides a 3 Y2-inch single disk unit with 1.96 GB capacity for additional disk storage.

#6607 4.19 GB Two-Byte Disk Unit
Provides a 3 '2-inch single disk unit with 4.19 GB capacity for additional disk storage.

#6650 1.96 GB Two-Byte Disk Unit
Provides a 3 2-inch single disk unit with 1.96 GB capacity for additional disk storage.
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#6652 1.03 GB Two-Byte Disk Unit
Provides a 3 Y2-inch single disk unit with 1.03 GB capacity for additional disk storage.

#6713 8.58 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 8.58 GB capacity for additional disk storage.

#6714 17.54 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 17.54 GB capacity for additional disk storage.

#6717 Two-Byte 8.58 GB 10k RPM Disk Unit Ultra

These features provide 8.58 GB of disk capacity and Ultra SCSI interface. Requires an Ultra2
SCSI storage slot for best performance. This disk unit is not supported on disk controllers
#6502/#6512/#6530.

#6718 Two-Byte 17.54 GB 10k RPM Disk Unit Ultra

These features provide 17.54 GB of disk capacity and Ultra SCSI interface. Requires an
Ultra2 SCSI storage slot for best performance. This disk unit is not supported on disk
controllers #6502/#6512/#6530.

#6806 1.96 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 '2-inch single disk unit with 1.96 GB capacity for additional disk storage.

#6807 4.19 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 4.19 GB capacity for additional disk storage.

#6813 8.58 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 8.58 GB capacity for additional disk storage.

#6817 Two-Byte 8.58 GB 10k RPM Disk Unit Ultra

This feature provides 8.58 GB of high performance (10k RPM) disk capacity with an Ultra
SCSI (LVD) interface. This disk unit is not supported on disk controllers #6502/#6512/#6530.

#6818 Two-Byte 17.54 GB 10k RPM Disk Unit Ultra

This feature provides 17.54 GB of high performance (10k RPM) disk capacity with a Ultra
SCSI (LVD) interface. This disk unit is not supported on disk controllers #6502/#6512/#6530.
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#6824 17.54 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 17.54 GB capacity for additional disk storage.

#6831 1.6 Gb Read Cache Device

The #6831 is a 1.6-inch high solid state disk device which provides 1.6 Gb of capacity for
Large Read Cache function required by high performance disk unit controllers. This #6831
feature has CCIN 6731.

#6906 1.96 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 1.96 GB capacity for additional disk storage.

#6907 4.19 GB Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 4.19 GB capacity for additional disk storage.

#8617 Optional Base Two-Byte 8.58 GB 10k RPM Disk Unit Ultra

Provides 8.58 GB of disk capacity and an Ultra SCSI interface. Requires an Ultra2 SCSI
storage slot for best performance. This disk unit is not supported on disk controllers
#6502/#6512/#6530.

#8618 Optional Base Two-Byte 17.54 GB 10k RPM Disk Unit Ultra

Provides 17.54 GB of disk capacity and an Ultra SCSI interface. Requires an Ultra2 SCSI
storage slot for best performance. This disk unit is not supported on disk controllers
#6502/#6512/#6530.

#8713 8.58 GB Optional Base Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 8.58 GB capacity as an optional base disk.

#8714 17.54 GB Optional Base Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 2-inch single disk unit with 17.54 GB capacity as an optional base disk unit.

#8813 8.58 GB Optional Base Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 2-inch single disk unit with 8.58 GB capacity as an optional base disk unit.

#8817 Optional Base Two-Byte Disk Unit 8.58 GB 10k RPM Disk Unit Ultra

This feature provides 8.589 GB of high performance (10k RPM) disk capacity with an Ultra
SCSI (LVD) interface. This disk unit is not supported on disk controllers #6502/#6512/#6530.
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#8818 Optional Base Two-Byte Disk Unit 17.54 GB 10k RPM Disk Unit Ultra

This feature provides 17.54 GB of high performance (10k RPM) disk capacity with an Ultra
SCSI (LVD) interface. This disk unit is not supported on disk controllers #6502/#6512/#6530.

#8824 17.54 GB Optional Base Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 17.54 GB capacity as an optional base disk.

#9606 1.967 GB Base Disk Unit
Provides a 3 Y2-inch single disk unit with 1.967 GB capacity as base disk unit.

#9707 4.19 GB Base Two-Byte Disk Unit (Ultra SCSI)
Provides a 3 Y2-inch single disk unit with 4.19 GB capacity as a PCI base disk unit.

#9907 4.19 GB Base Two-Byte Disk Unit (Ultra SCSI)
The default SPD base disk unit provides a 3 ¥z-inch single disk unit with 4.19 GB capacity.

RPQ 843977 AS/400 DASD Mounting

RPQ 843977 is for customers who want to move 4, 8, or 17 GB disk units from one server to
another server.

This RPQ ships the disk mounting hardware and instructions required to mount one unit of
disk device type #6607/#6907 (4.194 GB), one #6713 (8.58 GB), or one #6714 (17.54 GB) in
the system unit of a Model 740, 730, 640, 650, S30, S40, and the #5052, #5055, #5057,
#5058, #5070, #5071, #5072, #5073, #5080, #5081, #5082, and #5083 disk expansion
features. These target enclosures use SPD technology.

After the disk drives are installed, process an RPO change to add a #6607/#6907 feature for
each #6607/#6907 device type added, a #6713 feature for each #6713 device that is added,
and a #6714 feature for each #6714 device type added.

This RPQ does not specifically apply to the 8xx models. However, once DASD is located in
the “migrated to” enclosure, some of that DASD can then be moved under RPQ 847102.

RPQ 847102 10K RPM DASD Mounting

RPQ 847102 is for customers who want to move 8 or 17 GB 10K RPM disk units from one
server to another server.

This RPQ ships the disk mounting hardware and instructions required to convert one
#6717/#6817 disk device type (8.58 GB) to one #4317, and one #6718/#6818 to a #4318 disk
device type. This conversion allows the customer to move their 8.5GB 10K RPM and 17GB
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10K RPM files from current towers to the #5065/#5066 PCI Storage Tower, iSeries 270, and
8xx servers.

After the conversion, process an RPO change to add a #4317/#4318 feature for each
#4317/#4318 device type added to the tower or iSeries server, and process an RPO change
to remove a #6717/#6817 and #6718/#6818 device type removed from the current tower.

RPQ 847123 10K RPM DASD Mounting 170 to 270

RPQ 847123 is for customers who want to convert #6717/#8817 feature to #4317, and
#6818/#8818 feature to #4318. This conversion allows the customer to move their 8.58 GB
10K RPM and 17 GB RPM files from the Model 170 to the Model 270.

This RPQ ships the disk mounting hardware and instructions required to convert one feature
#6817/#8817 to feature #4317 and one #6818/#8818 feature to #4318 feature.

After the conversion, process an RPO change to add the appropriate number of #4317 and
#4318 features and move the appropriate number of #6817/#8817 and #6818/#8818
features.

Load Source

Beginning with the V5R1 announcement, one of these specify codes is required on all initial
orders of an iSeries server:

* #0826 - #4314 Load Source specify
* #0827 - #4324 Load Source specify
* #0828 - #4317 Load Source specify
* #0829 - #4318 Load Source specify

Manufacturing uses this specify to place the corresponding disk unit feature in the load
source position. These specify codes can be changed on model upgrades or on simple MES
orders.

Disk Protection

This section looks at the functions that can be used to protect iSeries disk drives.

Device Parity Protection

Device parity protection is a hardware function that protects data from being lost because of a
disk unit failure or damage to a disk. Calculating and saving a parity value for each bit of data
protects data. Conceptually, the parity value is computed from the data at the same location
on each of the other disk units in the device parity set. When a disk failure occurs, the data on
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the failing unit can be reconstructed by using the saved parity value and the values of the bits
in the same locations on the other disk.

Device parity protection is a high-availability function. It allows the iSeries server to continue
to operate when a single disk failure has occurred. The system runs in an exposed mode until
the repair operation is complete and the data is rebuilt. If a failure occurs, correct the problem
quickly. Otherwise, in the unlikely event that another disk fails, you can lose data.

The base disk unit controller in the 9406 Model 250, Model 270, and Model 820 does not
support device parity protection.

The disk array subsystems supplied by IBM enhance the selection of recovery options
available on the iSeries server. This method of protection is based on the Redundant Array of
Independent Disks (RAID) specifications that were published by the University of California in
1987. The high-availability models with device parity protection use a technique similar to
RAID-5 data-redundancy technology to protect data. Throughout this documentation, RAID
and RAID-5 are often referenced, and are for the most part, synonymous with Device Parity
Protection.

RAID-5

A minimum of four disk units of the same capacity are required for a valid RAID-5
configuration. Parity information can be spread across four or eight of the disk units in an
array and is automatically maintained as part of the RAID-5 protection feature. Internal disk
units of different technology (that is, different feature numbers), but of the same capacity, can
be either mirrored or RAID-5 protected.

Having parity spread across eight disk units gives better performance in the event of a disk
unit failure since the data required to dynamically rebuild the data on the failed disk is
accessed from an eighth of the disk units as opposed to a quarter. If one disk unit fails, it
cannot be used to read or write data. The disk unit controller then reads the parity and data
from the same data areas as the other disk units to dynamically rebuild the original data from
the failed disk unit to satisfy ongoing read requests. When data needs to be written, the
controller generates the parity information for the failed disk unit as if it were still operating.
As far as the iSeries server is concerned, the disk units continue to respond to 1/0 even
though a single disk unit has failed.

RAID-5 protection is supported for all internal disks provided that it is supported by the disk
controller. A RAID controller is required when concurrent maintenance support is used.

Mirroring

Mirrored protection is a function that increases the availability of iSeries servers in the event
of a failure of a disk-related hardware component. It can be used on all models of the iSeries
servers. Software support is a part of the Licensed Internal Code. Different levels of mirrored
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protection are possible, depending on the hardware that is duplicated. Mirroring involves
duplicating disk-related hardware, such as a disk unit, disk controller, disk input/output
processor (IOP), and bus, or, on Models 820, 830 and 840, and a tower. In these three 8xx
models, there are two buses per tower. Therefore, tower level mirroring would be used in
place of bus-level mirroring because a tower comprises a single point of failure. When a
disk-related mirrored component fails, the system remains available.

Integrated Hardware Disk Compression

Data is dynamically compressed or uncompressed by the DASD controller as data is written
to and read from disk. Disk compression has no affect on the main CPU utilization since
compression is performed by the DASD controller input/output processor (IOP).

Support for Integrated Hardware Disk Compression is provided by DASD controllers #2741,
#2748, #4748/#9748, #6533, and CCIN 671A MFIOP. Compression is limited to user ASPs.

The compression ratio results of DASD varies. The compression ratio achieved and the
impact on DASD performance depends on the data and how it is accessed.

Internal Tape, CD-ROM, and DVD-RAM

The following table shows which tape units are supported in the 250, 270, and 8xx systems,
expansion towers, and migration towers.

Internal Tape Media System and Expansion Unit Supported

o S Lo | a0 | | 59 [ wor |y ] et
#1349 1.2GB %~ S

#1350 25GB %" S

#1355 13 GB %~ S

#1360 7 GB 8mm S

#1379 1.2GB %~ S S

#1380 25GB %" S S

#4425 CD-ROM N N M
#4430 DVD-RAM N N

#4482 4GB %" N N M
#4483 16 GB %4~ N N M
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#4486 | 25 GB " N N M

#4487 | 50 GB 4" N N

#4525 CD-ROM

#4530 DVD-RAM

#4582 | 4GB %"

#4583 16 GB %4~

#4586 | 25 GB "

zZ|z2|z2z|zZ2|2| 2
zZ|1z2|z2|zZ2|2)| 2

#4587 | 50 GB 4"

#6325 | CD-ROM

#6380 | 25GB W”

#6381 25GB W

#6382 | 4GB %4

#6383 | 16 GB 4"

#6385 | 13GB W”

2|l |l z2|Z2|2

#6386 | 25 GB "

nw|lzZzlno|lz|z|Zz|n|Z
n| 2|0 | 2|0

#6390 | 7 GB 8mm

#6425 CD-ROM

#6480 | 25GB W”

#6481 25GB W

#6482 4GB %

#6483 | 16 GB 4"

#6485 | 13GB "

#6486 | 25 GB "

nw| Z2|ln| 2222

#6490 | 7 GB 8mm

Notes:

e All tape features #44xx and #45xx are Customer Install Features (CIF). Orders for these devices are installed
by the customer. The IBM Customer Engineer (CE) can install these CIF as a billable service.

Available as a new tape.

Supported but not orderable.

Available via MES.

=Enz2

328  iSeries Handbook



Internal Magnetic Media

Tape Units

Through optional tape compaction or compression, the tape drives identified in the following
table can double their storage capacities (except the #6380 2.5 GB drive). The following table
shows the current internal tape read/write compatibilities.

Format Capacity Media 2.5GB* | 25GB* | 4GB 16 GB 13GB* | 25GB 50GB
#6380 #6381 #4482 #4483 #6385 #4486 #4587
#6481 #4582 #4583 #6485 #4586 #4487
#6382 #6383 #6386
#6482 #6483 #6486
SLR100 50 GB SLR100 R/W
MLR3 25GB MLR3-25GB - - - - - R/W R/W
QIC5010 ! 16 GB MLR1-16GB - - - R/W R/W R/W R
QIC5010 ! 13 GB DC5010 - - - R/W R/W R/W R
Qic4pc ? 8 GB SLR5-4GB - - R/W R - R R
QIC4GB 4GB SLR5-4GB - - R/W R - R R
QIC2DC 2 5GB DC9250 - R/W R/W R - R
QIC2GB 2.5GB DC9250 R/W R/W R/W R R/W R
QIC1000 1.2GB DC9120 R/W R/W R/W - R/W
QIC525 525 MB DC6525 R/W R/W R/W - R/W
QIC525 320 MB DC6320 R/W R/W R/W - R/W
QIC120 120 MB DC6150 R/W R/W R/W - R/W
Qic24 8 60 MB DC6150 R R
1. Indicates that the capacity can typically double when the compression option is selected.
2. QIC-2DC and QIC-4DC are compression formats. Cartridge capacity is data dependent. Capacities shown are
typical.
3. QIC24 format is written by S/36.
4. Available as a migration feature only during an upgrade

List of cartridge part numbers:

e 50 GB 455 M IBM SLR100 Data Cartridge (35L0968)

25 GB with IBM MLR3-25 GB Data Cartridge (59H4128)

16 GB with IBM MLR1-16 GB Data Cartridge (59H4175)

13 GB with IBM DC5010 Data Cartridge (withdrawn from marketing)

8 GB (QIC4DC compressed format) with IBM SLR5-4 GB Data Cartridge (59H3660)
5 GB 45 M IBM SLR100 Data Cartridge (35L0661)

5 GB (QIC2DC compressed format) with IBM DC9250 Data Cartridge (16G8436)
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4 GB (QIC4GB format) with IBM SLR5-4 GB Data Cartridge (59H3660)
2.5 GB (QIC2GB format) with IBM DC9250 Data Cartridge (16G8436)

2 GB with IBM MLR1-2 GB Data Cartridge (35L0589)
1.2 GB (QIC1000 format) with IBM DC9120 Data Cartridge (21F8730)
525 MB (QIC525 format) with IBM DC6525 Data Cartridge (21F8597)
120 MB (QIC120 format) with IBM DC6150 Data Cartridge (21F8578)

The following table shows the current speeds of the internal tape units.

0S/400 Data Transfer
Version Compaction Supported Rate Max Capacity

Feature Description (minimum) Algorithm! Formats (Native)* (Compressed)?
#6381 2.5GB QIC V3ROM5 HDC, Qicapc? 600 K/sec 5GB
#6481 LZA1

QIC2GB 300 K/sec 5GB

QIC-1000 300 K/sec 2.4 GB

QIC-525 200 K/sec 1GB

QIC-120 120 K/sec 240 MB
#4482 4GB QIC V4R1 LZ1 QIC-4DC? 760 K/sec 8 GB
#4582
#6382 QIC4GB 380 K/sec 8 GB
#6482

Qicapc® 600 K/sec 5GB

QIC2GB 300 K/sec 5GB

QIC1000 300 K/sec 2.4 GB

QIC525 200 K/sec 1GB

QiC120 120 K/sec 240 MB
#6385 13GB QIC V3R7 LZ1 QIC-5010 1.5 M/sec 26 GB
#6485

QIC2GB 300 K/sec 5GB

QIC1000 300 K/sec 2.4 GB

QIC525 200 K/sec 1GB

QiC120 120 K/sec 240 MB
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0S/400 Data Transfer
Version Compaction Supported Rate Max Capacity
Feature Description (minimum) Algorithm1 Formats (Native)4 (Compressed)2
#4483 16GB QIC V4R1 LZ1 QIC-5010 1.5 M/sec 32GB
#4583
#6383 QIc-4DC3 760 K/sec 8 GB
#64
6483 QIC4GB 380 K/sec 8 GB
Qicapc® 600 K/sec 5GB
QIC2GB 300 K/sec 5GB
#4486 25GB QIC V4R1 LZ1 MLR3 2 M/sec 50 GB
#4586
#6386 QIC-5010 1.5 M/sec 32GB
#6486
Qlc-4DC? 760 K/sec 8 GB
QIC4GB 380 K/sec 8 GB
Qicapc® 600 K/sec 5GB
QIC2GB 300 K/sec 5GB
#4487 50GB QIC V5R1 LZ1 SLR100 5 M/sec 100 GB
#4587
MLRS3 2 M/sec 50 GB
#6390 7GB 8mm V3ROM5 LZA1 FMT7GB 500 k/sec 14 GB
#6490
#1261 FMT5GB 500 k/sec 10GB
FMT2GB 240 k/sec 2.3 GB native (no

compression in
the drive)

1. Indicates whether the attachment IOP supports Hardware Data Compression (HDC) and whether the tape
subsystem controller supports a compaction algorithm, either Improved Data Recording Capability (IDRC) or
Lempel Ziv 1 (LZ1). These algorithms enable more data to be written to tape up to the maximum shown.

2. Compressed values assume a 2:1 compression. Actual results may vary depending on the type and volume

of data.

3. QIC2DC and QIC4DC are compressed formats. Cartridge capacity is data dependent. The capacities shown
are typical.

4. Effective Data Transfer Rate typically doubles when data is compressed or compacted.

Alternate IPL

Throughout this book and in the iSeries and AS400e System Builder, SG24-2155, the term
Alternate IPL (ALT-IPL) is used to describe both Alternate IPL devices and Alternate
Installation Devices. It is important to understand the differences.
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— Important

An Alternate IPL device must be attached to an IOA adapter card that is controlled by the
base IOP in the system. Any other tape drive can be an Alternate Installation Device.

Alternate Installation Device support allows you to perform installation and recovery
procedures using a combination of devices. Prior to V4R1, these types of activities could only
be performed using devices attached to the first system bus. The first system bus connects to
the service processor IOP. Typically this is where the optical device or tape devices used for
installations are attached. On OS/400 V4 systems, you can use a combination of devices that
are attached on the first system bus and on additional buses. The alternate installation device
is not attached to the first system bus.

On the Model 270 and Model 8xx V4R5 systems, the Alternate IPL device is attached to an
I/0 adapter that is controlled by the base IOP in the system.

If you use the alternate installation function, the system uses existing support (a device on
the first system bus) to install or recover enough of the Licensed Internal Code required to
perform an IPL with an IPL-type D. When using the alternate installation device support, the
system continues the operation using media in the alternate installation device. This function
supports installation and recovery from tape media, such as SAVSYS tapes or distribution
tapes that you created, which contain Licensed Internal Code and may contain the operating
system, licensed programs, and data.

See the Backup and Recovery Manual, SC41-5304, for more information.

Tape Unit Descriptions

4 GB %-Inch Internal Cartridge Tape Unit Technology

This tape may be used for save/restore, Alternate IPL, program distribution, migration, and
Y4-inch cartridge tape exchange. Backward read/write capability to previous generations of
QIC drives protects the customers investment in QIC technology.

This tape is not compatible with System/36 tape units. For read and write compatibility, refer
to internal tape read/write compatibilities table on page 329.

13 GB Y-Inch Internal Cartridge Tape Unit Technology (Supported but not
orderable)

The 13 GB tape unit provides 16 GB capacity native and 32 GB capacity compressed with a
data transfer rate of 1.5 MB/s (native) and 3 MB/s (with compression) using a 1500-foot
cartridge tape. The #6485 also provides 13 GB capacity native and 26 GB capacity
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compressed with a data transfer rate of 1.5 MB/s (native) and 3 MB/s (with compression)
using a 1200-foot cartridge tape.

Tape tensioning control improvements in the tape unit eliminate the need for an
auto-retension pass during the data cartridge load sequence. This is a major time saver since
the auto-retension pass on earlier QIC tape units can take up to five minutes. The #6485
Tape Unit retensions the data cartridge only when a loss of tension is detected. For typical
operating conditions, this is infrequent.

It may be used for save/restore, Alternate IPL, program distribution, migration, and QIC tape
exchange.

However, the tape compression used by the #6381/#6481 2.5 GB and
#4482/#4582/#6382/#6482 4 GB tape drives is not compatible with the compaction on the
#6385/#6485 13 GB. Uncompacted or uncompressed tapes are compatible within each
device’s format limitations.

This tape is not compatible with System/36 tape units. For read and write compatibility, refer
to internal tape read/write compatibilities table on page 329.

16 GB Y%-Inch Internal Cartridge Tape Unit Technology

This tape can be used for save/restore, Alternate IPL, program distribution, migration, and
Y4-inch cartridge tape exchange. Backward read/write capability to the previous MLR1-S
(Fjord) format and backward read capability to the last three QIC (Fjeld) formats protects the
customer's investment in QIC technology.

It provides 16 GB capacity native and 32 GB capacity compressed with a data transfer rate of
1.5 MB/s (native) and 3 MB/s (with compression) using a 1500-foot cartridge tape.

It also is capable of 13 GB capacity native and 26 GB capacity compressed with a data
transfer rate of 1.5 MB/s (native) and 3 MB/s (with compression) using a 1200-foot cartridge
tape.

However, the tape compression used by the #6381/#6481 2.5 GB and
#4482/#4582/#6382/#6482 4 GB tape drives is not compatible with the compaction on the
#4483/#4583/#6383/#6483 16 GB. The #6385/#6485 uncompacted or uncompressed tapes
are compatible within each device’s format limitations.

This tape is not compatible with System/36 tape units. For read and write compatibility, refer
to internal tape read/write compatibilities table on page 329.
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25 GB %-Inch Internal Cartridge Tape Unit Technology

The 25 GB tape can be used for save/restore, Alternate IPL, program distribution, migration,
and %-inch Cartridge tape exchange.

Tape tensioning control improvements in the tape unit eliminate the need for an
auto-retension pass during the data cartridge load sequence. This is a major time saving
since the auto-retension pass on earlier QIC tape units can take up to five minutes. The Tape
Unit retensions the data cartridge only when a loss of tension is detected. For typical
operating conditions, this is expected to happen infrequently.

However, the tape compression used by the #6381/#6481 2.5 GB and
#4482/#4582/#6382/#6482 4 GB tape drives is not compatible with the compaction on the
#4486/#4586/#6386/#6486 25 GB tape drives. Uncompacted or uncompressed tapes are
compatible within each device’s format limitations.

This tape is not compatible with System/36 tape units. For read and write compatibility, refer
to internal tape read/write compatibilities table on page 329.

50 GB %-Inch Cartridge Tape Unit Technology

The 50 GB %-inch Cartridge Tape Unit that may be used for save/restore, Alternate IPL,
program distribution, migration, and %-inch cartridge tape exchange.

The 50 GB tape technology provide 50GB of storage capacity. With data compression, up to
100 GB can be stored per cartridge, providing unattended backup capability for a broad
range of medium sized iSeries servers.

These tape features are an iSeries specific implementation of Scalable Linear Recording
(SLR) technology, identified as SLR100. The unit can store data at a rate of 5 MB per second
(10 Mb per second with 2:1 compression). This data rate is twice the rate of previous %-inch
tape backup used on the iSeries. In addition to reading and writing on new SLR100 50 GB or
5 GB data cartridges, there is backward write and read compatibility with MLR3(SLR50) and
backward read compatibility with MLR1(DC 5010) tape formats.

This tape is not compatible with System/36 tape units. For read and write compatibility, refer
to internal tape read/write compatibilities table on page 329.
Individual Internal Tape Features

#4482 4 GB Y-Inch Cartridge Tape Unit

Can be mounted in the system unit of Models 830 and 840, and in the #5074/#5079 PCI
Expansion Towers. The #4482 is a CIF.
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#4483 16 GB Y-Inch Cartridge Tape Unit

Canbe mounted inthe system unitof Models 830 and 840, and in the #5074/#5079 PCI
Expansion Towers. The #4483 is a CIF.

#4486 25 GB Y-Inch Cartridge Tape Unit

Canbe mounted inthe system unit of Models 830 and 840, and in the #5074/#5079 PCI
Expansion Towers. The #4486 is a CIF.

#4487 50 GB Y-Inch Cartridge Tape Unit

Canbe mounted inthe system unit of Models 830 and 840, and in the #5074/#5079 PCI
Expansion Towers. The #4487 is a CIF.

#4582 4 GB Y-Inch Cartridge Tape Unit
Can be mounted in the system unit of the Model 270 or 820. The #4582 is a CIF.

#4583 16 GB Y-Inch Cartridge Tape Unit
Can be mounted in the system unit of the Model 270 or 820. The #4483 is a CIF

#4586 25 GB Y-Inch Cartridge Tape Unit
Can be mounted in the system unit of the Model 270 or 820. The #4586 is a CIF.

#4587 50 GB Y-Inch Cartridge Tape Unit
Can be mounted in the system unit of the Model 270 or 820. The #4587 is a CIF.

#5032 Removable Media Cluster Box

The #5032 requires a 9309 rack. This is a rack-mounted box that allows the attachment
between one and four #6368 1.2G QIC or #6369 2.5G QIC Tape Units. The #5032 is
supported for migration only and cannot be ordered as a new feature. It attaches to the #2621
Removable Media Device Attachment.

#6368 1.2 GB Y-inch Cartridge Tape Unit

The #6368 can be used for save/restore, Alternate IPL, migration, and %-inch cartridge tape
exchange using appropriate media and density.

#6369 2.5 GB Y-inch Cartridge Tape Unit

The #6369 can be used for save/restore, Alternate IPL, migration, and %-inch cartridge tape
exchange using appropriate media and density.
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#6380 2.5 GB Y-inch Cartridge Tape Unit

The #6380 can be used for save/restore, Alternate IPL, migration, and %-inch cartridge tape
exchange using appropriate media and density. #6381 2.5 GB %-Inch Cartridge (QIC).

Can be mounted in a system unit of a model 250. It is supported, but not orderable.

The standard %-inch cartridge is the #6382. Therefore, the #6381 should only be ordered
when compatibility with the System/36 tape is required.

With special compaction using LZ1 (Lempel Ziv 1), the #6381 tape unit supports up to 5 GB.
The #6381 may be used for save/restore, Alternate IPL, program distribution, migration, and
QIC tape exchange. For read and write compatibility, refer to the internal tape read/write
compatibilities table on page 329.

#6382 4 GB Y-Inch Cartridge (QIC)
The #6382 is not compatible with System/36 tape units.

With special compaction using LZ1 (Lempel Ziv 1), the #6382 tape unit supports up to 8 GB.
It may be used for save/restore, Alternate IPL, program distribution, migration, and QIC tape
exchange. For read and write compatibility, refer to internal tape read/write compatibilities
table on page 329.

#6383 16 GB Y-Inch Cartridge Tape Unit
The #6383 is not compatible with System/36 tape units.

One #6383 can be controlled by the MFIOP. Extra #6383s must be controlled by the #6513. It
requires OS/400 V4R1.

#6385 13 GB %-Inch Cartridge (QIC)
The #6385 is not compatible with System/36 tape units. It is supported but not orderable.

#6386 25 GB %-Inch Cartridge (QIC)

Supported only on the #5072, #5073, and #9251 system expansion towers and in the Model
170 and 730 system towers.

#6390 7 GB 8mm Cartridge Tape Unit

The #6390 can be used for save/restore, Alternate IPL, migration, and 8mm cartridge tape
exchange using appropriate media and density.
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#6480 2.5 GB Y-Inch Cartridge Tape Unit

The #6480 can be used for save/restore, Alternate IPL, migration, and %-inch cartridge tape
exchange using appropriate media and density.

#6481 2.5 GB %-Inch Cartridge (QIC)

The compatibility standard %-inch cartridge is the #6482. Therefore, the #6481 should only
be ordered when compatibility with System/36 tape is required.

With special compaction using Lempel Ziv 1 (LZ1), the #6481 tape unit supports up to 5 GB.
It may be used for save/restore, Alternate IPL, program distribution, migration, and QIC tape
exchange.

#6482 4 GB Y-Inch Cartridge (QIC)
The #6482 is not compatible with System/36 tape units.

With special compaction using LZ1, the #6482 tape unit supports up to 8 GB. It may be used
for save/restore, Alternate IPL, program distribution, migration, and QIC tape exchange.

#6483 16 GB Y-Inch Cartridge Tape Unit
The #6483 is not compatible with System/36 tape units.

Note: This tape contains different mounting parts when ordered for a Model 620, 720, or S20
that supports tape concurrent maintenance, than when ordered for a Model 600 or S10 that
does not support tape concurrent maintenance.

#6485 13 GB %-Inch Cartridge (QIC)
The #6485 is not compatible with System/36 tape units. It is supported, but not orderable.

#6486 25 GB Y-Inch Cartridge (QIC)
Supported only in the 720 System unit or #9364 System Unit Expansion.

#6490 7 GB 8mm Cartridge Tape Unit

Can be used for save/restore, Alternate IPL, migration, and 8mm cartridge tape exchange
using appropriate media and density.

Internal Magnetic Media 337



Internal Magnetic Media

CD-ROM and DVD-RAM

Internal CD-ROM and DVD-RAM Drives

iSeries server code is distributed on CD-ROM media. One CD-ROM or DVD-RAM drive is
required on all 270 and 8xx models and must be ordered as a separate feature on the system
unit. The CD-ROM can also be used for Alternate IPL but not as a save/restore device for the
system. The DVD-RAM can be an Alternate IPL and save/restore device.

0S/400
Version Supported Data Transfer Max Capacity
Feature Description (minimum) Formats Rate (Native) (Compressed)’
#4425 CD-ROM V4R4 CD-ROM 650 MB (read only)
#4525 Read Only
#4430 DVD-RAM V4R5 CD-ROM 650 MB (read only)
#4530 Read Only
DVD-RAM
Single Sided
DVD-RAM
Double Sided

1. Compressed values assume a 2:1 compression. Actual results may vary depending on the type and volume
of data.

LPAR Support and CD-ROM / DVD-RAM
For information pertaining to LPAR and CD-ROM / DVD-RAM feature requirements, see:

http://www.ibm.com/eserver/iseries/lpar/

#4425 CD-ROM

The #4425 is a feature CD-ROM device that can be mounted in the system unit of Models
830, 840, SB2, and SB3 and in the #5074/#5079 PCI Expansion Towers.

The #4425 is used for Alternate IPL (IBM distributed CD-ROM media only) and program
distribution. It is a CIF.

#4430 DVD-RAM

The #4430 is an optional feature that mounts in the system unit of Models 830, 840, SB2, and
SB3, and in the #5074/#5079 PCI Expansion Towers.

DVD-RAM may be selected in place of a CD-ROM drive in the minimum server configuration.
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The #4430 is capable of writing and reading 4.7 GB on a single disk. The #4430 is also
capable of reading 650 MB CD-ROM disks.

The #4430 can be used for Alternate IPL, program distribution, and data interchange (using
ISO 9660 and UDF formats). The #4430 is not supported as an Alternate Installation Device
(by “Boot Manager” in DST) with OS/400 V5R1.

Prerequisites: Disk unit controller in the CEC or tower where the device is mounted and
0S/400 V4R5 with PTFs.

#4525 CD-ROM

The #4525 is a feature CD-ROM that can be mounted in the system unit of Models 270 and
820.

The #4525 can be used for Alternate IPL (IBM distributed CD-ROM media only) and program
distribution. It is a CIF.

#4530 DVD-RAM
The #4530 is an optional feature that mounts in the system unit of Models 270 and 820.
DVD-RAM may be selected in place of a CD-ROM drive in the minimum server configuration.

The #4430 is capable of writing and reading 4.7 GB on a single disk. The #4430 is also
capable of reading 650 MB CD-ROM disks.

The #4430 can be used for Alternate IPL, program distribution, and data interchange (using
ISO 9660 and UDF formats). The #4430 is not supported as an Alternate Installation Device
(by “Boot Manager” in DST) with OS/400 V5R1.

Prerequisites: Disk unit controller in the CEC where the device is mounted. OS/400 V4R5
with PTFs or later is required.

#6325 Optional CD-ROM Feature

This is available on System Unit Expansion Towers #5072 and #5073 for Models Sxx, 6xx,
and 7xx.

Prerequisite: The #2624 Storage Device Controller.
Maximum one per I/O tower and Model 740 System Unit; one per Model 730 System Unit.

Limits the use of tape in the same tower to #6380 and #6390.
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#6425 Optional CD-ROM Feature

Available on Models 720, 620, and S20, or in the #7130 Expansion cage on the #5064/#9364
System Expansion Unit with a #9329/#9330 PCI Integrated Expansion Unit.

Prerequisites: The #2726/#2740/#2741/#2748 PCI RAID Disk Unit Controller and the #9728
Base PCI RAID Disk Unit Controller.

Not supported together with #9331 Expansion Unit for SPD cards in the #5064/#9364 System
Expansion Unit.
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Removable Storage Media Devices

Removable Storage Media Devices

This chapter describes the removable storage media devices marketed today for iSeries
servers. The first section Single External Attach Media addresses single tape units of
different formats and the Externally Attached Automated Libraries section addresses
automated libraries with more than one cartridge and automation.

Single External Tape Attach Media

This table helps to distinguish the technical characteristics of each external tape drive.

Machine 7207-122 7208-342 3570-C00 3580-H11 7210-025
Model
Description QIC 1/4” 8mmMammoth | C-XL format LTO DVD-RAM
0.31" Ultrium
Technology Longitudinal Helical Scan Longitudinal LTO DVD-R/W
Serpentine Serpentine
Native/ 4GB 20 GB 7 GB 100 GB 2.6 GB
Compressed' 8 GB 40 GB 21 GB 200 GB 4.7 GB
Maximum Data 380 KB/s 3 MB/s 7 MB/s 15 MB/s 3.6MB/s CD
Rate/sec? 760 KB/s 6 MB/s 15 MB/s 30 MB/s DVD:
1.35 MB/s®
2.7MB/s*
Interface Wide SCSI SCsl SCSI Fast/Wide HVD Ultra SCsl-2
Fast/Wide Differential Wide SCSI
Differential
Compression/ LZA1 IDRC LZA1
Compaction
Method®
Controllers #2718 #6534 #2729 #2729 #2718
supported #2729 #2749 #27495 #2768
#6501 #6501
#6534 #6534
Minimum Release | V4R2 with PTFs V4RA1 V3R1 V4R4 V5R1
V4R5®
Alternate IPL #5506 #5514 #5515 #5537 #5538
Device Specify
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Machine 7207-122 7208-342 3570-C00 3580-H11 7210-025
Model

1. The degree of compression that is achieved is highly sensitive to the characteristics of the data being
compressed.

2. The actual throughput that is achieved is a function of many components, such as system processor, disk
data rate, data block size, data compressibility, I/0 attachments, and the system or application software used.

Write rate of DVD.
Read rate of DVD.
V4R5 or later is required to support the #2749.

o g kW

Indicates whether the attachment IOP supports Hardware Data Compression (HDC) and whether the tape
subsystem controller supports a compaction algorithm, either Improved Data Recording Capability (IDRC) or
Lempel Ziv 1 (LZ1). These algorithms enable more data to be written to tape up to the maximum shown.

IBM 7207 Model 122 4 GB External QIC Tape Drive

The 7207 Model 122 is a stand-alone QIC %-inch streaming linear tape drive
with the capacity of 4 GB per cartridge that incorporates Single Channel
Linear Recording (SLR5) QIC technology. The 7207 Model 122 uses the
QIC-4DC format.

Positioning
Some features of the low cost single tape cartridge solution for removable media are:

e Backward compatibility with previous QIC tape formats. Ideal for data interchange.
* Tape can be used as IPL source for LPAR partitioning configurations.

The Model 122 provides media capacity up to 4 GB (8 GB with a 2:1 compression ratio) data
storage per cartridge. It has a sustained data transfer rate of 380 KB per second (760 KB per
second with a 2:1 compression ratio). It is read and write backward compatible with QIC-120,
QIC-525, QIC-1000 and QIC-2GB, QIC-2DC and QIC-4GB tape data formats. It is fully
compatible with cartridges used by the iSeries 4 GB Internal Tape Unit. See “4 GB %-Inch
Internal Cartridge Tape Unit Technology” on page 332 for more information.

It attaches to the iSeries using:

» #2768 PCIl Magnetic Media Controller
* #2718 PCI Magnetic Media Controller

For a description of the #2768 and #2718, see “I/O Adapters and Controllers” on page 283.

There is also a tape Auto Loader Library that supports QIC media. See “IBM 7329 Model 308
SLR100 Tape Autoloader” on page 351 for more information.
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Prerequisites

The minimum OS/400 release required is V4R2 with PTFs as stated in Informational APAR
111671.

Features

SCSI cable should be specified with any order to attach the tape drive to its controller card.
For the SCSI cable, only feature #9224 or #5224 (2.4 m) is available. The maximum cable
length is 3 m.

A media feature must also be ordered, either #9501 consisting of one 4 GB cartridge, one
cleaning cartridge, and one test cartridge for the 7207 Model 122, or #7501, which includes
an additional four 4 GB cartridges over the #9501 package.

Additional cartridges (#2503) and cleaning cartridges (#2504) can be ordered by MES.

The 7207 Model 122 is available in black only.

IBM 7208 External 8mm Tape Drive Model 342

The 7208 Model 342 is a stand-alone SCSI 8mm streaming tape drive witha —
capacity of a 20 GB per cartridge. It supports the 170-meter advanced
metal-evaporated (AME) data cartridge.

Positioning
The 7208-342 External 8mm Tape Drive is an excellent
solution for users of 8mm tape. Some features are:

* Exchange earlier 8mm tape solutions. Read
compatible with earlier 012, 222, 232, or 234
models.

* Fast single cartridge tape backup

The Model 342 can be used for save/restore or archiving. It can provide a media capacity of
up to 40 GB of data storage per cartridge using the Improved Data Recording Capability
(IDRC) algorithm for compression. It has a sustained data rate of 3 M per second (6 M per
second with a 2:1 compression ratio). This gives four times the capacity and six times the
date rate of the 7208 Model 012.

The Model 342 has the ability to read (but not write) earlier 7 GB, 5 GB, and 2.3 GB 8 mm
metal particle tape formats.
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The Model 342 attaches to the iSeries or AS/400e server in these ways:

e #6534 Magnetic Media Controller
» #2729 PCI Magnetic Media Controller
* #2749 PCI Ultra Magnetic Media Controller

For a description of the #6534, #2729 and #2749, see “I/O Adapters and Controllers” on
page 283.

Prerequisites

The minimum OS/400 release required is V4R1. At least V4R5 is required to attach via the
#2749.

Features

A SCSI cable must be specified with any order to attach the tape drive to the controller card.
Options are the #9245 (4.5m/15ft), the # 9212 (12m/39ft), and the #9218 (18m/59ft).

A media feature must also be ordered, either #9019 consisting of one 8mm AME cartridge,
one cleaning cartridge, and one test cartridge for the 7208 Model 342, or the #7019 which
includes an additional four 8 mm AME cartridges over the #9019 package.

Additional cartridges (#2019) and cleaning cartridges (#2016) can be ordered by MES.

The 7208 Model 342 is available in black only.

IBM 3570 Model C00 Magstar MP Tape Drive

The 3570 COO is a single cartridge version of the 3570 Magstar Tape Library.
It offers the same features and connectivity as the library with the exception of
that no library functions are supported. For details on the 3570, please see
“IBM Magstar MP 3570 Tape Cassette Subsystem” on page 354.

IBM 3580 Model H11 Ultrium Tape Drive

The IBM 3580 Ultrium Tape Drive is a stand-alone, high-capacity tape drive.
It uses the IBM Ultrium tape cartridges to provide 100 GB native
(uncompressed) capacity and up to 200 GB with 2:1 hardware controlled
data compression. The 3580 offers the many of the same capabilities as the
library versions described later in the document. See “IBM 358x Ultrium Tape
Solutions with Linear Tape Open (LTO) Technology” on page 359 for a
complete description of the Ultrium Family of devices.
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IBM 7210 Model 025 External DVD-RAM

DVD-RAM is a new optical technology that advances the capabilities that
CD-ROM brings to the iSeries. You can use DVD-RAM on iSeries servers to
help lower costs associated with:

e Software distribution

e Data and software backup

e System backup

* Data interchange (ISO 9660 and UDF formats)

Positioning

The capacity of the DVD media is over seven times larger than CD-ROM. Software that may
have been distributed on multiple CDs may now need only one DVD-RAM cartridge, reducing
the cost of media. The media capacity for a DVD-RAM cartridge is 4.7 GB per side versus
650 MB on CD-ROM. Its highest capacity can be as much as 9.4 GB per side. The drive
reads CD-ROM, CD-R, CD-RW, DVD-ROM, and DVD-RAM media. It can write only DVD-RAM
media.

The speed at which it transfers data from the media is roughly equivalent to a 24X speed
CD-ROM, or about 3.6 MB/sec sustained on the average. When the data is compressed in a
3:1 compression ratio (which is average for iSeries servers), a single DVD-RAM cartridge can
save about 13 GB of data in an unattended save mode. This can be ideal for backing up the
smaller iSeries servers such as a Model 270. For saving software of sizes 13 GB or less in
size, a tape drive may no longer be needed on the iSeries.

The 7210-025 attaches to the iSeries server via the #2718 PCIl Magnetic Media Controller or
to the #2768 PCI Magnetic Media Controller.

The 7210-025 may be share the #2718 and #2768 with one of these devices:

e 7207-122 External 4GB QIC Tape Drive
e 7208-345 External 8mm Tape Drive
e 7210-020 External CD-ROM Drive (withdrawn from IBM marketing 29 June 2001)

Up to two 7210-025s are allowed per #2718/#2768. When sharing the #2718/#2768 with a
tape device, the 7210-025 must be physically attached after the other device. When sharing
the #2718/#2768 with a 7210-020, the 7210-025 must be attached directly to the
#2718/#2768 with the 7210-020 daisy-chained from the 7210-025.

For a full description of the #2718 and #2768 capabilities, see “I/O Adapters and Controllers”
on page 283.

Removable Storage Media Devices 347



Removable Storage Media Devices

Prerequisites
The minimum OS/400 release required is V5R1.

Features

A SCSI cable must be specified with any order to attach the 7210-025 to the controller card.
Options are the #9751 (.7m/2.2ft) and the # 9212 (2.5m/8.1ft). Additional #5301 (.7m/2.2ft),
#5302 (2.5m/8.1ft), or #5303 (.5m/1.6ft) cables may be purchased.

Media may be purchased when a 7210-025 is ordered or at a later date. The media options
are:

* #5801 5-Pack 2.6 GB Single-Sided DVD-RAM Media
* #5802 5-Pack 4.7 GB Single-Sided DVD-RAM Media
* #5803 5-Pack 5.2 GB Double-Sided DVD-RAM Media
* #5804 5-Pack 9.4 GB Double-Sided DVD-RAM Media

There is a Rack Mounting Kit (#8723) available that provides an 18-inch by 26-inch metal
platform and mounting hardware for installing the 7210 in a rack.
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Externally Attached Automated Libraries

Refer to the table to distinguish technical characteristics of each automated tape drive.

Tower
3581-H17
Desktop Rack
3490E-F10 Desktop 3583-L18
3570-C01 3583-L36
Rack 3570-C02 3575-L06 3583-L72 3494-L12
3490E-F11 3575-L12 3590-B1A 3494-D12
Rack 3575-L18 Modular 3590-B11 3494-L10
Machine Library 3570-C11 3575-L24 3584-D32 3590-E1A 3494-D10
Model 7329-308 3490-F1A 3570-C12 3575-L32 3584-L32 3590E11 3494-HA1
Description QIC % inch Y2 inch tape C-XL format C-XL format | LTO Y2 inch tape Library for
AutoLoader 0.31" 0.31" Magstar 3490-x1A
and
3590-x1A
Technology Longitudinal Longitudinal Longitudinal Longitudinal | Longitudinal Longitudinal n/a
Serpentine Serpentine Serpentine Serpentine Serpentine Serpentine
Native/ 50 GB 800 MB 7 GB 7 GB 100 GB 40 GB Depends
Compressed1 100 GB 2.4GB 21 GB 21 GB 200 GB 120 GB oninstalled
drives
Maximum 8 10 20 L06: 60 H17: 7 B1A: 1 6240
Number of L12: 120 L18: 18 B11: 10
Cartridges/ L18: 180 L36: 32 E1A: 1
Library L24: 240 L72: 72 E11:10
L32: 324 L32 +D32:
227-1980
Maximum 800 GB 24 GB 420 GB L06: 1.2 H17: 147TB B1A: 120 GB 748 TB
Total Capacity TB L12: L18: 3.6 TB B11:1.2TB
25TB L36: 7.27TB E1A: 120 GB
L18: 3.78 L72: 144 TB E11:1.2TB
TB L32+D32
L24: 5.04 56.2-441.4TB
TB
L32: 6.8
TB
Maximum 5 MB/s 3 MB/s 7MB/s 7MB/s 15 MB/s B11: 7MB/s Depends
Data 10 MB/s 9 MB/s 15 MB/s 15 MB/s 30 MB/s 15 MB/s | oninstalled
Rate/sec? E1114 MB/s | drives
30 MB/s
Time to load 81 sec 19 sec 20 sec 3494/3590 56 sec 30 sec
30 sec
Interface Ultra SCSI-2 SCSI-2 SCSI-2 SCsI-2 SCSI-2 HVD SCsSI-2 RS232
SE interface Fast/Wide Fast/Wide Fast/Wide Async or
Differential Differential Differential LAN for
robotics
Compression/ HDC LZA1 LZA1 IDRC Depends
Compaction IDRC LZ1 oninstalled
Method® drives
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Tower
3581-H17
Desktop Rack
3490E-F10 Desktop 3583-L18
3570-C01 3583-L36
Rack 3570-C02 3575-L06 3583-L72 3494-L12
3490E-F11 3575-L12 3590-B1A 3494-D12
Rack 3575-L18 Modular 3590-B11 3494-L10
Machine Library 3570-C11 3575-L24 3584-D32 3590-E1A 3494-D10
Model 7329-308 3490-F1A 3570-C12 3575-L32 3584-L32 3590E11 3494-HA1
Controllers #2718 #2729 #2729 #2729 #2729 #2729 Depends
supported #2768 #2749° #2749° #2749° #2749° #2749° oninstalled
#6501 #6501 #6501 #6501 #6501 drives
#6534 #6534 #6534 #6534 #6534
#276545 #2765%6
Minimum V4R5 V4RA1 V3R1 V4R1 V4R4 B1A/B11: V2R3
0OS/400 V3R1
Release E1A/E11:
V4R1
Alternate IPL Depends
Device Specify on Tape
#5536 #5504 #5515 #5515 #5537 #5519 Devices
Installed

LA

1. The actual degree of compression achieved is highly sensitive to the characteristics of the data being compressed.

2. This entry illustrates the best possible performance, other components of the system may limit the actual performance achieved.
The best source of information about performance is the AS/400 Performance Capabilities Reference, SC41-0607, at:

http://publib.boulder.ibm.com/pubs/html/as400/online/chgfrm. htm
The #2749 attachment requires V4R5.

The #2765 attachment requires V5R1.

The #2765 supports attachment to the 3583 with #8005, and 3584 only.
The #2765 supports attachment to the 3590-E11 and 3590-E1A only.

Basic Concepts

To help you understand the meaning of some of the functional characteristics of each tape
drive, refer to these descriptions:

Random mode A mode where the library can retrieve and load cartridges at random

Auto mode

Base mode

Split mode

based on user demand.

A mode where the library sequentially load cartridges to perform
save/retrieve of data and automatically advance to the next cartridge once
a cartridge is filled/restored sequentially.

All drives see all tapes. Must be attached to one system.

The tape unit is split into two groups. The library can be shared between
systems, but the cartridges can be used only by the tape drive dedicated
to them.
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Multi-control path architecture
Allows each tape unit in a library access to the robot arm as if it was the
only drive in the library.

Multiple Partitions
The tape library can be split into partitions. Each drive has assigned
cassettes it can use.

Tape pooling Tape devices can be attached to separate controllers, but the system
software recognizes resources with equal capabilities in a common library
device. At vary on, all equal resources are displayed under the common
library device description. This allows BRMS to assign jobs for a specific
resource to a pool of tapes that are available under this resource.
Available on OS/400 V4RS5 or later.

Performance The actual throughput you may achieve is a function of many components,
such as system processor, disk data rate, data block size, data
compressibility, I/0 attachments, and the system or application software
used. The numbers stated here are the maximum throughput attainable by
the tape unit. The best source of information about performance is the
AS/400 Performance Capabilities Reference, SC41-0607, at:
http://publib.boulder. ibm.com/pubs/html/as400/online/chgfrm.htm

As a general rule, it is important to note that SCSI bus technology used by the iSeries runs at
20 or 40 MB/sec. High-end tape drives can attain transfer speeds in the 30 to 45 GB/sec
range, which means the throughput is that of the entire SCSI bus. Even though most tape
drives allow more tape drives connected to the same bus, this is not recommended since you
will never attain full utilization of these drives due to SCSI transfer limitations.

IBM 7329 Model 308 SLR100 Tape Autoloader

The IBM 7329 Model 308 SLR100 Tape Autoloader is a stand-alone
automated tape backup system for use on iSeries servers. It provides media
capacity of 400 GB (800 GB assuming 2:1 compression), automated data
storage at a rate of 5 MB per second (10 Mb per second with 2:1
compression). This data rate is twice the rate of previous %-inch tape backup used on the
iSeries.

In addition to reading and writing on new SLR100 50 GB or 5 GB data cartridges, the 7329
Model 308 provides backward write and read compatibility with MLR3 (SLR50) and backward
read compatibility with MLR1 (DC 5010) tape formats. Attachment to the iSeries is via a SCSI
interface adapter.
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The media and tape formats supported by the 7329 Model 308 Tape Autoloader are fully
compatible with the media and tape formats supported by iSeries #4487 and #4587 feature
50 GB %-Inch Cartridge Tape.

Positioning
* Can read and write on previous 25 GB tape formats. Read only on previous 4 GB, 8
GB, 13 GB, and 16 GB %-inch tape formats

* One removable 8-cartridge tape magazine for media cartridges or cleaning cartridges
* Selectable automatic drive cleaning

* Two operating modes: manual or sequential

* External stand-alone desktop model

» Standard bar code reader to provide tape cartridge identification and inventory as well
as cleaning cartridge identification

* Over 40 hours of unattended operation at 36 GB/hour (assumes a 2:1 compression)
e Optional Rack Mount Shelf
e Supports auto mode

e Supports random mode

It attaches to the iSeries or AS/400e server in these ways:

* #2718 PCI Magnetic Media Controller
» #2768 PCIl Magnetic Media Controller

The minimum OS/400 supported software release is V4R5.

One cable feature #9224 ships with each autoloader ordered from the plant. Attaching more
than one autoloader per PCI Magnetic Controller is not recommended. A SCSI terminator is
also included with each autoloader ordered from the plant.

Can be used as an Alternate IPL device.

IBM 3490E Magnetic Tape Subsystem Enhanced Capability Models F0O,
FO01, F11, and Library Model F1A

The IBM 3490E Magnetic Tape Subsystem Enhanced Capability Models F0O,
FO1, and F11 are reduced size single-drive tabletop, desk-side, or
rack-mounted versions of the 3490E family of tape drives. They are
compatible with the 3490 EO1, E11, C10, C11, and C22 models. They can be
used as the Alternate IPL device.
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The Model FOO is the

tabletop version. The Model

FO1 is a desk-side version.
. The Model F11 is a

/

HR

rack-mountable version.

Each uses '2-inch tape
— cartridges as the storage
media. The F1A is the model

] used in the 3494 Tape

o 4 Library.
==
| — of @ ./ The FO1 and F11 models

Model FOO Model FO1 Model F11 include a ten-cartridge
Cartridge Stack Loader. All
three models offer a 16-bit Fast/Wide SCSI differential interface, a 3490E tape transport, and
an integrated control unit. All 3490E Fxxs have a sustained data transfer rate of up to
3 MB/sec. With the Improved Data Recording Capability (IDRC) enabled, sustained data
transfer rates of up to 6.8 M/sec can be achieved. The actual throughput is a function of many
factors and can vary.

The FO1 and F11 models provide an automated, unattended backup capacity of up to 24G
compressed. The standard capacity is up to eight GB.

Positioning
Models F00, FO1, and F11 are intended for iSeries or AS/400e servers where:

* Compatibility with the 3490E format is required for off-site data storage for disaster
recovery, and for data interchange with other systems

e Supports random mode
e Supports auto mode

* Unattended backup. The Models FO1 and F11 automatically load and unload
cartridges as they are filled. This improves efficiency by reducing the need for operator
handling.

In addition to reading and writing 36-track tape, Models F00, FO1, and F11 can also read the
older 18-track, Y2-inch cartridge tape.

The 3490E Models F00, FO1, and F11 attach to all models of iSeries or AS/400e servers and
to legacy (CISC) 9404/6 Models D, E, or F.
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The 3490E Models F00, FO1, F11, and library mode F1A can attach to these controllers:

e #6501 Tape/Disk Controller (SPD) requires the #2895 Interposer
* #6534 Magnetic Media Controller (SPD)

e #2729 PCI External Tape Controller

* #2749 PCI Ultra Magnetic Media Controller

These 3490E Models cannot be shared between iSeries and AS/400e servers.
For more information, see “I/O Adapters and Controllers” on page 283.

Write support for the 18-track cartridge tape is provided at OS/400 V4R2 or later when the
3490 is configured in F-mode. This also allows the random mode to be selected for the ACL
and use of the USEOPTBLK performance parameter on CL commands.

The 3490 F1A is the tape component of the 3494 library can be installed in any new
3494-L10 or in any new or existing 3494-D10. The 3490 F1A can be upgraded to or from the
3490 F11. The Model F1A cannot be intermixed with a Model CxA within a single frame of a
3494. There is no 18-track write support or USEOPTBLK support on the Model F1A.

IBM Magstar MP 3570 Tape Cassette Subsystem

The 3570 uses a unique, robust, heavy usage tape cassette that is
approximately half the size of the IBM 3490/3590 cartridge tapes. The tape
cassette capacity is 7 GB uncompressed and up to 21 GB per cassette with
LZ1 data compaction. This tape cassette provides fast access to data by
having two tape spools with the load point in the middle of the tape. The tape
never leaves the cassette and maintains a self-enclosed tape path. This unique path
eliminates tape thread time and ensures higher reliability.

The 3570 Tape Subsystem is based on the same
technology as the IBM 3590 High Performance Tape
Subsystem (but media is not interchangeable).

Positioning
The advantages of 3570 tape libraries are:

* Fast access to data is required such as storage
management, network serving, mixed digital
libraries, and image processing

* High I/O-intensive operations with multi-user
access is required

* Automated backup and restore or automated archive storage and retrieval are required
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* Faster data access than other tape technologies with a drive time to read/write data of
eight seconds from cassette insertion

* High-speed search function

Externally Attached Automated Libraries

e Security key lock, which physically locks the cassettes in the library

e Supports random mode

e Supports auto mode

The 3570 C02 and C12 support two drives and can function in base mode and split mode
configurations, as illustrated in the following diagram.
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iSeries

Tapet

Split mode 2 drives 2 Systems attached

The 3570 supports two 10-cassette magazines providing from 140 GB (uncompressed) to
420 GB (compressed) of data on 20 cassettes using the new C format tape.

The 3570 Multipurpose Tape Subsystem attaches to all iSeries and AS/400e servers (except
the D02, EO2, FO2, and the 9401) using these features:

e #6501 Tape/Disk Controller (SPD): Requires interposer #2895 for each SCSI cable

* #6534 Magnetic Media Controller (SPD)
» #2729 PCI External Tape Controller
* #2749 PCI Ultra Magnetic Media Controller

See “I/O Adapters and Controllers” on page 283 for a description of these controllers.
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The 3570 rack-mounted Models C11 and C12 require an AS/400 9309 Rack Enclosure.
Multiple systems may be attached to the 3570. The 3570 Cx2 models may be varied online to
two systems at a time, with each drive allocated to one system.

Each #6501 can support up to two 3570 models and requires a #2895 AS/400 interposer
feature for each SCSI cable. Each #6534, #2729, or #2749 supports one 3570 and does not
require an interposer. See “I/O Adapters and Controllers” on page 283 for a description of
these controllers.

Content Manager OnDemand (5722-RD1) is an application that stores and retrieves data on
disk, optical, or tape media. It supports the 3570 to provide record level access to data.

In addition, the IBM 3570 offers connectivity to other systems through the support of storage
management offerings such as the IBM Tivoli Storage Manager (TSM) for iSeries Version 3.7
and IBM Backup Recovery and Media Services (BRMS), and third-party products.

3570 Cxx Models

The 3570-Cxx is available in five models, which are shown in the following table. Refer to
“IBM 3570 Model CO0 Magstar MP Tape Drive” on page 346 for the C0O0 models.

Model Description No. of Drives Cassette Slots
CO00 Table-Top Unit 1 1
Co1 Stand-alone Library 1 20
co2 Stand-alone Library 2 20
C11 Rack-Mounted Library 1 20
C12 Rack-Mounted Library 2 20

The Cxx models can read/write both B-format and C-format cartridges. The drive data
transfer rate is 7 MB/sec (uncompressed) with up to 15 MB/sec (compressed) using C-format
cartridges. For B-format cartridges, the rates are 3.5 MB/sec and 10.5 MB/sec. Actual
throughput achieved is a function of many factors and can vary.

Prerequisites

The minimum OS/400 release required is V3R1. PTFs may also be required. At least V4R5 is
required to attach via a #2749.

Features

A SCSI cable must be specified with any order to attach the tape drive to the controller card.
Options are the #5205 (0.5m/1.6ft), the # 5212 (12m/39ft), the #5218 (18m/59ft), the #5225
(25m/81ft), and the #5245 (4.5m/15ft). When attaching to a #6501, an Interposer (#2895)
must be ordered for each SCSI cable that will be attached.
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A Power Cord must be selected.

A media feature may also be ordered. The options are:

e #8705 10 C-format Data Cartridges
e #8708 10 Fast Access Linear Tape C-Format XL Data Cartridges

Cartridge Magazines (#8753) and Cleaning Cartridges (#8750) can also ordered.

The 3579-C00 is available in black only.

Magstar MP (Multipurpose) 3575 Tape Library Dataserver

The IBM Magstar MP 3575 Tape Library Dataserver is a family of automated
tape storage solutions designed for the growing unattended storage
requirements of today's midrange systems and network servers. These
compact, integrated tape storage libraries expand the capability of tape
processing by optimizing both read- and write-intensive operations. A
dual-gripper picker can provide fast cartridge exchange times between the library slots and
the Magstar MP tape drives in the library.

The Magstar MP

\47 \47 3575 tape library
—— — attaches to the
Bl Bl iSeries or

> ) < * * AS/400e, pSeries

ANN

AN

or RS/6000, HP,

— ~~r—]
:E Windows NT, Sun,
and other
SCSl-attached

o]

open systems in a

L | ] single or multihost
/ :::_-:__,_:_._-/ / configurations.

[

§

Sl

Positioning
e Magstar MP tape drives provide fast data access for current and emerging applications

such as save/restore, network storage management, data warehousing, and digital
libraries

* Applications that previously required disk or optical technology can now benefit from
the high capacities and fast data access characteristics of the Magstar MP 3575 tape
library. These applications include:

— Automated save/restore
— Automated migrate/recall

Externally Attached Automated Libraries 357



Externally Attached Automated Libraries

Backup/archive

Large sequential files
Records management
Multimedia applications

* New level of reliability and data integrity to the midrange environment and specifically
designed for:

Repeated tape load/unloads

Higher tape drive duty cycles
Increased overall mechanical reliability
Increased overall media reliability

* Increases the amount of data that can be accessed with near-online performance for
up to 4.8 TB of storage capacity (with a 3:1 compression ratio)

e Delivers an aggregate sustained data rate of 50 to 300 GB/hour with a maximum
compression on Model C tape drives

* Provides a rich multihost attachment for library sharing, up to six iSeries or AS/400e
hosts or any three heterogeneous hosts by partitioning the tape library into thirds
(1/3 +1/3 + 1/3 or 1/3 + 2/3)

e Supports industry-leading storage management offerings to provide enterprise-wide
backup/restore and archive/retrieval

* Average cartridge move times in the Magstar MP 3575 tape library are less than 4.0
seconds, which complements the fast load/search time of the Magstar MP drive

* Magstar MP 3575 tape library is ideal for time-sensitive applications that require fast
access to data, highly I/O-intensive operations by multiple users, and traditional
save/restore operations

* Multicontrol path architecture
e Supports random mode

There are five models of the Magstar MP 3575 tape library, ranging in size from 420 GB to
4.8 TB of compressed online storage capacity and from one to six tape drives.

Model Description No. of Cassette Capacity Capacity with
Drives Slots uncompressed 3:1 compression
LO6 Stand-alone Tape Library 1-2 60 420 GB 1.2TB
L12 Midrange Tape Library 1-4 120 840 GB 2.527TB
L18 Midrange Tape Library 1-6 180 1.26 TB 3.78 TB
L24 High capacity Tape Library 1 240 1.68 TB 5.04TB
C32 High capacity Tape Library 2 2.26 TB 6.28 TB
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Magstar MP technology is an industry leader in retrieval performance. Sustained data rates of
7 M/sec (native) and 15 M/sec (maximum compression) per Model C tape drive make the
3570 an excellent choice for customers with small to medium range backup requirements. In
addition, a barcode reader enables rapid inventory management by optically scanning the
barcodes on the cartridges.

The 3570 Multipurpose Tape Subsystem attaches to all iSeries and AS/400e servers (except
the D02, E02, F02, and the 9401) using features:

* #6501 Tape/Disk Controller (SPD and needs interposer #2895 for each SCSI cable)
* #6534 Magnetic Media Controller (SPD)

e #2729 PCI External Tape Controller

* #2749 PCI Ultra Magnetic Media Controller

Two drives can be connected on a Single SCSI bus. See “I/O Adapters and Controllers” on
page 283 for a description of these controllers.

The Magstar MP 3575 tape library uses Magstar MP Fast Access Linear Tape Cartridges,
which are designed to provide several enhancements over previous tape technologies. The
cartridges are specially designed for repeated handling and used in automated libraries. The
tape media is contained in a self-enclosed tape path within a rugged cartridge case,
remaining protected at all times from outside environmental factors. The media itself is an
advanced metal particle tape developed for high durability and capacity.

Software Considerations

The minimum OS/400 release required for CISC systems is OS/400 V3R2 and V4R1 for
RISC-bases iSeries and AS/400e servers and systems. Device drivers are available from IBM
for AIX, HP-UX, NT, and Sun. Supported software for the Magstar MP 3575 tape library
includes Tivoli Storage Manager (TSM) Version 3.7, BRMS/400, and NetTAPE, as well as
products from Cheyenne, Legato, Spectra Logic, SCH Technologies, and Veritas.

IBM 358x Ultrium Tape Solutions with Linear Tape Open (LTO) Technology

The 358x Ultrium tape family of devices supports the latest industry standard
Linear Tape Open (LTO) technology. LTO technology enhances data
compression capacity, performance, and reliability. A powerful open tape
architecture, Ultrium sets the stage for a new generation of tape storage
products expected to surpass current tape capacity and performance
benchmarks while maintaining the highest data integrity.
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Ultrium technology offers a high-capacity, single-reel that offers up
to 200 GB (with 2:1 compression) and 100 GB native
(uncompressed) when using the new ULTRIUM1 media and density.
The actual degree of compression achieved is highly sensitive to the
characteristics of the data being compressed.

Positioning

The 358x family uses Small Computer Systems Interface (SCSI) for
attachment to the iSeries, AS/400e, pSeries, RS/6000 SP, and
xSeries servers. The 358x is connected to the iSeries and AS/400e servers by a High-Voltage
Differential (HVD) Ultra SCSI fast/wide adapters. OS/400, Windows 2000, Windows NT, and
open systems operating systems are supported.

Some advantages of the Ultrium family include:
e Latest Open Standard technology and a strategic IBM platform
* Very cost effective solution for high capacity and fast tape storage

* 3583 and 3584 are modular and expandable solutions with practically unlimited
capacity

* Enables larger-capacity or higher-performance tape backup

* Better alternative product to other externally attached Digital Linear Tape, %-inch,
4-mm, or 8-mm tape

e Supports random and auto modes on library models

There are four models of the 358x supported on the iSeries and AS/400e servers as shown in
this table.

Models Description Number Number of Capacity Capacity
Drives Cartridges Uncompressed with 2:1
Compression”

3580 Ultrium Tape Drive 1 1 100 GB 200

3581 Ultrium Tape Autoloader 1 7 700 GB 1.47TB

3583 Ultrium Scalable Tape Library 1-6 18to0 72 1.8-72TB 3.6-14.4

3584 3584 Ultrascalable Tape 1-72 227+1980 220.7 TB 441.4TB
Library

* Actual performance tests done on the iSeries server show that 3:1 compression on average can be achieved.
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Installing more than one Ultrium drive on a SCSI bus may impact system performance. For
optimal performance, IBM recommends that no more than two IBM Ultrium drives be attached
to an individual SCSI bus.

There is a limit of one drive per IOP. However, according to Informational APAR 1112621, you
can plan according to the projections in this table.

IOP or IOA Transfer Rate/User Mix of Data
#2729 10A PCI Magnetic Media Controller Up to 13 MB/s (47 GB/hr)
HVD, HD68 Aggregate sustained data rates up to 108 GB/hour
#6501 Magnetic Media Subsystem Controller IOP (SPD) Up to 17 MB/s (60 GB/hr)
HVD: Requires #2895 interposer. Further limitations may Aggregate sustained data rates up to 108 GB/hour
apply. See announcement for details.
#6534 Magnetic Media Controller (SPD) Up to 17 MB/s (60 GB/hr)
HVD, HD68 Aggregate sustained data rates up to 108 GB/hour
#2749 10A PCI Ultra Magnetic Media Controller HVD, HD68 Up to 38 MB/s
0OS/400 V4R5 Aggregate sustained data rates up to 108 GB/hour
#2765 PCI Fiber Channel Tape Controller (3584/3584 only) Up to 100 MB/s

The 3580 has a data transfer rate of 15 MB per second uncompressed, with up to 30 MB per
second with a 2:1 compression. This media is not compatible with 3480, 3490, 3570, or 3590
drives.

Additional information about performance can be found in the AS/400 Performance
Capabilities Reference, SC41-0607, at:
http://publib.boulder.ibm.com/pubs/html/as400/online/chgfrm.htm

IBM 3580 Ultrium Tape Drive Model H11

The IBM 3580 Ultrium Tape Drive is a stand-alone, high-capacity tape drive. It uses the IBM
Ultrium tape cartridges to provide 100 GB native (uncompressed) capacity and up to 200 GB
with 2:1 hardware controlled data compression.

IBM 3581 Ultrium Tape Autoloader H17

The IBM 3581 Ultrium Tape Autoloader is a stand-alone or rack-mounted autoloader that
incorporates the IBM Ultrium Tape Drives. The 3581 is designed for easy, unattended
operation and can be operated in sequential mode as a single device or random-access
mode as two devices. Switching between single and random-access mode requires an IOP
reset be done to access the new configuration.
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IBM 3583 Ultrium Scalable Tape Library

The IBM 3583 Ultrium Scalable Tape Library is a stand-alone unit designed for desktop
operation. A barcode reader, which allows for positive tape cartridge identification and
inventory, and an operator display are included. The IBM 3583 Ultrium Scalable Tape Library
can be configured with one to six LTO Ultrium Tape Drives.

With the iSeries and AS/400e, the 3583 is a single host and single drive configuration. The
3583 does not support multi-host attach when SCSI attached. The 3583 with a #8005
supports fibre channel attach to the iSeries through a #2765 adapter.

Note that SCSI and fibre attach 3583s are illustrated in the diagram.

With an optional feature, the 3583 can be mounted in an

- 40MBJs SCSI industry-standard EIA-310-D 19-inch rack with 14 EIA units of space.
The IBM 3583 Ultrium Scalable Tape Library uses IBM Ultrium tape
cartridges to provide typical storage capacities of 3.6 TB, 7.2 TB, and
14.4 TB (with 2:1 compression) for Models L18, L36, and L72
respectively.

1x HVD SCSI

Sl P Each IBM Ultrium 3583 Scalable Tape Library has operator control
_Tape0; panel. An LCD display is on the front of the machine to provide status
o > | information and menu options. From this panel, the operator can

e initiate actions such as moving and loading tape cartridges or

= invoking diagnostics. A key lock provides front-door locking.

Tape06 >

paje All drives installed at the plant are Ultrium tape drives and are
installed sequentially beginning at position one. All attach to the same

U'”asigs'l_aﬁac“ed SCSI bus. This may impact performance of those devices.
-LXX

For customers requiring extra redundancy in their storage operations,
an additional DC power supply option is available.

Note: For OS/400 V4R5, PTF MF25386 is required. Without this PTF, IPL the iSeries only
when the 3583 drive is powered up and online.

IBM 3584 UltraScalable Tape Library

The IBM 3584 UltraScalable Tape Library provides a mid-range, open systems, and network
server tape storage solution combining reliable, automated tape handling, and storage with
reliable, high-performance IBM LTO Ultrium tape drives. The 3584 offers outstanding retrieval
performance with typical cartridge move times of less than 3.0 seconds for a single-frame
library.
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Customers can tailor the library to match their system capacity and performance needs from
14 TB to 248.1 TB (28 TB to 496.2 TB with 2:1 compression), using up to 72 IBM LTO Ultrium
tape drives. A single AS/400 can address up to 32 tape devices per library.

The highlights include:

Multi-path architecture

The patented Multi-path architecture, first introduced by IBM in 1998, supports sharing by
homogeneous and heterogeneous open systems servers. The 3584 can be partitioned
into two to seventy-two logical libraries.

Scalable capacity

The library frame and robotics is based on field-proven IBM Tape Library technology, with
scalability from one to six frames, providing a broad range of drive and storage capacities
allowing high granularity in library configurations.

Designed for automated tape handling

The IBM 3584 UltraScalable Tape Library is part of a new family of tape library storage
solutions designed for the large, unattended storage requirements from today’s mid-range
systems up to high-end network servers. Each aspect of the subsystem is designed to
optimize access to data and reliability. IBM LTO Ultrium tape drives are compact storage
devices that support the highly intensive read and write operations required by today’s
network servers.

High performance

Cartridge move time within the 3584 UltraScalable Tape Library is typically less than 3.0
seconds. A dual-gripper accessor can retrieve the next cartridge to be mounted, unload
the current cartridge, and load the next cartridge. This enables these benefits:

Saves complete the move operations
Overall library performance is improved
Higher reliability

Increased redundancy

The average drive search time to first byte of data is 60 seconds.
Supports tape pooling up to 32 devices per pool

Supports multi-host attach (1 to 72 hosts, minimum one drive per host and one
cartridge slot)

Supports partitioning
Supports Fiber Channel Attach
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Model L32 (base frame)

The base library, the Model L32, has 141 to 281 cartridge slots. It supports up to twelve

IBM LTO Ultrium tape drives with an incremental reduction of storage slots for more than
four drives. Data capacity for the Model L32 is up to 14 TB native and up to 28 TB using
LTO Data Compression (LTO-DC) (2:1) compression.

Each Model L32 library has a standard 10-slot cartridge input/output station for importing
or exporting cartridges from the library without requiring a re-inventory. For bulk-loading
of IBM LTO Ultrium tape cartridges, the library door can be opened. Each time the library
door is closed, a barcode reader mounted on the auto changer scans the cartridge labels
enabling a re-inventory of the cartridges in the library frame in less than 60 seconds. A
door lock is included to restrict physical access to cartridges in the library. Customers can
expand the library capacity and number of drives to meet their changing needs.

Model D32 (expansion frame)

Five expansion frames (Model D32) may be added to the base frame (Model L32) to add
storage or drive capacity. Each 3584 Model D32 frame supports up to 440 storage slots
and up to twelve drives, with incremental reduction of storage slots for each set of four
drives installed.

A fully configured 3584 with one Model L32 frame and five Model D32 frames supports up
to 72 drives.

Multi-path support for heterogeneous server platforms with up to seventy-two
logical libraries

The heterogeneous sharing provided by the Multi-Path feature of the 3584 UltraScalable
Tape Library is a sharing of the library robotics. This is accomplished by partitioning the
library into multiple logical SCSI libraries, up to the number of drives installed. Each
logical library has its own separate and distinct drives, storage slots, and control paths.
I/O slots are shared on a first-come, first-served basis. This type of partitioning allows
heterogeneous applications to share the library robotics independent of each other. An
example of heterogeneous sharing is a Microsoft Windows NT application using the drive
and storage slots of one logical library, while a UNIX application uses the drive and slots
of another logical library.

Cartridges under library control are not shared between logical libraries, nor are they
allowed to be moved between logical libraries. Logical libraries can also be used for
scalable application performance.

The 3584 UltraScalable Tape Library can also be configured to support multiple SCSI
control paths to a common logical library, up to the number of drives installed. Multiple
control paths allow maximum flexibility in multi-server support and control path
redundancy.
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¢ High-performance tape cartridge

The IBM LTO Ultrium tape cartridge has been designed to provide several enhancements
over previous tape technologies. The case is specially designed for use in automated
libraries and repeated, unattended, trouble-free handling. The tape itself is an advanced
metal particle tape developed for durability and capacity.

Hardware requirements
The 3584 UltraScalable Tape Library has Raven Black covers.

One #9003 Drive Frame Attachment feature must be added to the 3584 Model L32 for each
Model D32 frame that is attached. This is to assure that the proper cables are shipped and
configuration records are correct.

The capacity of the base Model L32 can be expanded by enabling an additional four columns
in that frame with the addition of the #1603 Capacity Expansion feature. This feature is also
required to enable the use of IBM LTO Ultrium drives and storage elements in the optional
Model D32 Expansion Frame.

The 3584 UltraScalable Tape Library contains a maximum of 12 LTO Ultrium Tape Drives per
frame. Each drive may be attached to the iSeries using Fibre Channel Arbitrated Loop or
Ultra/Wide SCSI High Voltage Differential (HVD). A minimum of one drive attachment must be
ordered on the Model L32. If a drive attachment is not ordered on a Model D32, the #9001
(driveless frame) feature must be specified on that Model D32.

Fibre Channel Arbitrated Loop (FC-AL)

0S/400 V5R1 supports 3684 attachment to iSeries 270, 8xx, and SBx servers through the
#2765 Fibre Channel Tape Controller.

One #1462 Fibre Channel Patch Panel is required per library to interface between the drives
and the host systems. The #1456 LTO Ultrium FC-AL Drive Sled is required when using a
Fibre Channel Arbitrated Loop to connect a 3584 Library to an AS/400 or iSeries. A 2.0m
Fibre Channel drive-to-patch panel cable is included with each feature #1456.

Fibre Channel cables should be ordered for attachment from the #1462 Patch Panel to a
server. A power cord feature number, if applicable, should also be specified.

Fibre attachment is either directly to a 3584 (point-to-point) or via a 3435-1RU Fibre Channel
Managed Hub. Switches are not supported. However, the 2109 SAN Fibre Channel Switch
Models S08 and S16 can be used in QuickLoop mode to attach iSeries to the 3584.
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Ultra/Wide SCSI High Voltage Differential (HVD)

The #1455 LTO Ultrium HVD Drive Sled is required when using an Ultra/Wide SCSI High
Voltage Differential (HVD) attachment to connect a 3584 Library to an AS/400 or iSeries. The
library supports LVD SCSI attach, however, the iSeries supports the HVD interface only.

A terminator is included with each tape drive. SCSI cables and appropriate interposers, as
required, should be ordered for attachment to a server. A power cord feature number, if
applicable, should also be specified.

Software requirements
Support for the 3584 UltraScalable Tape Library is planned for these products:

* Backup Recovery and Media Management for AS/400 (BRMS)
e Computer Associates ARCservelT

e Legato Systems NetWorker

» Sterling Alexandria

* SCH Technologies REELIlibrarian and REELbackup

* Veritas NetBackup and Backup Exec

e Help/Systems

IBM intends to work together with the ISV product manufacturers listed above to support the
3584 UltraScalable Tape Library. Individual application vendors should be contacted for
specific information and availability dates.

Note: The list represents our best knowledge at the time of publication and does not imply
completeness.

Additional software support is available through library management software products. The
software to manage the 3584 UltraScalable Tape Library is not provided with the libraries.
Supporting software and applications must be obtained separately from IBM, IBM Business
Partners, or independent software providers. A list of compatible software is available from
your IBM representative or at: http://www.ibm.com/storage/techsup/tapetech/tapetech.html

Limitations

Installing more than one IBM LTO Ultrium drive on a SCSI bus may impact system
performance. Intermixing other SCSI devices on the same SCSI bus as the 3584
UltraScalable Tape Library may impact performance of those devices.

Product Preview

Future features and capabilities of the IBM 3584 UltraScalable Tape Library that provide
additional attachment and expansion capabilities will include:
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* Expanded Input/Output Station
* Support for Digital Linear Tape technology

Refer to this Web site for more detail on LTO technology:
http://www.storage. ibm.com/hardsoft/tape/lto/prod data/ultrium.html

IBM 3590 High Performance Tape Subsystem Models B1A and B11

The 3590 High Performance Tape Subsystem Model B11 is a
rack-mountable unit using high performance Yz-inch tape cartridges
as the storage media. The figure on the left shows two 3590 Model
B11s side-by-side in a 9309 rack.

The new cartridge provides a capacity of 10 GB or with the extra
length cartridges 20 GB. With the enhanced LZ1 compaction
technique of the 3590, this capacity can be increased up to 30 or 60
GB per cartridge respectively.

The tape cartridges used by the 3590 are the same physical size as
those used in the 3480 and 3490E but cannot be interchanged
between the tape subsystems. Only the high performance and
extended length Y2-inch tape cartridges are supported in the 3590.

For greater reliability and data integrity, the 3590 has improved
Error Correction Code (ECC) combined with servo tracks on each tape cartridge. A portion of
each tape cartridge is reserved for error history, which is updated after each use to aid early
identification of potential media problems.

The 3590 Model B11 provides one tape drive and includes an integrated control unit with two
SCSI ports. The 3590s shipped prior to 29 January 1999 support a 16-bit fast and wide
SCSI-2 interface on the SCSI ports. Systems shipped after this date have an Ultra SCSI
interface.

Attachment to the iSeries or AS/400e server is through one of these controllers:

e #6501 Tape/Disk Device Controller (requires #9410 Interposer for AS/400)
* #6534 Magnetic Media Controller (SPD)

* #2729 Magnetic Media Controller

* #2749 PCI Ultra Magnetic Media Controller

The 3590 has an instantaneous data transfer rate of 9 M/sec when attached using fast and
wide SCSI-2. Performance is further enhanced by a 4M buffer. When the 3590 is attached
using its Ultra SCSI interface to a #6501 or #6534, the instantaneous data transfer rate is
17 MB/sec. When attached using Ultra SCSI interface to a #2729 or #2749, the
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instantaneous data transfer rate is 13 MB/sec. The actual throughput achieved is a function of
many components and can vary.

A maximum of two 3590s may be attached per #6501, but if run concurrently, the 3590’s
performance may be reduced. The #6534, #2729, and #2749 PCI Ultra Magnetic Media
Controller can support a maximum of one 3590 Model B11. For more information on these
controllers, see “I/O Adapters and Controllers” on page 283.

The 3590 Model B11 includes the Advanced Cartridge Function (ACF), which has the same
operational function of an Automatic Cartridge Loader (ACL), but also allows random access
of cartridge tapes. The ACF supports the 10-cartridge magazine that has ten slots for the
high-performance 2-inch cartridge tapes and a spare slot for a cleaning cartridge. Each 3590
Model B11 is shipped with the ACF, a high performance cartridge tape, a cleaning tape, and a
10-cartridge magazine. Additional 3590 cartridge magazines can be ordered using RPQ
8B3184.

The 3590 Model B11 is supported on all iSeries and AS/400e models as an Alternate IPL
device.

The 3590 is also supported in the 3494 Tape Library Dataserver as the Model B1A. The 3590
Model B11 can be field upgraded to a Model B1A.

IBM 3590 High Performance Tape Subsystem Models E1A and E11

The IBM Magstar 3590 High Performance Subsystem Model E11 tape drive is a
rack-mountable model using high performance Yz-inch tape cartridges. The 3590 E Models
can read or write twice as much data as the B1X Models on the 3590 High Performance
Cartridge Tape. With the E1X Models, the cartridge can contain up to 20 GB or with the
extended length cartridge up to 40 GB of native/uncompressed data per cartridge (60 GB or
120 GB with a 3:1 compression ratio respectively).

Positioning
* High performance solution for backup/retrieval and archive
* Proven performance, reliability, and capacity for data storage needs
* Large investment in Magstar 3590 tapes
* Can install up to four drives in a space saving rack configuration
* Leading industry standard tape solution

Fully written tapes are positioned back at the load point, virtually eliminating the rewind
operation as with 3490E tape drives. The “locate” function has been enhanced to position the
drive on the proper track and location without having to sequentially search the entire
recorded tape.
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The Model E11 includes a ten-cartridge Automatic Cartridge Facility (ACF) with a cartridge
magazine. This magazine has a random mode operation feature that allows random access
to any cartridge in the ACF. Status indicators on each cell of the ACF alert the operator to
conditions that may need to be addressed. The 10-cartridge ACF, coupled with increased
capacity of the 3590 cartridge, reduces the frequency for operator interaction with the tape
subsystem.

The increased capacity of the 3590 cartridges allows the ACF to typically contain from

200 GB or 400 GB native to 600 GB or 1.2 TB with a 3:1 compression ratio of data using
appropriate media. Other standard features include a 16 MB dynamic data buffer, an
improved data compression, auto-blocking of small records, and one-pass-read-after write.
Drive reliability includes the use of an enhanced error correction code and the use of servo
tracks for read and write.

The IBM 3590 Exx models have a 14 MB/s device data rate, which is 50% faster than IBM
3590 Model B11/B1A Tape Drives. With compression, the 3590 drive on the iSeries or
AS/400e server may achieve a sustained data rate of up to 17 MB/sec with compression or
60 GB per hour for large files. The actual throughput achieved in a system environment is a
function of many components, such as system processor, disk data rate, data block size, data
compressibility, I/0 attachments, and the system or application software used.

Up to four Model E11s can be installed in a rack, which, therefore, reduces the floor space
required. Each drive has an operator panel with a display and menu control switches for use
by the operator. The Magstar 3590 Model E11 Tape Drive can be attached to all iSeries or
AS/400e servers capable of supporting these attachments:

e #6501 AS/400 Magnetic Media Subsystem Controller (interposer (#9410) is required)
e #6534 AS/400 Magnetic Media Controller

* #2749 PCI Ultra Magnetic Media Controller (V4R5)

» #2765 PCI Fibre Channel Tape Controller (V5R1)

Each AS/400 Magnetic Media Subsystem Controller (#6501) has two SCSI ports that support
one tape subsystem per SCSI port. Tape and DASD cannot be attached to the same feature
#6501. iSeries and AS/400e servers do not support two or more systems connected to the
same SCSI path.

Each Magstar 3590 tape drive has two ports, so each port can be connected to a different
iSeries or AS/400e server and the 3590 can be shared between two systems. The default
configuration of a 3590 is a two port SCSI differential interface which can attach to the
AS/400 and iSeries servers using #6501, #6534, or #2749.

The 3590 can be connected to the iSeries 270, 8xx, or SBx servers via a Fibre Channel
beginning with OS/400 V5R1. Feature #9510 Fibre Channel Attachment Plant Install replaces
the SCSI ports with two Fibre Channel ports on a new drive. An existing 3590 can be
converted from SCSI to Fibre Channel by ordering feature #3510 Fibre Channel Attachment
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Field Install. Fibre attachment is either directly to a 3590 (point-to-point) or via a Fibre
Channel Arbitrated Loop (FC-AL) using a 3435-1RU Fibre Channel Managed Hub. Switches
are not supported. However, the 2109 SAN Fibre Channel Switch Models S08 and S16 can
be used in QuickLoop mode to attach iSeries to the 3590.

One cable feature should be specified for each 3590 drive port attached to an iSeries or
AS/400e system adapter. Each AS/400 Magnetic Media Subsystem Controller (#6501)
requires one Interposer for AS/400 (feature #9410 on the 3590) for the cables to connect
correctly. The maximum SCSI cable length is 25 meters. For more information, see the
Introduction and Planning Guide, GA32-0329.

The required software includes:

* Device support of the IBM 3590 Model E11 and E1A Tape Drives, including support for
the ACF in random mode, is provided by OS/400 V4R1 or later.

* PTFs are required to attach the 3590 Model E11 or E1A Tape Drive to iSeries or
AS/400e servers. Refer to Informational APAR 1111472 for the required PTFs.

Support is also provided under these products:

— Backup Recovery and Media Services for 0S/400 (BRMS)
— Tivoli Storage Manager Version 3.7
— IBM Content Manager OnDemand (5769-RD1)

One cartridge magazine is shipped with each Model E11. A cartridge magazine must be in
the E11 for the ACF to be operated. It is suggested that an empty spare magazine be ordered
and kept on hand in case the original magazine is misplaced or accidentally damaged.

IBM 3590 Model B11 and B1A Tape Drives (B Models) can be field upgraded to the new
E Models, for investment protection.

The new models will write on existing cartridges. Data written on cartridges with current 3590
Tape Drives can be read by the new models.

The 3590 E11/E1A models look identical to the B11/B1A Models from an external view. It is
really only the inside that is different (for example, a different tape head, takeup reel, and
electronic card packs).

Model Abstract 3590-E1A

The Magstar 3590 Model E1A Tape Drive comes without the ACF and is designed to go into
the Magstar IBM 3494 Tape Library.

IBM 3590 Model E11 Tape Drive can be field upgraded to Model E1A.
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3590 Extended High Performance Cartridge

The IBM Magstar 3590 Tape Drive supports the 3590 Extended High Performance Cartridge
Tape (Extended Length Cartridge). This tape has a native capacity of 40 GB on the 3590
Model E11 and E1A tape drives and 20 GB on the 3590 Model B11 and B1A tape drives. All
3590 B and E Models shipped on or after 04 February 2000 support the Extended Length
Cartridge. The 3590 Extended Media Support is also available as an MES upgrade feature for
installed 3590 B and E Model tape drives.

All models of the Magstar 3590 Tape Drive continue to support the 3590 High Performance
Cartridge Tape Cartridge (Standard Length Cartridge).

Performance Statistics for the 3590-E and iSeries 8xx

As you can see in the following table, the 3590 Ulira SCSI data rates, when attached to the
iSeries 8xx, are unleashed and provide up to double the tape operation performance than
was possible on the AS/400e Models 6xx and 7xx. In addition, the system maximum
throughput (concurrent tape device operations) is increased by up to 700% (as measured, not
the limit). Also, there is no longer any limitations on the bus placement concerning the
number of tape devices or the configurations with DASD.

User Mix of Data* | 2 GB File* Maximum System Save Rates
3590 B or E on AS/400 7xx or Up to 13 GB/hr Up to 47 GB/hr Not benchmarked
iSeries with #2729 10A
3590 B or E on AS/400 7xx or Up to 28 GB/hr Up to 60 GB/hr 345 GB/hr
iSeries with #6501/#6534 |IOP
3590 B-Ultra on iSeries 8xx with Up to 35 GB/hr Up to 74 GB/hr 2700 GB/hr (as measured, not the limit)
#2749 I0A
3590 E on iSeries 8xx with #2749 | Up to 72 GB/hr Upto 115 GB/hr | 2700 GB/hr (as measured, not the limit)
I0A
3590 E on iSeries 8xx with #2765 | Up to 78 Gb/hr Up to 120 GB/hr | 2700 GB/hr (not measured)
I0A (4 GB files)
Notes:

* Tape drive data rates represent 2.4:1 compressible data. The performance data contained here was
obtained in a controlled environment based on the use of specific data. Actual results that may be
obtained in other operating environments may vary significantly. These values do not constitute a
guarantee of performance.

e Allinformation being released represents the current intent of IBM, is subject to change, and represents
goals or objectives only.
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IBM 3494 Tape Library Dataserver Model

The 3494 Tape .
Library Dataserver is
a stand-alone
automated tape
storage subsystem
for ¥2-inch cartridges
available for
attachment to the
iSeries or AS/400e
server. It provides an
automated tape
solution for
automating tape
operations such as save and restore, migration of data between disk and tape, and other
mass data applications.

It is comprised of a base unit called the Library Control Unit, which is available in two models.
The Model L10 has space for a 3490-C1A, 3490-C2A drive, or a 3490-F1A. The Model L12
has space for two 3590-B1A or 3590-E1A drives. Both models contain the accessor (robotic
arm that accesses the tape cartridges), the Library Manager, and storage cells for the ¥2-inch
tape cartridges. The storage cell capacity is 240 cartridges. If the #5210 Convenience I/O
Station is installed (allows the operator to add or remove up to 10 cartridges without
interrupting normal operations), the storage cell capacity is reduced to 210 cartridges. If the
30-cartridge Convenience I/O Station, #5230, is installed, the storage cell capacity is reduced
to 160 cartridges. Currently installed 3490-C10, C11, and C22 Tape Subsystems can be field
upgraded to a 3490-C1A or C2A. The 3490-E11 can be field upgraded to a 3590-E1A. The
3490-F11 can be field upgraded to 3490 F1A. The 3590 Model B11 may also be field
upgraded to a Model B1A for attachment in the 3494 Tape Library.

The storage capacity and the number of tape drives can be increased on the 3494 Tape
Library by adding either drive units or storage units. There are two drive unit models
available. The 3494 Model D10 Drive Unit provides space for either a 3490-C1A, 3490-C2A,
or a 3490-F1A Drive Unit and space for up to 300 ¥2-inch cartridges. The 3494 Model D12
Drive Unit provides space for up to six 3590-B1A drives and 250 'z-inch cartridges. If no tape
drives are installed in the D10 or D12, they can hold up to 400 Y2-inch cartridges. The Model
D10 or D12 Drive Units attach to either a Model L10 or Model L12 Library Control Unit. The
3494 Model S10 is the only storage unit model that can contain up to 400 Yz-inch cartridges.
The 3494 Model S10 has no support for tape drives.

Previously available storage units and drive units were denoted by feature number #5400 and
#5300 respectively, and then later denoted by model types 3494-S10 and D10. The #5300
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Drive Unit can be field upgraded to a 3494-D12, which can support 3590-B1A tape drives by
specifying #5302. Both the #5400 and #5300 units are supported on the 3494-L10 and L12
Library Control Units.

Additional frames can be attached to the 3494 Model L10 or L12 in any combination of drive
units and storage units, as long as the maximum of seven additional frames is not exceeded.
This provides storage capacity for up to 3,040 Y2-inch cartridges (7.3T if 3490E cartridges or
91.2T with 3590-B1A cartridges), and support for up to 32 3490-CxA tape drives, or up to 32
3590-B1A tape drives. Both 3490 and 3590 tape drives can be used in the same 3494 Tape
Library Dataserver.

The 3494 Tape Library Dataserver Models L10 and L12 attach to the iSeries or AS/400e
server using an RS 232 Host Attachment (#5211 for a 50-foot attachment or #5213 for a
400-foot attachment) or using a LAN attachment (#5219 for Token Ring or #5220 for
Ethernet). Each system attached to a 3494 Tape Library Dataserver must have an RS232
Host Attachment specified to obtain the licensed code for the Media Library Device Driver
(MLDD). The 3494 Tape Library Dataserver can also attach to the IBM RISC System/6000,
the IBM ES/9000, Power parallel SP2, and Sun processors.

An Expansion Attachment Card (#5229) is required to support the fifth to eighth RS232
connections or the fifth to eighth tape control unit. The number of tape control units that can
be attached to the 3494 Model L10 or L12 has been doubled to support up to 32 tape control
units.

The 3494 Model HA1 is supported by the iSeries or AS/400e server beginning at 0S/400
V4R4. The 3494 Model HA1 includes a second library manager and accessor, two service
bays, and required hardware, and is designed for concurrent maintenance. The Model HA1
operates in standby mode to provide a redundant library manager and accessor or improved
availability. With the Dual Active Accessor (DAA) feature active on the 3494 Models L10, L12,
or L14, both accessors can operate simultaneously to increase mount performance of the
library. With two library managers and dual accessors, and each containing two disk drives
for duplication of the library databases, maintenance can now be performed in most
situations on the failing library control unit component while the 3494 is still available for
customer production. The Model HA1 contains no storage cells for tape cartridges. The
3494-HA1 can be installed on 3, 4, 6, 8, 10, 12, and 16 frame configurations

To expand the number of tape control units that can be attached to the Library Manager, the
Tape Control Unit Expansion feature, the #5228, should be specified. One feature can
convert four RS232 host processor connections into four tape control unit connections in
either the Library Manager or the Expansion Attachment Card (#5229). When combined with
other interface features, up to 32 tape control units can be connected to the Library Manager.
If all RS232 host processor connections are converted to tape control unit connections, a
LAN adapter card is required to provide the host processor connection as shown in the
following table.
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Available RS232 Available Tape
Ports (for Direct Control Unit
No. of #5228 Features Host Attach) Connections Additional Features Required
0 4 4 None
0 8 8 #5229
1 0 8 #5219 or #5220
1 4 12 #5229
2 0 32 #5229 and #5219 or #5220

This allows up to 32 systems to attach to the 3494 using the 3590 High Performance tape
drives. A Remote Console Feature (#5226) is required when attaching the 3494 using a LAN
that provides the capability of controlling and monitoring the status of up to eight 3494 Tape
Library Dataservers from a remote location. The console can be password protected.

The #6501, #6534, #2729, and #2749 PCI Ultra Magnetic Media Controllers support 3490
Models C1A or C2A with a SCSI attachment (3490 feature #5040) installed in:

e Tape Library Control Unit 3494 Model L10 or Model L12
e Tape Library Drive Unit 3494 Model D10 or Model D12

Each of these controllers allow the data transmission and tape commands to pass to the tape
subsystems.

The #6534, #2729, and #2749 PCI Ultra Magnetic Media Controllers also support attachment
of the 3494 Tape Library Dataserver.

See “I/0 Adapters and Controllers” on page 283 for descriptions of these controllers.

The Backup Recovery and Media Services for AS/400 program (5769-BR1 or 5716-BR1)
product supports the 3494. It provides a common directory for multiple iSeries or AS/400e
servers. It also provides management for archive, backup, and recovery facilities, based on
customer policies; scheduled unattended system backup capability; and archival facilities to
control the movement of seldom-used data from disk to tape.

The cartridges on the 3494 must have human- and machine-readable external labels. These
are read by the accessor, which travels on a linear rail (extended when additional units are
added). The accessor uses a barcode reader. Its movement is horizontal, vertical, and 180
degree pivot.

Other optional features of the 3494 Tape Library Dataserver include a second Library
Manager Disk Drive (#5214), which allows mirroring of the Library Manager (basically a PC)
database. It also provides the capability to recover the Library Manager database in the event
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of a failure on the primary disk drive. The Dual Gripper option (#5215) provides the accessor
with a second tape cartridge gripper for better performance in the Library.

IBM 3995 Optical Library C-Models

The IBM 3995 Optical Library
C-Models feature high capacity
\N—
&=

" 5.2G or Extended Multifunction

optical drives, known as 8X
technology. It is eight times the
3995 Optical Library Models C40, C42, C46, and C48

capacity of the first generation
optical technology.

The drives use industry
standard 5.25-inch optical
cartridges, supporting these
optical technologies:

* Magneto-Optical (MO) rewritable, which allows data on the cartridge

* Permanent Write-Once-Read-Many (WORM), which provides a permanent and
unalterable copy of the data by physically ablating (burning) holes into the recording
layer

e Continuous Composite Worm (CCW), which provides an unalterable copy of data
through a software implementation of WORM, using rewritable media

Rewritable, permanent (ablative) WORM and CCW optical cartridges can be mixed within the
same library.

The 5.2G (8X) optical drives in the C models can read and write to 5.2G (8X) and 2.6G (4X)
optical cartridges and read only 1.3G (2X) and 650M (1X) optical cartridges. The 2.6G (4X)
optical drives in the C models can read and write to 2.6G (4X) and 1.3G (2X) optical
cartridges and read only 650M (1X) optical cartridges.

Each library has an auto changer, which is used to move the optical cartridges between the
optical drives, the cartridge storage cells, and the entry/exit slot located on the top of the
libraries. Certain models feature a dual-gripper cartridge picker on this auto changer for
improved performance. All models have a viewing window through which the auto changer
can be seen.

The following table summarizes the 3995 C-Models supported on the iSeries or AS/400e
server.
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3995 Capacity Number of Attachment Number of Auto
Model Drives Changer Grippers
G Disks

C40 104 20 1-2 Direct 1

C42 270 52 2 Direct 2

C44 540 104 2or4 Direct 2

C46 811 156 4o0r6 Direct 2

C48 1341 258 4or6 Direct 2

Cc20 104 20 1-2 LAN 1

c22 270 52 2 LAN 2

C24 540 104 2or4 LAN 2

C26 811 156 4o0r6 LAN 2

Cc28 1341 258 4o0r6 LAN 2

Only two model upgrades are supported. These are for the 3995 Model C24 to Model C26
and for the Model C44 to Model C46.

The iSeries and AS/400e direct attach 3995 C-Models (C40, C42, C44, C46, and C48) can
attach using these features:

e #2621 Removable Media Device Attachment support on OS/400 V3R2 only with a
maximum of four internal drives or less (for example, does not support the optional six
drive configurations available for the model C46 and the model C48).

Note: #2621 cannot be used to attach the 3995 on OS/400 V5R1.
* #6534 Magnetic Media Controller (SPD) when using OS/400 V4R2 or later
» #2729 PCI Magnetic Media Controller when using OS/400 V4R2 or later
» #2749 PCI Ultra Magnetic Media Controller when using OS/400 V4RS5 or later

See “I/0O Adapters and Controllers” on page 283 for a description of these controllers.

This OS/400 software is required to support 3995-C4x 8X optical drives:

* 0S/400 V4R4 or V4R5

e 0S/400 V4R3 with Group PTF SF99089 for 8X Support

e 0S/400 V4R2 with Group PTF SF99088 for 8X Support

* 0S/400 V3R2 with 5755-AS3 #1979 and PRPQ 5799-XBW #3520 with Group PTF
SF99079 for 8X Support

The iSeries and AS/400e Integrated File System provides UNIX-type access to optical files
through commands and APls. It also provides workstation-to-iSeries and iSeries-to-iSeries
access to optical byte-stream files.
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The LAN-attached 3995 C-Models (C20, C22, C24, C26, and C28) require either an IBM
Token-Ring LAN or an Ethernet LAN conforming to IEEE 802-3 protocol. Ethernet is available
with an Ethernet 10/100 Mbps adapter. The LAN models include a desktop controller that
provides command processing, auto changer control, and optical drive controls for the library.
An operator keyboard, display, and mouse are also included.

The IBM High Performance Optical File System (HPOFS) is also included in the controller,
which provides additional data protection in the event of power interruptions.

The IBM 5.2G Optical Disk Cartridges can be ordered in packs of 10 or 52 as a feature of the
3995 cartridge and are available in rewritable, WORM, and CCW technology. See the
announcement letter dated 01 September 1998 (198-202 in the United States) for details.

With the support of save and restore to optical storage in OS/400 V3R7 and Version 4, the
3995 models can be used to archive and restore libraries and objects. Applications can also
be used to archive and retrieve records and objects to optical storage by using many
applications, including the IBM Content Manager OnDemand (5769-RD1).

The maximum number of LAN-attached 3995 Optical Libraries supported on a single LAN is
24. The maximum number of iSeries or AS/400e direct-attached 3995 Optical Libraries
supported on a system depends on the system model. Refer to “iSeries and AS/400e
Servers” on page 65 for these numbers.
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2105 Enterprise and Versatile Storage Servers

2105 Enterprise Storage Server

The Enterprise Storage Server (ESS) (commonly referred to as Shark) is a leading IBM
Storage Area Network (SAN) storage solution. ESS supports critical requirements for
strategic business initiatives, such as e-business, enterprise resource planning, business
intelligence, service consolidation, and other mission-critical applications. The ESS deploys
the IBM Seascape principles as a powerful storage server with snap-in building blocks and
with universal data access.

ESS builds on the rich legacy of IBM storage system solutions across the major operating
system platforms. Heterogeneous attachment is provided to all major server platforms,
including the iSeries and AS/400e servers, S/390, Windows NT, and many varieties of Unix.

The Enterprise Storage Server incorporates the capabilities of the Versatile Storage Server
(VSS), such as:

e Supports a wide variety of Unix and Windows NT servers, as well as iSeries, AS/400e,
and Novell NetWare

* Secure intranet connection for remote disk, configuration, performance, asset, and
capacity management incorporating StorWatch usability and ESS Expert

At V5R1, the ESS supports fiber-channel attachment. Capacity ranges from 400 GB to over
11 TB to provide excellent scalability. Sixteen standard configurations are offered to meet
your capacity and performance needs. Performance can be optimized to meet heterogeneous
environment needs, such as the bandwidth required by advanced transaction processing
capabilities for both online and batch applications. Resource contention is reduced and
performance is improved by the parallel access of volumes and I/O priority queuing.

The ESS architecture supports high availability requirements with redundant components.
Data replication services extend access to data, while using a concurrent copy of data. Rapid
data duplication provides extensive capabilities to exploit, manage, and protect your
information in a 7-by-24 (7x24) environment. Availability is maximized through redundancy
and non-disruptive service with a design to virtually eliminate single points-of-failure or repair.

ESS is the storage of choice for users that are planning for comprehensive enterprise disk
storage consolidation and data sharing on multiple, heterogeneous servers, where combined
platform storage requirements exceed 400 GB. It provides high-performance RAID-5, read
and write cache, or the flexibility of common storage for multiple servers with differing
channel attachments.
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There are two adapters available to attach the ESS to an iSeries server — SCSI and fiber:

* SCSI attachment is supported using a #6501 (SPD) adapter. In this configuration, the
ESS emulates a 9337-5xx drive, based on the size of the disk unit installed. 0S/400
V3R1 supports 4 GB and 8 GB LUNs and V4R2 supports 4 GB, 8 GB, 17 GB, and 36
GB LUNSs.

Sixteen disk drives (LUNs) are supported per #6501, with up to a maximum of 16 #6501s
for 32 ports on the ESS.

* Models F10 and F20 attach to iSeries 270 and 8xx servers using the #2766 Fibre
Channel DASD Controller with OS/400 V5R1. Each #2766 supports 32 LUNs. A LUN
can be 8.58 GB, 17.54 GB, 35.16 GB, 36.00 GB, or 70.56 GB.

Fibre attachment is either directly to the ESS (point-to-point) or via a 3435-1RU Fibre
Channel Managed Hub using Fibre Channel Arbitrated Loop (FC-AL) connectivity.
Switches are not supported. However, the 2109 SAN Fibre Channel Switch Models S08
and S16 can be used in QuickLoop mode to attach iSeries to the ESS.

Up to five iSeries servers can be on a single loop. Performance considerations apply.
Refer to the Redpiece iSeries in Storage Area Networks: A Guide to Implementing FC
Disk and Tape with iSeries, SG24-6220, available at: http://www.redbooks.ibm.com

Note: Prior to ordering the #2766 Fibre Channel Disk Controller, read and understand the
no-charge RPQ 847126 - iSeries Fibre Channel Adapter for Enterprise Storage Server.
RPQ 847126 must be ordered for the #2766 to ship with the system. Configuration and
installation considerations are discussed in the documentation shipped with the RPQ.

You can find more information about the Enterprise Storage Server on the Storage Systems
Division home page at: http://www.storage.ibm.com/

2105 Versatile Storage Server

The IBM 2105 Versatile Storage Server (VSS) is designed to provide a flexible approach to
storage centralization in support of server consolidation. By using the IBM 7133 Serial Disk
Subsystem as its storage building block, VSS provides investment protection for customers in
a heterogeneous processing environment. With the IBM VSS, disk storage can be
consolidated into a single, powerful system to offer many levels of advanced function.
Examples include remote Web-based management, true data sharing for like servers, and
dynamic capacity allocation.

The Versatile Storage Server supports 7133 Models 010 and 020 and the D40 Serial Disk
Subsystem containing 4.5 GB, 9.1 GB, and 18.2 GB disk drives. Disk units are grouped in
similar groups of four or eight. The drives emulate the 9337 Model 580 or 590 respectively.
The VSS attaches to the iSeries server using the #6501 Tape/Disk Device Controller. The
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maximum capacity on the iSeries is 536.3 GB, when using the 4.5 GB Disk Units, and
1099.5 GB, when using the 9.1 GB Disk Units.

For more information about the Versatile Storage Server and 7133 Serial Storage Subsystem,
see the Storage Systems Division home page at: http://www.storage. ibm.com/
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Peripherals

Storage Area Network Components

Storage Area Networks (SAN) connect SAN storage (usually tape, disk) together with servers
into a network called a fabric. Today’s industry standard for interconnecting components of a
SAN is Fiber Channel. The iSeries supports connection of disk and tape using fiber channel.
The advantage of SAN are greater distances to devices (500 m using short wave and up to
10 Km using longwave fiber) and the ability to share resources on a SAN.

The components supported by the iSeries Fiber Channel adapters #2765 and #2766 are the
Enterprise Storage Server, Magstar 3590 and the Ultrium 3584 Tape library. For further
flexibility the IBM SAN Fiber Channel Managed Hub (3534-1R2) is supported and can be
used to interconnect systems and components. Switches are not supported. However, the
IBM SAN Fiber Channel Switch (2108-S09 and 2109-S16) can be used when the QuickLoop
RPQ (85S0521) is installed.

IBM SAN Fibre Channel Managed Hub 3534-1RU

The IBM SAN Fibre Channel Managed
Hub provides industry standard Fibre
Channel Arbitrated Loop (FC-AL)
connectivity of an entry-level
ggﬁﬂg homogeneous cluster of host servers
= g@g and storage systems. The Managed
(58 Hub has eight FC-AL ports. Seven
— ports support fixed short wave optical
media for connecting devices on
multimode fiber up to 500 meters. The
eighth port is a Gigabit Interface Converter (GBIC) slot that can be configured for either short
wave optical (order part number 03K9308), or long wave optical (part number 03K9307)
media. A long wave singlemode fiber can be up to 10 kilometers.

Positioning

The Managed Hub enables customers making initial investments in Fibre Channel
connectivity to begin with small work group clusters of host servers and storage systems. The
Managed Hub implements the industry standard Fibre Channel Arbitrated Loop protocol. It
provides high-speed simultaneous data transfers between all ports, fault isolation at the port
level, and a StorWatch Specialist for configuration and management.
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The Managed Hub is beneficial for you if you are beginning to implement Fibre Channel
connectivity between your host servers and storage systems in a homogeneous server
environment.

3534 Channel Managed Hub Features
The IBM SAN Fibre Channel Managed Hub offers:

* Industry standard Fibre Channel attachment
* High-speed performance using nonblocking switch-based technology
* Simultaneous 100 MB/second full duplex data transfers across all ports

* Eight ports, one that is configured with either a short wave or long wave optical GBIC
(see the details below)

e StorWatch FC Managed Hub Specialist, a Web browser interface for configuration,
management, and service

e Support of industry standard MIBs enabling standard SNMP management

* |IBM SystemXtra support services and financing

The Managed Hub is designed for implementing multinode server clusters and storage
systems for high-availability and disaster recovery solutions. Seven ports incorporate fixed
short-wave laser optical media for device interconnection at a maximum distance of 500
meters. A single GBIC slot accommodates an optional GBIC, which supports either
short-wave or long-wave laser fibre optic cabling with a maximum distance of 10 kilometers.

The Managed Hub is an integrated rack mountable component that is serviced as a single
replaceable unit. Included with the Managed Hub is a rack mounting kit, product
documentation, and a power cord for connecting to the Power Distribution Unit (PDU) in the
rack. The Managed Hub installs in an industry standard 19-inch rack. A stand-alone
configuration is an option. In rack-mounted configurations, 1U space and one outlet on the
rack PDU are required. For stand-alone configurations, you must order the country- unique
power cord.

Attachment to host servers and storage systems requires fiber optical cables. The short wave
ports require multimode optical cables, either 50.0/125 micron optical cables for distances up
to 500 meters, or 62.5/125 micron fiber optical cables for distances up to 175 meters. If a long
wave GBIC is used, the required fiber optical cable is a singlemode, 9.0/125 micron cable for
distances up to ten kilometers.
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IBM SAN Fiber Channel Switch 2109-S08 or 2109-S16

The IBM SAN Fibre Channel Switch is an
8-, or 16-port Fibre Channel switch
(2109-S08 and 2109-S16 respectively)
used to interconnect multiple host
servers with storage servers and
devices, creating a Storage Area
Network (SAN). The switch allows you to
build a wide range of scalable SAN
solutions with high-speed, full-fabric
support, and modular components. By
creating an intelligent connectivity
infrastructure, or fabric, that supports connections across a wide range of host and storage
types, the IBM SAN Fibre Channel Switch enables storage resources to be shared efficiently
and to scale rapidly, meeting the increasing demands by users for highly available,
heterogeneous access to expanding storage pools.

2109 Fiber Channel Switch Features

* High Performance with low latency. The Switch's non-blocking architecture provides
multiple simultaneous connections, each capable of up to 100 MB/s, with maximum
latency of two microseconds.

* Ports designed to support F, FL, and E-port modes of operation.

* Easy setup and configuration. Internal power-on self test and a Web browser interface
usable from any Java-enabled browser on the Internet or intranet provide configuration
monitoring and diagnostics.

* Scalable SAN solutions. Cascading switches enable flexibility in configurations to
accommodate many different needs, and assure high availability, and optimum
performance.

* StorWatch Specialist, which allows you to control which host systems are logically
connected to various storage systems and devices, providing security and access
control.

* Automatic fabric discovery. The Switch allows external host and storage systems to
discover other SAN-enabled systems that are connected to the connectivity
infrastructure (fabric). This information is maintained within an internal name server
database.

e Extended distance. The Switch can be configured with either shortwave or longwave
Gigabit Interface Convertors, for distances up to 10 kilometers between connections.

For use on the iSeries, the QuickLoop RPQ (8S50521) provides the firmware that enables
devices connected to ports of the switch to be handled as private loop devices. QuickLoop
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creates a unique fibre channel topology that allows host bus adapters (such as the #2765 and
#2766) that use fibre channel arbitrated loop (FC-AL) without knowledge of SAN fabric,
commonly to communicate with fibre channel arbitrated loop storage devices through IBM
2109 Fibre Channel Switches. QuickLoop allows individual switch ports to be designated as
arbitrated loop ports, allowing a private host initiator to communicate with arbitrated loop
storage devices as though they were all contained in one logical loop. These QuickLoop
switch ports can be located on one switch, or on two switches either directly connected to
each other or connected within a SAN fabric. A SAN fabric can contain many independent
Quickloops but only one or two switches can be designated to build a single logical arbitrated
loop in which private loop initiators can communicate.

IBM NetVista Thin Clients

IBM NetVista Thin Clients are easy to connect, with their advanced network, wireless, and
Internet technologies. They feature a range of solutions and designs to complement and
enhance your iSeries environment, IBM NetVista Thin Clients are easier to manage, because
they employ industry standard manageability and leading security for trusted
communications.

The NetVista name unifies two key elements of optimized computing. NetVista is network
optimized for intranet, extranet, or Internet use to help users get their work done faster and
with greater ease and security. Plus, NetVista opens new avenues to users by helping them
realize their visions through technology.

NetVista is built upon the IBM Edge of Network (EoN) initiative. It is designed to help you take
advantage of e-business solutions and as complementary tools that are easy to use.

All models of the IBM NetVista Thin Clients use an operating system program kernel, which is
downloaded from the boot server over a TCP/IP LAN. The kernel and other thin client
programs are loaded using the IBM Network Station Manager residing on the boot server.
The thin client operates without disk storage. When powered on, it performs initial diagnostics
and then contacts the boot server requesting the Network Station Manager to download the
kernel. The boot server must run one of these operating systems:

* 0OS/400 (V4R2 or later)
* Windows NT 4.0 TSE
* AlIX (4.3 0r4.2.1)

The appropriate level of IBM Network Station Manager software is required on the boot
server. See “IBM NetVista Thin Client Manager, Version 2 Release 1 (5638-C07, C08)” on
page 647 for more information.

Suggested Reading
For further information on NetVista, see: http://www.pc.ibm.com/ww/netvista/index.html
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IBM NetVista N2200 Thin Client

The NetVista N2200 Thin Client addresses customer
environments where space, ease-of-use, reliability, and
cost are serious concerns. The NetVista N2200
connects and boots via a LAN attachment to an
0S/400, AlX, and Windows NT server. It can run
applications from those servers or from an S/390 that is
network-connected to a boot server.

NetVista N2200 is a low priced, full-featured thin client
and an excellent solution for such applications as:

e Front counter applications (such as POS systems
linked to back-office and production applications)

* Walk-up or kiosk environments (such as
warehouses or lobbies)

* Replace aging or under-used PCs and outdated terminals
e Low-cost, secure access for e-mail and Internet access

* Low-cost, secure access for 5250 and 3270 applications

Peripherals

The NetVista N2200 allows access to Windows applications, plus concurrent access to
multiple terminal sessions. Run small Java applications and take advantage of the emerging

class of applications that use a thin Java GUI to transform existing character-based
applications into easy-to-use graphical ones. Direct attachment of USB devices and

attachment via a cable adapter for devices that require serial or parallel ports are supported.

Refer to “NetVista N2200 Features and Requirements” on page 791 for a list of the
requirements to use a NetVista 2200 with the iSeries server.

IBM NetVista N2800 Thin Client

The combination of NetVista N2800 Thin Client hardware
and Network Station Manager V2R1 software provides the
versatility of a single, powerful, thin client desktop with
access to a full range of applications in Java, the Internet,
and server-based environments. NetVista N2800 provides
outstanding performance across network-oriented business
computing tasks whether the user is:

* Using Windows applications through the network
e Gathering Web-based information

* Accessing database information across a variety of

servers
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NetVista N2800 offers flexible expansion through multiple I/0 attachment options and
memory capacity. It also provides high quality audio and color video support for robust
multimedia applications and online training programs. Support for centralized configuration
and task management provides for fast application deployment and outstanding reliability for:

e Data processing
e Storage
e Backup

Refer to “NetVista N2800 Features and Requirements” on page 791 for a list of the
requirements to use a NetVista 2800 with the iSeries server.

IBM InfoWindow Il Displays

InfoWindow Model
3489

The InfoWindow Model
3489 provides a graphical
user interface (GUI)-like
capability. It incorporates a
variable split screen,
calculator, and expansion
cartridge to enable future
IBM product enhancements
or unique customer
requirements to be added
to the display. A mouse port and printer port as standard.

The 3489 is modular in design with a 122-key or enhanced keyboard and Modular Logic Unit.
It supports the attachment of most IBM monitors. It supports up to four host display sessions
with a 6,000 keystroke record, play, and pause facility, a 262,000 color palette, and extended
foreground and background colors. Lightpen is supported.

The 3489 supports the Image/Fax-View and print facility and one PC/TV attachment, which
allows end users to control audio and motion video using a cable, antenna, or external video
source in a sizable pop-up window. The 348n displays connect to the iSeries server using
twinaxial attachment.

InfoWindow Il 3153

The InfoWindow Il 3153 is a family of displays that has an ASCII attachment to the system,
and also to the pSeries (RS/6000) server, a PC, or the ES/9000 using a 3174 controller. The
3153 emulates a variety of the most widely used ASCII displays. It has two RS232 ports and
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a parallel printer port. Different models of the 3153 offer green, amber, or white monitors. The
3153 meets recognized international standards and guidelines on ergonomics, emissions,
safety, and power consumption.

IBM 7852 Model 400 Modem

The 7852 Model 400 is an externally attached data/fax modem capable of full duplex
transmission speeds of up to 33.6 Kbps. It operates in either synchronous or asynchronous
mode and supports electronic mode switching using V.25bis AT commands. Connections can
be made on Public Switched Telephone Networks (PSTNs) and point-to-point two-wire leased
telephone type circuits.

Other features include enhanced V.34 standards, callback security, remote configuration, and
automatic rate negotiation between modems. The modem is factory set for Electronic
Customer Support communications for the iSeries. Custom application settings are available
through the use of dip switches.

ITU V.42 error correction and V.42bis data compression provide 100% error-free data
transmission. It offers interactive automatic dialing, as well as a command mode option
configuration. Store up to ten command line or telephone numbers of up to 60 characters
each in the non-volatile memory. The modem recognizes dial tones and busy signals for
reliable call-progress detection. The modem can detect AT&T calling card tones. It is
FCC-Registered for connection to telephone networks without any Data Access
Arrangements (DAAs).

The features of the modem include:

* Callback security

To protect networks from unauthorized use and to help manage phone line costs. By
using the modem's phone number and password directory, a host site can, upon receipt of
a call, call back to a remote site at a predetermined number.

* Remote configuration
Provides support for users at remote sites, saving the time and trouble of site visits and
preventing misinterpretation of configuration instructions.

The 7852-400 includes dial back-up with automatic lease line restore, adaptive protocol
enhancing used in typical UNIX batch file transfers, and support for the iSeries environment.
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IBM iSeries Printers

IBM iSeries printers are designed, built, tested, and supported as an integrated component of
the system. Printer options are scalable from desktop to production, impact to laser, with 375
characters per second up to 1002 impressions per minute.

This printer section is divided into three sections depending on typical usage:

* Workgroup printers
* Departmental and production printers
* Industrial printers

iSeries print application information is found on the iSeries printing Web site at:
http://www.ibm.com/printers/iSeries

IBM iSeries Workgroup Printers

IBM Infoprint and IBM Network Printers form a family of high-performance laser printers
designed for iSeries, AS/400e, and network printing environments. As a group, these IBM
iSeries workgroup printers provide high fidelity (600 dots-per-inch (dpi) or 1200 dpi), multiple
concurrent connections, support for multiple print datastreams (AFP/IPDS, PostScript, PCL),
and a wide range of paper handling options. Five new Infoprint 1000 workgroup printers
complete the family of cost-effective business printers. In addition, the Infoprint Color 8
provides high-fidelity, full-color printing for iSeries and workgroup applications.

Key features shared by these IBM Infoprint and Network Printers (except the Infoprint 12 and
Infoprint Color 8) include:
* Connections to multiple client and server systems
— iSeries and LAN connectivity, including token-ring, Ethernet, twinax, and parallel
— Concurrent handling of iSeries, network, and client print applications

* Automatic switching and automatic print data stream sensing to enable maximum
productivity.

— Integrated Network Interface Card (NIC) eliminates the need for a separate network
attachment box

* Complete integrated IPDS printer featuring:
— Native, system-managed printing with page-level error recovery
— Edge-to-edge printing

— Full range of AFP fonts: iSeries and AS/400e-resident and printer-resident, raster,
and outline formats
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* |IPDS connection over TCP/IP provides the same level of application and print
management support as twinax-connected iSeries and AS/400e printers

* One-stop support from IBM, the experts in iSeries printing

The iSeries workgroup printer duty cycle ratings are represented in this table.

Machine Description Maximum Print Speed Maximum Monthly
Type (pages per minute) Usage (pages)
4308 Infoprint Color 8 8 35,000
4912 Infoprint 12 12 20,000
4317 Network Printer 17 17 65,000
4320 Infoprint 20 20 75,000
4332 Infoprint 32 32 150,000
4340 Infoprint 40 40 200,000
4520 Infoprint 1120 20 100,000
4525 Infoprint 1125 25 120,000
4530 Infoprint 1130 30 150,000
4540 Infoprint 1140 40 200,000
4545 Infoprint 1145 45 250,000

IBM Infoprint Color 8

IBM Infoprint 8 is a high fidelity, high-performance full-color network printer. Designed for
reliability and speed, it features a straight single-path through four consecutive color printing
stations. This design expands the range of media (transparencies, card stock, labels) that
can be used. IBM Infoprint Color 8 is integrated as a PCL printer on the iSeries server,
enabling line-of-business applications. The features of Infoprint Color 8 include:

e Superb 600-by-600 dpi print quality in color or monochrome at up to eight pages per
minute

* Industry-standard color-matching support

* Ready for the e-output environment, with remote printer management and printer
access via the Internet

» Easily network integrated with Ethernet, token-ring, and serial/parallel attachments

IBM Infoprint 12

The IBM Infoprint 12 is designed for those who demand high-speed, high-resolution, and
reliable printing for a desktop or small workgroup environment. Infoprint 12 is great for
printing professional reports, proposals, letters, spreadsheets, and transparencies. The ideal
printer for small workgroups and individual desktop use, this latest addition to the Infoprint
line of printers offers:
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e Upto 12 ppm

* 1,200 dpi print quality

e 250-sheet tray and a 100-sheet auxiliary tray standard
¢ Reduced power (Powersaver mode)

e Supports both Windows and Macintosh platforms

* 66 MHz, 32-bit processor with up to 68 MB of memory
* Ability to switch between print languages and interfaces
e Two US letter/A4/legal paper trays

* Manual Duplex printing capability via the auxiliary tray
* Fast Ethernet 10/100BaseTX network adapter

IBM Network Printer 17

IBM Network Printer 17 is a 17-pages per minute (ppm) printer designed for small to medium
workgroups. It offers these features:

e Superb 600-by-600 dpi print quality with TrueRes image enhancement

* HP PCL 5e standard, with optional IPDS and true Adobe PostScript Level 3

e Toner Saving technology to reduce toner usage and expense

* Network interface cards standardized across the entire IBM network printer line
* Duplex as a standard feature

e Optional secure mailbox feature for Network Printer 17

IBM Infoprint 20

IBM Infoprint 20 is a high performance network laser printer for iSeries and network
applications. It provides large-format printing and high-capacity paper input/output at a low
cost. Ideal for medium-to-large workgroups, Infoprint 20 provides standard support for
PostScript 3 and PCL, 5e, speeds up to 20 pages-per-minute. It is designed for monthly
volumes of to 75,000 impressions.

Infoprint 20 is a full-function IPDS printer that gives the system complete print management
capabilities with full error recovery to the page level. When Infoprint 20 is placed in a TCP/IP
network, its true IBM IPDS delivers the same level of application function and print
management as direct-attach iSeries printers.

Infoprint 20 delivers these features:

* 13-inch by 20-inch support for full-bleed printing on 11-inch by 17-inch paper

* 650-sheet dual-tray input standard, with maximum input capacity of 3,150 sheets
TonerMiser to reduce supply costs

Edge-to-edge printing

Network interface cards standardized across the entire IBM network printer line, including
Fast Ethernet 10/100 Base Tx

396  iSeries Handbook



Peripherals

IBM Infoprint 21

IBM Infoprint 21 is a monochrome iSeries laser printer
designed to deliver the best in printing capabilities for iSeries
and network environments. The focus is on system
integration and “e-output”. As with all iSeries servers, - = ——
Infoprint 21 is designed, built, tested, and supported as an w— J
integral part of the system. This includes full-function AFP &

and IPDS capabilities, as well as integration with the new - — /j
SNMP network print drivers. E-output support includes an
embedded Web server that provides for Web-based printer
management and support of Internet Print Protocol (IPP).
The key design elements of the iSeries server, including integration, reliability, scalability,
ease of use, and designed for e-business, are reflected in IBM Infoprint 21.

The features of Infoprint 21 include:

* Print speeds up to 21 pages per minute

* |IBM high-performance controller supports the rich menu of system integration and
network functionality

e IBM controller also ensures high-performance rendering of complex applications and
complete integration and compatibility with the system on a release-by-release basis

* True 1200-by-1200 dpi resolution
e The iSeries print kit provides Ethernet and IPDS as a highly-affordable package

* On-board Web server includes an internal Web site for remote set up, configuration,
printer status, and direct IPP-based print job submission

* Rich data stream support includes IBM AFP/IPDS, PCL 5e/6, and PostScript 3

» Flexible paper handling that combines standard input/output capacities for a network
printer with special support for labels, card stock, and custom size forms

* One-stop technical support from IBM Service, the experts in iSeries printing

IBM Infoprint 32

High-speed, large volume, network printing solution for mission critical applications where
document delivery, control, and printing management are essential. Infoprint 32 is a
high-function iSeries printer that delivers printing speeds up to 32 ppm and monthly volumes
of 150,000 impressions.

The crisp 600-by-600 dpi output with edge smoothing rivals 1200 dpi quality, while a 300 dpi
mode provides the highest performance on complex jobs.
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Infoprint 32 fully supports network environments with simultaneous server and workstation
connections and complete print datastream support (IPDS, Adobe PostScript, PCL 5e).
Additional specifications include:

e True Adobe PostScript 3 and PCL 5e datastream support are standard, and AFP/IPDS
and SCS datastream support are available.

e Maximum input capacity of 3,550 sheets, plus 100 envelopes
* An optional finisher feature provides offset jogging, stapling, and collating

* RePro increases productivity by sending a job over the network and printing multiple
copies

* Full application and print management functionality of system-integrated AFP/IPDS
» Fast Ethernet 10/100 Base Tx

IBM Infoprint 40

High-speed, large volume, network printing solution for mission-critical applications where
document delivery, control, and printing management are essential. The newest member of
the IBM Infoprint family of iSeries printers, Infoprint 40 delivers printing speeds up to 40
pages per minute with monthly volumes up to 200,000 impressions. Output is printed at
600-by-600 dpi with edge smoothing, plus a high quality image mode that approaches 1200
dpi.

Additional specifications include:

* True Adobe PostScript Level 3 and PCL 5e datastream support are standard, and
AFP/IPDS and SCS datastream support are available

* Optional large input feeder that increases total input capacity to 3,550 sheets from six
input sources

* Optional 100 envelope feeder

e Optional high-capacity finisher that provides 2000-sheet stacking to three bins and
program control for job offset jogging and stapling functions

* Prints on multiple paper sizes, including 11-inch by 17-inch or A3 for large format
documents

IBM Infoprint 1000 Workgroup Printer Family

The IBM Infoprint 1000 series is a completely new line of cost-effective printers designed to
deliver the output for pursuing success in the e-business world. This full line of workgroup
printers offers exceptional value with unique features, broad expansion options, and
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seamless connectivity. The printers can be introduced into your business to smoothly and
reliably handle iSeries server applications in the network computing environment.

Five new models comprise this new line, ranging from 20 pages per minute to 45 pages per
minute.

IBM Infoprint 1120 Workgroup Laser Printer
A reliable, economical printer with excellent resolution and print speeds to 20 ppm.

* Up to 20 pages per minute throughput with fast time to first page

* 1200 x 1200 dpi resolution

e iSeries and AS/400e integration and support

* Rich print data stream support includes IBM AFP/IPDS (option), PCL, and PostScript

IBM Infoprint 1125 Workgroup Laser Printer

The IBM Infoprint 1125 is a powerful, Internet-enabled laster printer that delivers exceptional
performance and value.

* Up to 25 pages per minute throughput with fast time to first page

1200 x 1200 dpi resolution

e iSeries and AS/400e integration and support

Rich print data stream support includes IBM AFP/IPDS (option), PCL, and PostScript

* Expands easily with a high capacity input option, bringing the input maximum to 3,850
sheets

IBM Infoprint 1130 Workgroup Laser Printer

A small footprint 30 page per minute workgroup laser printer with multiple finishing
capabilities.

* Up to 30 pages per minute throughput with fast time to first page

1200 x 1200 dpi resolution

e iSeries and AS/400e integration and support

Rich print data stream support includes IBM AFP/IPDS (option), PCL, and PostScript

* Advanced finishing including expanded output, sorting, stapling to automate large print
jobs

IBM Infoprint 1140 Workgroup Laser Printer
Very fast and highly reliable, geared to increase your productivity not your total cost of
printing.

* Up to 40 pages per minute throughput with fast time to first page
* 1200 x 1200 dpi resolution
e iSeries and AS/400e integration and support
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* Rich print data stream support includes IBM AFP/IPDS (option), PCL, and PostScript
» Superior finishing with collate, staple, and offset jog

IBM Infoprint 1145 Workgroup Laser Printer
IBM’s fastest workgroup printer offers robust finishing and connectivity functions.

* Up to 45 pages per minute throughput with fast time to first page

Optional finisher provides stacking, stapling, and hole punching

e iSeries and AS/400e integration and support

* Rich print data stream support includes IBM AFP/IPDS (option), PCL, and PostScript
* Supports a variety of media sizes including large format (A3)

IBM iSeries Departmental and Production Printers

In the same manner that the iSeries server scales up in performance, IBM system printers
provide a wide range of choices at departmental and production printing speeds (generally 60
pages per minute and up). These include both cut sheet and continuous form options,
currently topping out at 1,002 impressions per minute (with IBM Infoprint 4000). All of the
departmental and production printers feature the Advanced Function Common Control Unit
(AFCCU), a high-performance controller using the same processor technology as the iSeries
servers. Printers in this class include the IBM Infoprint 60, IBM Infoprint 62, IBM Infoprint
3000, and IBM Infoprint 4000 printer systems.

IBM Infoprint 60 and 3160 Advanced Function Printers

The Infoprint 60 Advanced Function Printer and 3160
Advanced Function Printer provides duplex production
printing at up to 60 impressions per minute. Infoprint 60
i_ (3160 Model 2) provides a 600 dpi resolution. The 3160

o provides a 240 dpi resolution. These printers are designed
% for high-speed printing in host, host distributed, and LAN
printing environments. iSeries attachment is supported by
SNA, TCP/IP, token-ring, or Ethernet.

0
{ . 7 The key features include:
: e Monthly duty cycle of 750,000 pages
[| * Driven by the IBM Advanced Function Common
Control Unit (AFCCU), which provides high-speed

processing of complex documents and
comprehensive connectivity

e Paper handling capabilities include up to 5,000 pages from four input bins up to 3,500
pages in output stackers
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Optional high-capacity finisher provides for finishing operations such as stapling,
insertion, and z-fold, all under iSeries program control

Paper sizes include letter, legal, ledger, A3, A4, B4, and B5 (up to 11 inches by 17
inches)

IPDS integration with iSeries delivers “industrial strength” print management with full
page-level error recovery over SNA and TCP/IP connections

Support for PCL (Infoprint 60)

IBM Infoprint 60 Advanced Function Finisher

Optional Infoprint 60 Finisher is fully integrated into the Infoprint 60 printer and fully
supported by the iSeries servers. The finisher provides the capability to completely finish
jobs, including stapling, z-folding, inserting, and booklet operations, all in production mode.

IBM Infoprint 62 Continuous Forms Printer

IBM Infoprint 62 is a high-performance production
printer with the versatility to print special forms and
labels. It offers high-volume, cost-effective,
continuous-forms printing while providing
exceptional reliability and excellent print quality on
a wide range of media types, sizes, and weights.
Driven by the IBM Advanced Function Common
Control Unit (AFCCU), which provides high-speed
processing of complex documents, complete
AFP/IPDS function, and comprehensive
connectivity, Infoprint 62 attaches to the system by
token-ring or Ethernet. Its features include:

Speeds up to 62 ppm
Designed for both general purpose and special forms printing

Full-function AFP printer handles complex AFP applications with electronic forms,
image, fonts, barcode, graphics, and multi-up printing

Straight paper path and unique flash fusing technology for printing on a wide variety of
paper types and sizes, including difficult-to-print forms

Unique cutting design eliminates paper waste
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IBM Infoprint 70

T ] Today's e-business applications require a fast,
///D_\/@,// 1 reliable, high-quality output solution that is
/ﬁ i S accessible from virtually any location at any time.

§ J IBM Infoprint 70, when combined with Infoprint
L Manager, provides Internet-ready output
T [ - I capapilities that allow you to .keep pace in an
— 1 e-business world. IBM Infoprint 70 offers a
| high-quality, high-volume cut-sheet printer with a
o || | compact footprint. With advanced IBM controller
{ and imaging technology, Infoprint 70 supports:
jﬁj\\%{ e Up to 70 impressions per minute with
EN‘E — excellent 600 dpi print quality.

* Automated conversion of 240, 300 or 600
dpi AFP/IPDS applications

10/100 BaseTX Ethernet or token-ring attachment

Built-in AFP/IPDS and optional PCL, PostScript, and PDF support
Flexible finishing capabilities

* Input capacity up to 6,150 sheets

With Infoprint 70, you can produce up to 400,000 impressions per month. Even complex jobs
can run at or near the rated speed of 70 impressions per minute. Advanced controller
technology ensures native support for IBM Advanced Function Printing (AFP) and Intelligent
Printer Data Stream (IPDS). Page level error detection and recovery capabilities help prevent
job resends and minimize human intervention and streamline printing. Software support is
provided with PSF/400 and AFP Utilities for AS/400.
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IBM Infoprint 2000

Infoprint 2000 printers bring
cut-sheet printer capabilities to
address the output needs of
an e-business. This
high-speed cut-sheet printer
combines advanced hardware
and software technologies to
provide exceptional
performance, flexibility, and
control. The integration with
Infoprint Manager brings .

Infoprint 2000 into %ﬂ
heterogeneous environments, u
converting PostScript and PCL jobs to AFP/IPDS. The software creates a central point for

managing all print jobs through the enterprise and provides workload balancing to help
ensure printers are always printing.

Inherent with this solution, Infoprint 2000 supports Internet Printing Protocol (IPP) and is
ready for e-business. IPP provides mobile users the means to address a printer from
anywhere, allows companies to provide their clients with direct access to their printer, and
provides notifications to communicate printer status.

Powered by an advanced imaging technology, Infoprint 2000 is designed to monitor and
self-adjust print quality as needed. Establishing new AFP/IPDS benchmark print quality,
Infoprint 2000 produces fine lines and offset-like halftones. To ensure user-friendly paper
support and reliability, the system has a straight paper path, as well as three standard and
three optional vacuum fed paper drawers for preventing paper mis-feeds. In addition, IBM
Infoprint 2000 with AFCCU offers:

* Support for native AFP/IPDS printing

e Support for resident and downloadable raster fonts and resident outline fonts
* Up to 110 pages-per-minute print speed at 600 dpi resolution

e Supports 240, 300, 600 dpi and automatic conversion

e Customized high-volume production solution

* Up to 8,000 sheets on board, six input bins

* User friendly Java console with keyboard and mouse support

Software support is provided by PSF/400.
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IBM Infoprint 3000 Advanced Function Printing System

IBM Infoprint 3000 is a high-speed, high-resolution, continuous-form production printing
system designed and integrated for high-volume iSeries printing. The IBM Infoprint 3000
Advanced Function Printing System is an intermediate production printing family that fits
between iSeries midrange printers (Infoprint 60 and Infoprint 62) and the high-end production
printing systems (Infoprint 4000). IBM Infoprint 3000 printers deliver print speeds from 112 to
344 impressions per minute, with the ability to perform two-up printing (8.5 by 11 inch pages)
using the new 17-inch print-head technology. Monthly print volumes can go up to 4.4 million
impressions.

J

This new printing system not only prints at high speeds, but also prints high quality. Print
fidelity is at 480 dpi or 600 dpi, and the print resolution is switchable. Existing iSeries
applications developed at 240 dpi or 300 dpi are automatically enhanced to either 480 dpi or
600 dpi.

The IBM Infoprint 3000 is directly attached to the iSeries (using Ethernet or token-ring) and is
fully supported by Print Services Facility/400, the full-function print management subsystem
of OS/400. Full application enablement includes system printer file function, DDS, Infoprint
Designer for iSeries, AFP Utilities, Advanced Print Utility (APU), Page Printer Formatting Aid
(PPFA/400), AFP Toolbox, and many other IBM and third-party document composition
products.

With high-volume applications such as reports, statements, documents, and direct mail,
continuous-forms printing ensures high reliability. They also ensure the attachment of a wide
variety of pre- and post-processing devices (paper roll input, cutters, inserters, and so on) for
a smooth end-to-end process. This is an intelligent process that starts with blank paper and
can end up a complete package ready for mailing.
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Additional features include:

Simplex and duplex configurations. Duplex configurations (two Infoprint 3000 printers
in tandem) can also be run in dual simplex mode when required.

RISC-based Advanced Function Controller provides comprehensive print and
document functionality, as well as high performance for even the most complex jobs.

Smallest footprint (up to 25% smaller) in its class.

IBM Infoprint 4000 Advanced Function Printing System
Infoprint 4000 is the top-of-the-line ﬂ

high-speed, continuous-form —
production printer family for iSeries. r, =

Speeds range up to 1002 impressions D
(8.5 by 11 inches) per minute. Models
include simplex, wide, and duplex with H

resolutions of 240, 480, and 600 dpi. I:] [

Infoprint architecture provides higher I
resolutions and support for PostScript :]
data streams to meet far more

wide-ranging organizational document g
requirements, including the | //V
. . a—
replacement of applications that —
J/’

traditionally went to offset printing.

Infoprint 4000 attaches to the iSeries
servers over a token-ring or Ethernet network.

The key features include:

Maximum usage of up to 17.4 million impressions per month

Driven by IBM Advanced Function Common Control Unit (AFCCU), which provides
high-speed processing of complex documents, full IPDS function, and comprehensive
connectivity

Wide models provide 17-inch wide platen for two-up printing of 8.5 by 11-inch output

Designed for production print environments with appropriate intelligent preprocessing
(such as roll paper input) and postprocessing (for example, cutters and collators)
equipment

Optional pinless drive replaces traditional tractor-fed paper

Optional Infoprint Hi-lite Color post processor enables variable data in color, up to
three colors per page
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IBM Infoprint 4000 Hi-Lite Color Printing System and IBM Infoprint 4005
Hi-Lite Color Printer

Infoprint 4000 offers a high-speed, high-quality color
post-processor to complement IBM 3900 and IBM
Infoprint 4000 production printing systems. You can
highlight variable or constant information, up to three
colors anywhere on the page at speeds from 150 to 480
impressions per minute. It also offers integrated print
management with Print Services Facility/400 (PSF/400)
and direct color support with DDS and other iSeries
document application enablers. See “IBM Licensed
Programs: Printing and Document Handling Products” on
page 713 for supporting software.

The IBM Infoprint Hi-Lite Color Printer communicates
with the IBM host printer using the IBM exclusive
Advanced Function Post-Processing Interface. This ensures accurate color printing in the
precise location specified. In addition, the Advanced Function Presentation (AFP) software,
together with the lead printer's Advanced Function Common Control Unit (AFCCU), enables
rapid error recovery and ensures data integrity through the entire printing process.

The model available is HC1. The specifications include:

* Both fixed and variable data can be printed in color (up to three highlight colors per
page)
e Speeds up to 480 two-up impressions per minute

* Application selection of color with printer file DDS, Advanced Print Utility, iSeries page
and form definitions, AFP Toolbox, and third-party products
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IBM InfoColor 70 Full-Color Digital Printer

The IBM 3170

Full-Color Digital / [
Printeris a 70
impressions-per
minute, high-quality
color printer that
provides an on-demand
alternative to offset
printing. It is designed S
for any organization
that prints color
brochures,
personalized mailings,
documentation,
reports, directories,
books, and newsletters

now as an efficient way /,\

to print short runs and

customize the text,
images, and customer data on each document. It is designed as a standalone printing
system, which accepts variable data from the iSeries servers to customize each document.

The highlights of the IBM 3170 Full-Color Digital Printer include:

Monthly duty cycle of 700,000 impressions

600 dpi, with variable gray levels per dot, per color sensing technology ensures color
match prior to production runs

PowerPC-based controller ensures print quality, ease of operations, and performance
True Adobe PostScript Level 2

Requires IBM Infoprint Manager

Infoprint Color 100 Full-Color Digital Printer

High-quality, wide-format process-color for enhanced print-on-demand applications and
variable content publishing.
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Features

Up to 105 full-color
impressions-per-minute (ideal for
duplex printing)

New, dual 400 MHz Intel Pentium
Il processors increase RIP speed

e Extensive variable data
capabilities

* Enhanced cross-web registration

and paper conditioning for
optimal print quality

* Large 18.7" image area on a 20"

paper width

T

* Automated registration and density control for greater ease-of-use

* Requires IBM Infoprint Manager

IBM Color 130 and Color 130 Plus Full-Color Digital Printers

This high-speed, full-color printer
helps transform e-business
intelligence into effective, highly
personalized full-color marketing
collateral. The Color 130 Plus
adds IBM Advanced Function
Common Control Unit (AFCCU)
technology, enabling the benefits
of AFP — variable data and
production control. Requires IBM
Infoprint Manager.

Features — Color 130
* New, state-of-the-art printing

system designed for complex, variable-content full-color printing of PostScript

application

* Up to 138 full-color impressions per minute with 4 bits per spot for superior output

quality

408 iSeries Handbook

T




Peripherals

Powerful RIP server with two 800 MHz Intel Pentium Il processors

High-performance press server with two 600 MHz Intel Pentium Ill processors

* Press server software provides page impositions and variable data merging

New XML-based book ticket file to manage print jobs

Features — Color 130 Plus
» Designed for complex, variable content, full-color printing

* Production workflow is automated — no operator involvement in ripping

e System can be automatically restarted or redirected from last page printed — no need
to rerun the entire job

e Prints applications using AFP, Adobe PostScript 3, and PDF 1.3

* 450 MHz processor with 4 GB of high speed memory and 72 GB of high speed storage
in the printer controller

IBM iSeries Industrial Printers

Central to today’s supply chain environments, IBM iSeries industrial printers are designed for
harsh environments and multi-part form applications. The printer technology is either dot
matrix or line matrix. Intelligent Printer Data Stream (IPDS) is supported throughout, both for
complete print management and graphics function (for example, barcodes). This category
includes the IBM 4230, IBM 4232, IBM 4247, and IBM 6400 printer families.

IBM 4230 Impact Matrix Printer

The 4230 range of printers provides heavy-duty, impact
matrix printing. The six models of 4230, the 101, 1S2,
4S3, 111, 102, and 413 can all be twinaxial attached to
an iSeries server using the twinax workstation
controller. The Model 4S3 and 413 also offer serial and
parallel attach.

All 4230s have an LCD display providing prompts and

menu selections in a choice of eight languages. They

also have forms handling modules for continuous forms
and document insertion. One of these forms modules is supplied with the initial order, as
selected by the customer. The others are available as options.
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Models 101 and 1S2 have
32K memory as standard
and support the IBM 4214
data stream SNA Character
String (SCS). Models 111
and 102 have 128K memory
as standard and support the
IBM Intelligent Printer Data
Stream (IPDS). Memory on
the 111 and 102 can be
increased to 512K as an
option. Models 4S3 and 413
have 128K memory as
standard. Model 4S3

\

§—/
supports the SCS data
stream, while Model 413
supports IPDS. The
following table shows each model's print speeds.
Mode
Model
Fast Draft DP DP Text NLQ
101, 11 375 cps 300 cps 150 cps 75 cps
1S2, 102 480 cps 400 cps 200 cps 100 cps
483, 413 600 cps 400 cps 200 cps 100 cps

IBM 4232 Impact Dot Matrix Printer

The 4232 is a heavy-duty, unattended impact dot
matrix printer, capable of printing 600 characters per
second (cps). It is designed for workstation printing or
shared printer applications using an ASCII

datastream.

The 4232 Model 302 can be used for printing data
processing, office, and business documents, as well

as barcode labels and multipart forms.

The 4232 has an LCD display that provides prompts and menu selections in a choice of eight
languages. It also has forms handling modules for continuous forms and document insertion.
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IBM 4247 MultiForm Matrix Printer

The 4247 range of printers are desktop model
impact printers. They are capable of printing up to
700 cps in its fastest data processing (DP) mode. L

They include two continuous paper paths and a —— HrT T
standard manual cut-sheet input. = =

The 4727 can be used as a directly attached

workstation printer, as a system printer, remote or \
distributed, or for departmental printing.

Supported applications include word processing
and spreadsheets, business graphics such as pie charts, barcode printing, line drawings from
CAD/CAM applications, and special forms for checks, labels, and mailers.

The 4247 models have a duty cycle of up to 20 million characters-per-month and print
qualities include DP, DP Text, and Near Letter Quality (NLQ).

* Attachment to the system can be Twinax, Serial/Parallel, Ethernet, and token-ring.
Coax and attachment to LAN using ASCII interface are also available.

e IPDS support for the full range of electronic printing capabilities (barcode, electronic
forms, image, graphics, and variable fonts), as well as full printing error recovery

IBM 4400 Thermal Label Printers

The IBM 4400 Thermal Label printers provide
high-performance, high-quality thermal printing geared to
the iSeries, network, and Supply Chain industrial
environments in which they must operate. This is an
environment where iSeries application integration, reliable
output management, and network deployment and
administration are essential.

The key design elements of the system — integration,
reliability, scalability, ease of use, and designed for
e-business — are reflected in the IBM 4400 Thermal Laser printers. Support for Intelligent
Printer Data Stream (IPDS) means that any Advanced Function Presentation (AFP)
application interface can be used. IPDS also means industrial-strength printing management,
even when the printer is deployed in a TCP/IP network. Support for additional thermal data
streams ensures compatibility with existing applications.

Features of the IBM 4400 series include:

* Print resolution up to 300 dots per inch, print speeds up to 10 inches per second, and
media widths of 6.8 inches or 8.75 inches
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* |deal for barcode and graphics applications; compatible with IBM 6400 Line Matrix
Printer label applications; supports existing Code V and IGP applications

e Supported by IBM Printer Management Utility for remote administration

* Rugged footprint and construction designed for tough industrial environments

IBM 6400 Line Matrix Printers

The dependable IBM 6400 line matrix printer family is
designed for heavy-duty, continuous use in both system and
network environments. Extensive datastream support (SCS,
IPDS, ASCII, Code V, IGP) ensures application compatibility.
Speeds range from a low-cost 500 line-per-minute pedestal
model to models supporting print speeds up to 1,500 lines
per minute (1125 Ipm in data processing mode and 600 Ipm
in near-letter-quality mode). The new, integrated Ethernet
IPDS enables the IBM 6400 to be placed in an IP network,
yet retain all the application function and print management
control of a direct-attached iSeries printer.

The 6400 family of line matrix printers provides heavy-duty,
continuous-form impact line printing with low total cost of
operation. A variety of emulations, options, and speeds
address just about any print requirements. IPDS is available
(as well as IGP and Code V) to support graphical print applications (for example, barcoding or
image).

There are five models of the 6400 family as shown in this table.

Model Speed (Lines per Minute) Package
6400-005 500 Cabinet
6400-05P 500 Pedestal
6400-010 1,000 Cabinet
6400-10P 1,000 Pedestal
6400-015 1,500 Cabinet

Connection options include direct attachment to the system using twinax or serial/parallel
cabling, ASCII LAN attachment using the Network Print Server (NPS) feature or integrated
Ethernet feature, or IPDS LAN attachment using the 7913 LAN attachment.
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This family of printers also offers standard data stream support for IBM Proprinter Il XL,
Epson FX 1050, Printronix P-series, Printronix P-series XQ Variant, and Printronix Serial
Matrix emulations.

An optional feature for Intelligent Printer Data Stream (IPDS) support enables full graphical
applications with electronic forms, barcodes, graphics, scalable fonts, and optical character
recognition. Optional features are also available for Code V and IGP emulations.

Web access to operator panel enables remote control of network-connected 6400 models.
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Customer Install Features (CIF)

Customer Install Features (CIF)

Many iSeries models are designated as Customer Setup (CSU). Many features for the current
product line are Customer Install Features (CIF). CIF/CSU designations provide the customer
with flexibility in installing new iSeries servers and adding new features to installed systems.
Customers can schedule installations to minimize the disturbance to their business
operations.

Miscellaneous Equipment Specification (MES) is an IBM term for IBM-supplied changes to an
installed or on-order system. On MES orders that include a mixture of IBM install and CIF
features, the customer may choose to have the IBM service representative install all the
features (including those designated as CIF). On MES orders where all features are CIF, the
customer can install all the features.

The customer is responsible for the installation of external cables, displays, printers, and
modems. IBM service personnel can perform these activities for a charge.

IBM installation for CSU and CIF units is available for a charge under normal service
contracts.

V5R1 and V4R5 Features

The following table lists commonly ordered OS/400 feature codes and identifies which
features are CIF features. This table is to be used as a guide to identify common customer
install features but does not represent a complete list.

The columns in the following table contain:

e The feature code

e The 28 character priced feature description.

e If the feature is a “Customer Install Feature” (Y) or a “Installed by IBM Feature” (N).

e The various models and how the features are supported in the Price File using the letters
that are defined as follows:

— B: Plant or MES installation

M: MES install only (this feature is available for field installation only)

P: Plant install only (this feature is available on new system orders only)

PU: Plant install and, for model upgrades only, MES install

S: Supported only. This feature may be migrated as part of a model upgrade, but
additional quantities cannot be ordered

* Announce Release: The OS/400 version/release in which the feature code was
announced.
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
0090 External xServer Attach - B B B B V5R1
0010 5101/5111 in base Specify Y V4R5
0120 7210-020 Attachment - B B B B B B V4R5
0121 270 Lower Unit in Rack - P - - - - - V4R5
0122 270 Upper Unit in Rack - P - - - - - V4R5
0123 #5074 Lower Unit in Rack - B B B V5R1
0125 #9079 Lower Unit in Rack - B B B V5R1
0127 270 Field Install in Rack N B V4R5
0223 100 Mbps Token-Ring Specify - B B B B B B V4R5
0224 100/10 Mbps Ethernet Specify - B B B B B B V4R5
0141 HSL OptiConnect Specify - B B B B V5R1
0142 Linux Partition Specify - B B B B V5R1
0150 Model 820 Base processor N B V5R1
0151 Model 820 Base processor N B V5R1
0152 Model 820 Base processor N B V5R1
0162 Extended Single Ended Attach - B B B B B B V5R1
0163 Fibre Channel Attach - B B B B B B V5R1
0225 1 Gbps Ethernet Speciyf - B B B B B B V5R1
0369 100m Optical SPCN cable Y B B V5R1
0371 LC-SC Adapter Kit (50um) Y B B B B V5R1
0372 LC-SC Adapter Kit (62.5um) Y B B B B V5R1
0550 830 Rack N - - PU - - - V4R5
0551 270 Rack Y P - - - - - V4R5
0574 #5074 Equivalent Specify - B B B V4R5
0578 PCI Expansion Unit in Rack N B B B V5R1
0601 Linux Direct Attach - 2743 Y B B B B V5R1
0602 Linux Direct Attach - 2760 Y B B B B V5R1
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
0603 Linux Direct Attach - 2744 Y B B B B V5R1
0604 Linux Direct Attach - 2763 Y B V5R1
0605 Linux Direct Attach - 4748 Y B B B V5R1
0606 Linux Direct Attach - 4778 Y B B B V5R1
0607 Linux Direct Attach - 4838 Y B B B B V5R1
0826 #4314 Load Source Specify - B B B B B B V4R5
0827 #4324 Load Source Specify - B B B B B B V4R5
0828 #4317 Load Source Specify - B B B B B B V4R5
0829 #4318 Load Source Specify - B B B B B B V4R5
1010 Modem Cable-Austria Y B B B B B B V4R5
1011 Modem Cable-Belgium Y B B B B B B V4R5
1012 Modem Cable-Africa Y B B B B B B V4R5
1013 Modem Cable-Israel Y B B B B B B V4R5
1014 Modem Cable-ltaly Y B B B B B B V4R5
1015 Modem Cable-France Y B B B B B B V4R5
1016 Modem Cable-Germany Y B B B B B B V4R5
1017 Modem Cable-UK Y B B B B B B V4R5
1018 Modem Cable-Iceland/Sweden Y B B B B B B V4R5
1019 Modem Cable-Australia Y B B B B B B V4R5
1020 Modem Cable-HK/NZ Y B B B B B B V4R5
1021 Modem Cable-Fin/Nor Y B B B B B B V4R5
1022 Modem Cable-Netherlands Y B B B B B B V4R5
1023 Modem Cable-Swiss Y B B B B B B V4R5
1024 Modem Cable-Denmark Y B B B B B B V4R5
1025 Modem Cable-US/Canada Y B B B B B B V4R5
1408 4.3m 200V/16A Pwr Cd ltaly Y B B B B V4R5
1409 4.3m 200V/16A Pwr Cd AU/NZ Y B B B B V4R5
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
1410 200V 6-ft Line Cord Y B B B B B B V4R5
1411 200V 14-ft Line Cord Y B B B B B B V4R5
1412 125V 6-ft Line Cord Y B B V4R5
1413 125V 14-ft Line Cord Y B B M V4R5
1414 200V 6-ft Locking Line Cord Y B B B B B B V4R5
1415 200V 6-ft Wtrtght Line Cord Y B B B B B B V4R5
1416 200V 14-ft Locking Line Cord Y B B B B B B V4R5
1417 200V 14-ft Wtrtght Line Cord Y B B B B B B V4R5
1418 4.3m 200V/16A Pwr Cd S Afric Y B B B B V4R5
1419 4.3m 200V/16A Pwr Cd Israel Y B B B B V4R5
1420 4.3m 200V/16A Pwr Cd EU/Asia Y B B B B V4R5
1421 4.3m 200V/16A Pwr Cd CH/DK Y B B B B V4R5
1422 3m IEC 320 C13/14 PDU Cord Y B B V5R1
1423 200V 6-ft Upper Line Cord Y M M M V4R5
1424 200V 6-ft Locking Line Cord Y B B V4R5
1425 200V 6-ft Wirtght Line Cord Y B B V4R5
1426 200V 14-ft Locking Line Cord Y B B V4R5
1427 200V 14-ft Wtrtght Line Cord Y B B V4R5
1428 200V 6-ft Upper Locking Cord Y M M M V4R5
1429 200V 6-ft Upper Wirtght Cord Y M M M V4R5
1438 4.3m 200V/10A Pwr Cd AU/NZ Y B B M V4R5
1439 4.3m 200V/10A Pwr Cd EU/Asia Y B B M V4R5
1440 4.3m 200V/10A Pwr Cd Denmark Y B B B V4R5
1441 4.3m 200V/10A Pwr Cd S Afric Y B B B V4R5
1442 4.3m 200V/10A Pwr Cd Swiss Y B B B V4R5
1443 4.3m 200V/10A Pwr Cd UK Y B B B V4R5
1444 4.3m 200V/10A Pwr Cd ltaly Y B B B V4R5
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
1445 4.3m 200V/10A Pwr Cd Israel Y B B B V4R5
1446 4.3m 200V/30A Pwr Cd Korea Y B B V4R5
1447 4.3m 200V/24A Pwr Cd AU Y B B V4R5
1448 4.3m 200V/10A Pwr Cd NZ Y B B V4R5
1449 4.3m 200V/32A Pwr Cd EU 1-PH Y B B V4R5
1450 4.3m 200V/16A Pwr Cd EU 2-PH Y B B V4R5
1451 200V 6-ft Line Cord Y B B B B V4R5
1452 200V 14-ft Line Cord Y B B B B V4R5
1453 200V 6-ft Locking Line Cord Y B B B B V4R5
1454 200V 14-ft Locking Line Cord Y B B B B V4R5
1455 200V 6-ft Wirtght Line Cord Y B B B B V4R5
1456 200V 14-ft Wtrtght Line Cord Y B B B B V4R5
1457 200V 6-ft Upper Line Cord Y B B B V4R5
1458 200V 6-ft Upper Locking Cord Y B B B V4R5
1459 200V 6-ft Upper Wirthgt Cord Y B B B V4R5
1460 3m HSL Cable Y B B B B B B V4R5
1461 6m HSL Cable Y B B B B B B V4R5
1462 15m HSL Cable Y B B B B B V4R5
1463 2m SPCN Cable Y B B B B B B V4R5
1464 6m SPCN Cable Y B B B B B B V4R5
1465 15m SPCN Cable Y B B B B B B V4R5
1466 30m SPCN Cable Y B B B B B B V4R5
1468 250m Optical SPCN Cable Y B B V5R1
1469 4.3m/200V/25A/ HD Wired EMEA Y V5R1
1470 6m HSL Optical Cable Y B B V5R1
1471 30m HSL Optical Cable Y B B V5R1
1472 100m HSL Optical Cable Y B B V5R1
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
1473 250m HSL Optical Cable Y B B V5R1
1476 4.3m 250V/12A Pwr Cd UK Y B B B B V4R5
1548 Interactive Capacity card N B V5R1
1604 840 POD Activation Y - - - M - - V4R5
1605 830 POD Activation Y M V5R1
2416 Model 840 8/12-Way POD N - - - P - - V4R5
2417 Model 840 12/18-Way POD N - - - P - - V4R5
2419 Model 840 18/24-Way POD N - - - P - - V4R5
2351 Model 830 1/8-way POD N P V5R1
2352 Model 840 8/12-way POD N P V5R1
2353 Model 840 12/18-way POD N B V5R1
2354 Model 840 18/24-way POD N B V5R1
2427 Dedicated Domino 4 Way Proc N B V4R5
2431 Model 270 Processor N B V5R1
2432 Model 270 Processor N B V5R1
2434 Model 270 2-way Processor N B V5R1
2435 Model 820 Processor N B V5R1
2436 Model 820 Processor N B V5R1
2437 Model 820 2-way Processor N B V5R1
2438 Model 820 4-way Processor N B V5R1
2452 Dedicated Domino Processor N B V5R1
2454 Dedicated Domino 2-Way Proc N B V5R1
2456 Dedicated Domino Processor N B V5R1
2457 Dedicated Domino 2-way Proc N B V5R1
2458 Dedicated Domino 4-way Proc N B V5R1
2461 Model 840 12-way Processor N B V5R1
2739 Optical Bus Adapter N M M V5R1
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
2743 PCI 1 Gbps Ethernet IOA Y B B B B B B V4R5
2744 PCI 100 Mbps Token Ring IOA Y B B B B B B V4R5
2749 PCI Ultra Mag Media Ctir Y B B B B B B V4R5
2754 HSL Ports - 8 Copper N M M V5R1
2755 HSL Ports - 16 Copper N M M V5R1
2758 HSP Ports - 2 opt / 6 Copper N M V5R1
2759 HSL Ports - 4 Opt/ 12 Copper N M V5R1
2760 PCl 1 Gbps Ethernet UTP 10A Y B B B B B B V5R1
2763 PCI RAID Disk Unit Ctir Y B B V4R5
2765 PCI Fibre Channel Tape Controller Y B B B B B B V5R1
2766 PCI Fibre Channel Disk Controller Y B B B B V5R1
2768 PCI Magnetic Media CtlIr Y B B B B B B V4R5
2772 PCI Dual WAN/Modem IOA Y B B B B B B V5R1
2773 PCI Dual WAN/Modem IOA ANSI Y B B B B B B V5R1
2774 HSL Ports - 2 Opt/ 6 Copper N M V5R1
2777 HSL Ports - 8 Copper N M V5R1
2778 PCI RAID Disk Unit Controller N M M M V5R1
2790 PCI Integ Netfinity Server N - B B B B B V4R5
2791 PCI Integ xSeries Server N - B B B B B V4R5
V4R5 and CUM C1005450
2817 PCI 155 Mbps MMF ATM Y B B B B B B V5R1
2842 2842 PCI IOP Y B V4R5
2843 2843 PCI IOP Y B B B B B V4R5
2881 Main Storage Expansion N B V4R5
2884 Main Storage Expansion Y B B - - - - V4R5
2890 PCI Integ Netfinity Server Y B - - - - - V4R5
2891 PCI Integ xSeries Server Y B - - - - - V4R5
V4R5 and CUM C1005450
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
2895 128 MB Netfinity IOP Memory Y B V4R5
2896 256 MB Netfinity IOP Memory Y B V4R5
2897 1 GB Netfinity IOP Memory Y B V4R5
3000 Migrated 128 MB Main Storage - M M V4R5
3005 512 MB Main Store Y B V4R5
3007 1 GB Main Storage Y B V5R1
3009 128 MB Main storage Y B V5R1
3022 128 MB Main Storage Y B V4R5
3024 256 MB Main Storage Y B V4R5
3025 512 MB Main Store Y B V4R5
3026 512 MB Main Store Y B V4R5
3027 1 GB Main storage Y B V5R1
3029 128 MB Main Storage Y B V5R1
3032 256 Mb Main Storage Y B V5R1
3033 512 MB Main Storage Y B V5R1
3034 1 GB Main Storage Y B V5R1
3067 1 GB Main Storage Y B V5R1
4430 DVD-RAM Y B B B B B V5R1
4487 50 GB Y%4-Inch Cartridge Tape Y B B B B B V5R1
4525 CD-ROM Y B B V4R5
4530 DVD-RAM Y B B V5R1
4582 4 GB %-Inch Cartridge Tape Y B B V4R5
4583 16 GB %-Inch Cartridge Tape Y B B V4R5
4586 25 GB Y-Inch Cartridge Tape Y B B V4R5
4587 50 GB Y-Inch Cartridge Tape Y B B V5R1
4723 PCl 10Mbps Ethernet IOA Y B B B B B B V4R5
4745 PCI WAN IOA Y B B B B B B V4R5
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
4746 PCI Twinaxial Workstn I0A Y B B B B B B V4R5
4748 PCI RAID Disk Unit Ctlr Y B B B B V4R5
4750 PCI ISDN BRI U IOA Y B B B B B B V4R5
4751 PCI ISDN BRI S/T IOA Y B B B B B B V4R5
4761 PCI Integrated Analog Modem Y B B B B B B V4R5
4778 PCI RAID Disk Unit Ctlr Y B B B B V5R1
4801 PCI Crypto Coprocessor Y B B B B B B V4R5
4802 PCI Crypto Coprocessor N M M M V4R5
4815 PCI 155 Mbps UTP OC3 ATM Y B B B B B B V4R5
4816 PCl 155 Mbps MMF ATM Y B B B B B B V4R5
4818 PCI 155 Mbps SMF OC3 ATM Y B B B B B B V4R5
4838 PCI 100/10 Mbps Ethernet IOA Y B B B B B B V4R5
5027 Software Version V4R5 - B B B B B B V4R5
5028 Software Version V5R1 - B B B B B B V5R1
5033 Migration Tower | N M S V4R5
5034 Migration Tower | N M M V4R5
5035 Migration Tower | N M M V4R5
5074 PCI Expansion Tower Y B B B V4R5
5075 PCI Expansion Tower Y B B V4R5
5077 Migration Tower Il N B B B B V4R5
5078 PCI Expansion Unit N B B B V5R1
5079 1.8m PCI I/O Expansion Ttower Y B B B V4R5
5102 Dual Line Cords - 820 CEC N B V5R1
5103 Dual Line Cords - 830 CEC N B V5R1
5104 Dual Line Cords - 840 CEC N B V5R1
5105 Dual Line Cords - I/0O Tower N B B B V5R1
5106 Dual Line Cords - 5079 Tower N B B B V5R1

Customer Install Features (CIF)
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
5111 30-Disk Exp w/Dual Line Cord N B B B V5R1
5155 Redundant Power and Cooling Y B V4R5
5156 Redundant Power and Cooling Y B B V4R5
5157 Feature Power Supply Y B V4R5
5160 Power Dist Unit 1 phase NEMA N B B B B B B V5R1
5161 Power Dist Unit 1 Phase IEC N B B B B B B V5R1
5162 Power Dist Unit 2 of 3 Phase N B B B B B B V5R1
5538 Alt-IPL Specify for DVD-RAM - B B B B B B V5R1
5546 Sys Console 100 Mbps TokenRing Y B B B B B B V5R1
5548 Sys Console 100 Mbps Ethernet Y B B B B B B V5R1
5599 No Save/Restore Device - B B B B B B V4R5
7002 HSL enabler Y B V4R5
7104 System Unit Expansion Y B V4R5
7123 DASD Expansion Unit Y B V4R5
7127 DASD Expansion Unit Y B V4R5
7133 DASD Concurrent Maint Cage N B V4R5
7500 Quantity 150 of #4314 Y B B B V4R5
7501 Quantity 150 of #4317 Y B B B V4R5
7502 Quantity 150 of #4318 Y B B B V4R5
7503 Quantity 150 of #4324 Y B B B V4R5
8079 Opt Base 1.8m 1/0O Rack N - - - PU - - V4R5
9002 Dual Linecord Enabler N B V5R1
9057 Storage Exp Unit N - - B B - - V4R5
9739 Base Optical Bus Adapter Y B B V5R1
9752 Base HSL Ports - 8 Copper - B P V5R1
9755 Base HSL Ports - 16 Copper - B P V5R1
9758 Base HSL Ports - 2 Opt / 6 Cop B V5R1
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Feat Model Minimum
Code Supporting
Description CIF | 270 | 820 | 830 | 840 | SB2 | SB3 Release
9759 Base HSL Ports - 4 Opt / 12 Cop B V5R1
9771 #9771 Base PCI 2-Line WAN with B B B B B B V4R5
Modem
9774 Base HSL Ports 2 Opt/ 6 Cop B V5R1
9777 Base HSL Ports - 8 Copper - B V5R1
9778 Base PCI RAID Disk Unit Ctir - B B P P V5R1
9943 Base PCI IOP - B B B B B VAR5
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Operating System/400 (5722-SS1)

The iSeries operating system, 0S/400, is architected as a single entity. This means that such
facilities such as relational database, communications and networking capabilities, online
help, Web enablement technologies, easy enterprise management, and much more are fully
integrated into the operating system and the machine. The user communicates with all
components of 0S/400 using a single command language Control Language (CL) or
administers and manages the system using a GUI interface.

The computing industry is moving rapidly toward a network-centric world made up of global
networks. The newest releases of OS/400 build on this to make the iSeries servers key
players in this vibrant and vital area. This chapter describes the enhancements to the iSeries
capabilities as a network-centric system. Associated licensed programs and enhancements
are described in the following chapters.

0S/400 provides the industry's foremost application flexibility with support for iSeries, Linux,
Windows 2000, Java, and UNIX applications, combining high availability with superior
workload management and logical partitioning. The next generation of applications can be
quickly deployed and managed in a single, partitioned server alongside current business
applications.

With OS/400, a business can simply and rapidly deploy e-business applications with
seamless integration of existing applications and data. With extensions to its robust security
and networking options, OS/400 enables business-to-business connectivity through the
supply chain and to customers.

0S/400 has an extensive graphical interface providing visualization, wizards, and integration
for simplicity of advanced operations from both PCs and pervasive or mobile devices.
Operating your server has never been this simple.

With dynamic and granular Logical Partitioning, OS/400 makes it easier than ever to manage
multiple applications in a single server. Also, iSeries can now provide a Storage Area
Network for directly attached Windows 2000 servers.

High availability options include faster, less expensive system-to-system clustering options
and the ability to switch applications, data, and resources between multiple iSeries servers.

For iSeries servers with OS/400 Version 5 or later, the system price includes OS/400 at no
additional charge. In addition to OS/400, the full function robust commercial database,
Universal DB2/400, is also included at no additional cost. The operating system and the
database do not have user-based charges. This provides for a much better cost of
investment with no surprises for fees for additional users.
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oS

/400 — New with V5R1

0S/400 V5R1 should be considered for either a new installation or as an upgrade from
previous versions of 0S/400 to take advantage of many V5R1 software enhancements,

incl

432

uding:

Linux: An added application environment that provides the leading open source
operating system. Look for new e-business applications coming to this environment
that complement iSeries integration and reliability.

LPAR: Server consolidation focus that allows multiple copies of OS/400, plus Linux,
on a single system. Reduced or eliminated IPL requirements when changing LPAR
configurations and resources.

Operations Navigator: Offers two times the growth in advanced graphical user
interface functionality and many new setup wizards.

Management Central Pervasive: Leading-edge capability to manage multiple
systems via an Internet-capable phone, Personal Digital Assistant (PDA), or Web
browser.

Wireless capabilities: This built-in feature enables B2B solutions and connects
mobile devices to core business solutions with XML enablers built in to OS/400.

HSL Clustering: HSL OptiConnect is much faster and lower cost than SPD
OptiConnect. Switchable Disk with Switchable Independent ASPs offers a way to
switch applications and data to a backup system to keep the data constantly available.
V5R1 offers support only for IFS files.

0S/400 PASE: Improved enablement for porting UNIX applications to iSeries; now
provides 64-bit support for AIX Version 4.3.3.

TCP/IP: e-business runs on TCP/IP. V5R1 continues to enhance its functionality,
performance, and ease of use. Dynamic Domain Name System and Network Quality of
Service are among the new features supported.

DB2 UDB for iSeries: Additional e-business enablement, functional, and performance
enhancements.

Java: Support for three versions of Java, functional, and performance enhancements

0S/400 Directory Services: Supports IBM SecureWay Directory Version 3.2
providing distributed functions support for products such as WebSphere, Policy
Director, MQSeries, Meta-Directory, and HTTP Server.

Internet Printing Protocol (IPP): Provides Web-enabled worldwide print support.

Extreme Support through Personalization (ESP): Additional options for connecting
to IBM.
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Operating System Overview

Program Number 5722-SS1
Version Release Modification V5R1
Announced 25 May 2001
Usage Processor Based
Software Subscription Yes

IPLA/Keyed Yes/Yes

Version 5 Release 1 (V5R1) of IBM Operating System/400 licensed program provides system
support for all RISC models of the iSeries. The single 64-bit operating system spans all RISC
models. Models 270, 820, 830, 840, SB2, SB3, and several models of the Dedicated Server
for Domino all are shipped with the latest release of the software. 0S/400 V5R1 also runs on
all iSeries servers with PowerPC processors, which includes the 9401 Model 150; the 9402
Models 400, 40S, 436, and packages based on the 400 and 40S; and 9406 Models 170, 500,
510, 530, 508, 53S, 600, 620, 640, 650, S10, S20, S30, S40, SB1, and the 170 Dedicated
Server for Domino.

Version 5 of OS/400 does not run on earlier models of the AS/400 system based on IMPI
processors (CISC models). These include the Bxx, Cxx, Dxx, Exx, Fxx, 100, 135, 140, 2xx,
and 3xx models. Some functions of the operating system may only be available on newer
hardware.

0S/400 Version 5 is delivered on CD-ROM to speed loading and to reduce the risk of media
errors. All manuals are also delivered in softcopy form on CD-ROM.

0OS/400 contains the base operating system, additional optional feature components, and
separate licensed programs that come at no extra charge bundled with the operating system.
All these products and components are integrated together as a single integrated and tested
entity. Further more, the customer can purchase additional support for advanced features
and functions not included in the base group of products shipped with the operating system.
The following table contains a list of all features and products that are available with OS/400.
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Windows

Product Name Product Option Release | Base/ Refer To | Charge/
Number Number Separate No Charge
0S/400 5722-SS1 V5R1 B N/C
Universal DB2 for iSeries B N/C
System Openness Includes 13 S N/C
Media & Storage Extension 18 V5R1 S C
Opti-Connect/400 22-23 V5R1 S C
DB2 Symmetric 26 V5R1 S C
DB2 Multisystem 27 V5R1 S C
PASE 33 V5R1 S C
iSeries Print Service Facilities 36, 37, S C
38
HA Switchable Resources 41 V5R1 S C
Licensed Programs within 0S/400
Integration FSIOP 5769-SA2 V4R2 S N/C
iSeries Integration for Windows Server | 5722-WSV V4R5 B N/C
TCP/IP Connectivity Utilities for iSeries | 5722-TC1 V5R1 B N/C
WebSphere Application Server for 5733-AS3 V5R1 S WebSph | N/C
iSeries
HTTP Server for iSeries 5722-DG1 V5R1 B N/C
HTTP Server Powered by Apache for 5722-HT1 V4R4 S N/C
iSeries
IBM Toolbox for Java 5722-JC1 V4R5 B LPAD N/C
iSeries Developer Kit for Java 5722-JV1 V4R5 B LPAD N/C
Performance Manager/400 5722-PM1 V4R5 B LPSM C
5722-SM1
iSeries Client Access Express for 5722-XE1 V4R5 B LPN N/C

Note:

N/C: No charge Feature
C: Charge Feature

B: Base feature included with OS/400.
S: Separate feature must be specified on order.
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Each of the following sections summarizes the components of the operating system named in
the above table. Some products are further described in their own software sections later in
this book, as shown in the previous table.

0S/400 Base

0S/400 is a 64-bit operating system running on all RISC models of the iSeries. 0S/400 with
its base functions provides ease of implementation, management, and operation in one
totally integrated object oriented operating system. The following functions are supported:

* Single integrated operating system for all models
* Advanced GUI management

— Easy setup of the system

— Setup and management of the TCP/IP function

— GUI database functions

— User and printer job administration

— System management

— Software distribution

— Performance monitoring

— Centralized management of multiple systems

— Plug-in GUI support for Domino, BRMS, and others

* Network computing
* Integrated file system support (including industry standard)
* Logical Partitions

— Different versions and releases of 0S/400
— Linux

* Clustering and shared resources

* High system availability

* Client/server support

* Integrated DB2 Universal Database for iSeries
* Transaction processing

e Batch processing

* Ease of installation, use, and maintenance

» Extensive run-time application function

¢ Openness standards

* Systems management

e Performance Management/400

e Electronic Customer Support

e Comprehensive security for system resources
* Interfaces to system functions

* Printed output support

* Multiple operating environments
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* Connectivity to remote devices, systems, and networks
» Office host services
* National language versions and multilingual support

All functions of the OS/400 follow a consistent design philosophy. This consistency is one of
the cornerstones of iSeries ease-of-use. Ease-of-use translates into higher productivity for its
users and easier systems management. The cornerstones are highlighted next.

0S/400 Functions

NetServer: File and Print Serving

iSeries NetServer is used to satisfy file and print serving needs for end users. NetServer
unites the Integrated File System and iSeries printers into the Microsoft Network
Neighborhood. User benefits include, for example, better control of user visibility to
resources. The only directories or printers that can be seen by end users are those set up as
“shared” by an administrator or resource owner.

NetServer brings the following additional benefits versus using built-in PC file and print
serving functions, including:

* No background tasks (such as cwbuitsk, cwbnpred, cwbsvd, cwbbs), which previously
used extra battery power on laptops.

* When using Network Drives to access Integrated File System information or Network
Printers to use iSeries network printers, these resources are visible to all end users on
the iSeries server.

NetServer allows the administrator or owner of a resource to control its visibility to end users.
Creating a “share” enables viewing of that resource. If no share exists, users do not see the
directories or printers.
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“shares” are easy to create, locate,

and manage by using the Operations Navigator printer list and IFS list. The current file
shares can be listed separately to make it easy to quickly explore the contents of a file share
or map a drive to it. File shares support EBCDIC to ASCII conversion. The AFP Workbench
Viewer is also provided so iSeries spooled files (AFP and SCS) or PC files (such as GIF,
TIFF, and JPEG formats) can be viewed directly by a PC user. The AFP Viewer provides
many end-user productivity aids such as the ability to zoom in or search for specific portions
of a stored document.

aE

NetServer — New with V5R1

e iSeries NetServer is enhanced so that the iSeries can operate as the Logon Server for
Windows clients. The iSeries can be used to authenticate logging onto Windows,
provide the home directory, and logon scripts to the Windows user. Additionally,
Windows user profiles including Desktop, Start Menu, Favorites, and policies can be
stored and retrieved from an iSeries server. A Windows NT or Windows 2000 server is
no longer needed in the network to provide these functions.

e iSeries NetServer has dramatically reduced the number of times that OS/400 user
profiles become disabled due to Windows programmatically attempting invalid signons
to access the OS/400 without compromising security. Additionally, when users cause
their user profiles to become disabled due to several attempts with different invalid
passwords, iSeries NetServer provides new GUI support through a Disabled User IDs
menu item off the iSeries NetServer menu of Operations Navigator to re-enable those
user profiles. This support has also been made available through an APl on OS/400.
These changes can reduce the number of times that user profiles become disabled
and improve the ease with which disabled users can be managed.

e iSeries has enhanced the allowable characters in a password and the length of a
password to be more compatible with Windows. This helps customers who prefer their
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W

W

Windows and iSeries passwords to match. iSeries NetServer also provides support for
the NTLMV2 password hash that the Windows PCs can be configured to use to
provide better password protection on the network.

User IDs longer than 10 characters are now truncated to 10 characters instead of
being rejected when checking for an iSeries user ID. Now a user ID, such as
Administrator on Windows, would be the same as ADMINISTRA on the iSeries. This
should help compatibility between Windows and iSeries user IDs.

A new iSeries NetServer Setup Wizard is now part of Operations Navigator that guides
you through setting up your iSeries NetServer based on the types of Client Access
clients being used. This new Setup Wizard also helps the user configure logon
support.

iSeries NetServer now supports access of files larger than 2 GB in the Integrated File
System.

Through Operations Navigator and APIs, a new Session Identifier can be used to allow
better management and tracking of iSeries NetServer Sessions. This is extremely
important in a Windows Terminal Serving environment where many users have
sessions through a single Windows system. Now sessions can be ended or properties
observed on single sessions rather than all the sessions coming from a single system.

Windows NT Background services can now access the iSeries NetServer without user
intervention.

Printer Shares can now be published in Directory Services (LDAP) for use by Windows
2000 systems using Active Directory to find printers.

Performance and scalability features are enhanced to help customers consolidate file
and print serving on an iSeries server.

NetServer is enhanced to support Linux Clients. AS/400 NetServer support of Linux
(clients) provides the same file and print sharing function as the existing AS/400
NetServer. Linux clients running with kernel Version 2.4.3 and later, and SAMBA
Version 2.0.7 and 2.2, can access NetServer functions on the iSeries.

NetServer function is planned to be available as a PTF for V5R1 during fourth quarter
2001.

For schedules and additional information, refer to:

http://www.ibm.com/servers/eserver/iseries/netserver

Note

ith this version of iSeries NetServer, Windows 3.1 and Windows NT 3.51 are no longer

supported. In the release following V5R1, iSeries NetServer will no longer support

indows 95.
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Network Printing Support

Distributed print support provides a connection to LAN-attached ASCII printers and support
for Advanced Function printers. It also facilitates the distribution of printed output throughout
iSeries networks. The iSeries server provides a seamless path for customers to direct printed
output through an iSeries network and to other print servers. SNA or TCP/IP protocols
(LPR/LPD) can be used to transport the spool file and its attributes to the remote system.

This integrated operating system function supports printing of text, images, graphics,
barcodes, electronic forms, multiple fonts, logos, signatures, and more. As a result, it
provides the basis for business solutions like business reports, preprinted forms, customer
statements and invoices, and letters. Double Byte Character Set (DBCS) documents that
enable printing of Chinese, Korean, Japanese, or Thai characters are also supported.

0S/400 supports IBM and non-IBM printers, which vary in price, function, speed, and use.

Host Print Transform

Most printers are designed to work with a specific data stream, so OS/400 includes a function
to automatically transform the program-generated data stream to that required by the printer
to which it is sent. It is not necessary for the application to generate the correct data stream;
the system will automatically transform it as necessary at print time. Customization objects
are provided for over 125 popular IBM and non-IBM ASCII printers, such as Hewlett Packard
PCL, Lexmark PPDS, and HP LaserJet TIFF Packbit. An API brings the capabilities of Host
Print Transform to the iSeries application developer.

Printer Load Balancing

Local and remote output queues permit more than one active writer, allowing spooled output
on one output queue to be printed on multiple printers. In addition, a limit can be placed on
the size of spooled files printed during a specified time period. With these features, large print
jobs can be deferred to print during non-peak hours.

Communication and Networking

Connectivity to Remote Devices, Systems and Networks

0S/400 offers many integrated capabilities and functions that enable communications with a
variety of IBM and non-IBM systems, either in batch or interactive modes. This integrated
connectivity function provides customer solutions by enhancing the integration of business
systems. Worldwide standard TCP/IP or the traditional SNA hierarchy, as well as SNA peer
networks and SAA standards, are supported and offer the user the greatest flexibility possible
in network design now and in the future.
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Many network protocols are supported by Operating System/400. This support provides a
basis for integration of customer business systems, and thus, business solutions. The iSeries
servers support protocols and networks, some of which are listed here:

* 1 Gb Ethernet

e 100/10 Mbps Fast Ethernet

* |IBM Token Ring 100/16/4 Mbps Network
* ATM 155 Mbps LAN

* X.21

* X.25

e ISDN Data Link Control (IDLC)

* T1/E1/J1 and Fractional T1 Networks (high bandwidth)
¢ Asynchronous

* Binary Synchronous

* Synchronous Data Link Control (SDLC)

0S/400 includes the following communication facilities:

e TCP/IP Support

* Advanced Peer-to-Peer Networking (APPN)
* SNA/SNADS

e Autodial Support

¢ 3270 Device Emulation

* |ISDN Support

* File Transfer Support

* |IPX/SPX Communications

For a detailed list of Networks, communication facilities and protocols, see “Referenced Lists”
on page 789.

All of these facilities are part of 0S/400. Other communication facilities are available as
licensed programs, such as IBM Communications Utilities for iSeries. TCP/IP Utilities is
included with OS/400 (although not part of 0S/400) from V3R1 onward. These TCP/IP
Utilities are automatically shipped to all customers that order OS/400.

Network Computing

The network computing capabilities of the iSeries server allow electronic business to be
carried out over the Internet and intranets. The following functions of the OS/400 operating
system, in concert with the security and reliability of the iSeries server, help make it a market
leader in network computing.

e Support for up to 30 Lotus Domino Servers for iSeries V5.01 (5722-LNT)

* Support for Lotus Enterprise Integrator for iSeries (5722-LNP)

» Java for iSeries is integrated into the microcode for performance (5722-JV1)
e HTTP Server for iSeries (5722-DG1)
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HTTP server powered by Apache for iSeries (5722-HT1)
WebSphere for iSeries (V4R4) (5722-WA1)

Network Security is integrated

Lightweight Directory Access Protocol (LDAP) on the iSeries
Virtual Private Networks

Network Management Facilities

Several communications and systems management functions are available to manage the
iSeries servers. Some are integrated into Operating System/400, and some are
separately-priced features. These functions help manage and control local systems and
distributed systems that may operate within a network controlled by a host System/370 or by
another iSeries server.

Functions available for the iSeries server are:

e Systems Management in TCP/IP Networks
* Alerts support to NetView, System/36, System/38, AS/400
» Distributed System Node Executive (DSNX)

Security

Comprehensive Security for System Resources

The many levels of security available with OS/400 ease the job of system security
management. The level of security is set simply using a system value, as shown in the
following table.

Security | Description Use of this Level Considerations

Level

10 Minimal security No passwords are used. Any user can perform any function.

20 Password security Passwords are used to provide Any user can perform any function once

access to the system. they are signed on.

30 Resource security Passwords are required and object Users can be restricted to specific

usage can be controlled. functions.

40 Resource security Passwords are required and object Using unsupported interfaces is
and operating system usage can be controlled. Users can restricted.
integrity be restricted to specific functions.

50 Enhanced resource Passwords are required and object Parameter validation into the operating
securityandoperating | usage can be controlled. Users can system and restrictions on use of user
system integrity" be restricted to specific functions. domain objects. A security journal is

Using unsupported interfaces is provided that logs all security violations.
restricted.
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Security | Description Use of this Level Considerations
Level

Enables iSeries servers to operate at the C2 level of trust as defined by the U.S. Government. Refer to
publication DOD 5200.28-STD, “Department of Defense Trusted Computer System Evaluation Criteria”
(Orange Book) for details on the U.S. Government definition of C2 trust level.

The OS/400 operating system is distributed with the security level set to 40. A reference
manual is provide for implementing security Tips and Tools for Securing Your AS/400,
SC41-5300.

Network Authentication Service

Network Authentication Service provides APls to verify the identity of a user in a network.
Application programs can use these APIs to authenticate a user and securely pass on it’s
identity to other services on the network. Once a user is known, separate functions are
needed to verify the user's authorization to use the network resources. Network
Authentication Service is an implementation of:

* Kerberos Version 5 protocol as defined by RFC 1510

e Generic Security Service (GSS) application program interface (API) defined in RFCs
1509, 1964, and 2078

Many of the de facto standard Kerberos protocol APls that are prevalent in the industry today.
The OS/400 implementation is designed for inter operability with authentication, delegation,
and data confidentiality services compliant with these RFCs such as Microsoft Windows 2000
Security Service Provider Interface (SSPI) APlIs.

Security - New with V5R1

* Digital signature and object signing: Support for digital signatures on several
0OS/400 object types provides an even greater degree of integrity. Software providers,
or system administrators, can add digital signatures to software. They can use those
signatures to verify the source of the software and to ensure that the software has not
been changed since it was signed. This added layer of protection against altered
software, unintentional or malicious, is also being used by the operating system to
protect itself from unauthorized changes.

* Digital Certificate Manager (DCM) restructure and enhancements: The user
interface for DCM is redesigned to improve functionality and ease-of-use.
Enhancements include support for:

Certificate extensions

Storing the certificate private keys using the IBM Cryptographic Coprocessor (#4758)
Certificate Revocation Lists (CRLs)

Digitally signing objects and verifying the signature
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— Creating certificates using a Public Key Infrastructure for X.509 (PKIX) Certificate
Authority (CA)
— Adding and removing applications that use certificates

* Enhanced Password Protection: Support is added to the system to enable case
sensitive user profile passwords up to 128 characters in length with a larger character
set. This support provides greater security for the user profile password (new system
value: QPWDLVL). Before taking advantage of the longer passwords, we recommend
that you review the security reference manual for a complete description of the
potential compatibility arrangements when using the new support.

DB2 Universal

Integrated DB2 Universal Database for iSeries

DB2 Universal Database (UDB) for iSeries is fully integrated into the OS/400 operating
system software. It is not a separate product. DB2 UDB for iSeries offers state-of-the-art
database functions and open- systems, standards based technology, while providing the
maturity, stability, and ease of use that has become the trademark of the iSeries server.

The iSeries server can be used for both traditional, transaction processing and decision
support and data warehousing applications. Advanced parallel processing and advanced
query optimization techniques support queries of large decision support databases. An
integrated iSeries database offers many advantages. As an integrated part of 0S/400, DB2
UDB for iSeries is installed with the system providing automatic bring up and recovery
functions when the system is IPLed. Integration also allows the database commands and
display interfaces to have a look and feel that is consistent with the rest of the system. For
example, database objects are automatically included as part of the system-wide cross
reference facilities and the basic system administration commands for save, restore, security,
and object management can be used to administer the database. This allows the database to
exploit new system functions and hardware for improved availability, recovery, security,
concurrency, and performance as they are introduced.

Conformance to industry database standards, advanced functions, and distributed data
capabilities with supporting performance allows DB2 UDB for iSeries to operate equally well
with centralized database applications, or as the database server in complex heterogeneous
client/server networks. DB2 UDB for iSeries unique combination of function and reliability
make the iSeries the ideal database server for many customers' needs.

DB2 UDB for iSeries Open Standards-Based Interoperability

Support for client/server environments has been greatly enhanced by incorporating popular
database standards and transmission protocols. DB2 UDB for iSeries provides support for:
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e ANSI X8.135.1999, ISO 9075-1999, and FIPS 127-2 Structured Query Language
(SQL)

* |IBM's Distributed Relational Database Architecture (DRDA) Distributed Unit of Work -
Application Directed

¢ Microsoft's Open Database Connection (ODBC)
e Apple's Data Access Language (DAL)

X/Open's Call Level Interface (CLI) Supported transmission protocols for the iSeries include:

* Transmission Control Protocol/Internet Protocol (TCP/IP)
* Advanced Program-to-Program Communication (APPC)

DB2/400 database has been integrated into the operating
system since its conception. DB2/400 has been enhanced over
the years to include many new and emerging standards. The
integrated database is a full function database with features
competitive to other widely used databases. The fact that the DB
is integrated allows the operating system to control some of its
management functions and makes it easier to maintain than
competitive DB from other vendors reducing the need for a
dedicated Database Administrator. Integrated into the operating
system are its security functions, which allows a better security
model than other DB where additional tools may need to be purchased to provide these
functions.

The SQL Client Integration API allows providers of gateways and client/server solutions to
integrate their products with DB2 UDB for iSeries. Many iSeries customers have the need for
applications that not only access DB2 UDB for iSeries data, but also access data on other
databases platforms such as Oracle or Sybase.

It includes all the support necessary for new and existing database applications to run on the
iSeries server. Application development facilities are provided in the optional DB2 Query
Manager and SQL Development Kit for iSeries, the next evolution of the SQL/400 product.
This product includes Query Manager, an interactive panels and query builder for
user-developed report generation, and Interactive SQL, a prompted interface for running and
testing SQL queries. For the application developer, the SQL Development Kit provides SQL
precompilers and tools to assist in developing custom SQL applications in languages such as
C, Java, RPG, COBOL and REXX. Once created, the applications and queries can be run on
any iSeries server.

Support is provided for embedded static, dynamic, and extended dynamic SQL, together with
the IBM Distributed Relational Database Architecture (DRDA), Microsoft Open Database
Connection (ODBC), and Apple Data Access Language (DAL). A Call Level Interface (CLI)
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server mode is also provided that allows developers to write applications that perform
database serving for multiple users.

Distributed Database Support

0S/400 supports distributed relational database, SQL, and a wide range of data types,
including date and time. This support allows read and write access from an iSeries server to
another iSeries server or to any other DB2 family member. The CPI for database is
Structured Query Language (SQL). Customer investment in data is protected by this
distributed support, which allows data connectivity across platforms. Interactive access to
distributed database is possible using the prompted facilities of interactive SQL (ISQL). Both
are available in the separate licensed program DB2 Query Manager and SQL Development
Kit for iSeries (5722-ST1). Distributed file access between an iSeries server, CICS, PCs,
System/36, and System/38 is also available using Distributed Data Management, included in
0S/400. This support allows access to remote files by applications using file and database
interfaces.

Existing DB2 UDB for iSeries SQL applications, including applications using iSeries Client
Access SQL interfaces, can be easily modified with this API to perform database requests on
other databases. The data is returned to the application for processing as if it had come from
DB2 UDB for iSeries. With this support, the programmer's interface is the same whether
Distributed Relational Database Architecture (DRDA) or the SQL Client Integration API is
used.

Database SQL Portability

DB2 UDB for iSeries adds Java to the list of languages in which stored procedures can be
written. Stored procedures are an efficient method of performing SQL processing across a
network since one procedure can run multiple statements and logic to control statement flow
with minimal network traffic. Stored procedures written in Java are methods in Java classes.
Once a stored procedure is created and registered, and the Java classes are placed in the
correct file location, they can be called from any language that can execute SQL statements.

This includes running from remote systems with ODBC or DRDA. DB2 UDB for iSeries
performs the necessary setup to enable a Java virtual machine to run the methods, and
performs the conversion between SQL types and Java objects. DB2 CLlI, the call level
interface for running SQL statements from ILE programming languages, is now more
compatible with the ODBC standard. This makes porting applications written to the popular
ODBC standard much easier.

Access Paths

Access paths may be defined for files to allow access in either keyed or arrival sequence
order. Access paths are maintained when a change to the data occurs, allowing multiple
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users to be immediately aware of changes in the database and to access the current
information in their required sequence.

National Language Support (NLS)

Data in multiple national languages can reside in the same table and be accessed across the
distributed database platforms.

NLS allows customers to interact with DB2 UDB for iSeries and store data in their preferred
language, character set, and sort sequence. The ability to store double-byte graphic
characters and compare data in different character sets is also provided.

Conforming with Structured Query Language (SQL) standards supplies the industry standard
database access language with consistent data access across heterogeneous platforms. It
also provides conformance to IBM SQL Version 1, ANSI X3.135.1992, ISO 9075-1992, and
FIPS 127-2 standards. Support is provided for embedded static, dynamic, and extended
dynamic SQL. ANSI-and ISO-defined SQL procedures are also supported.

Large Object Support

With the addition of large objects (LOBs), DB2 UDB for iSeries can store and manipulate data
fields much larger than the current limits. An iSeries record with LOB fields can hold up to
15 MB of data. With the new LOB support, you can look to DB2 UDB for iSeries as a platform
for building applications that hold new data such as very large text, image, and audio.

DATALINK Data Type

The DATALINK data type extends the types of data that can be stored in database files. The
actual data stored in the column is only a pointer to the object such as an image file, a voice
recording, or a text file. The method used for resolving to the object is to store a uniform
resource locator (URL). This means that a row in a table can be used to contain information
about the object in traditional data types, and the object itself can be referenced using the
DATALINK data type. Datalinks also allow the referenced object to be “linked” to the
database to prevent modification or deletion of the object while it is linked to the database
file. This relationship is maintained by having the database interact with the file system.

User-defined Types

User-defined types are derived from existing predefined types such as integer and character.
You can create your own types for strong typing and creating functions for different types.
You can call a function for each row of a result set and return a value based on the
user-defined type.
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User-defined Functions

SQL now lets you define your own functions to use within SQL itself. This saves you time in
reusing common building blocks that you develop yourself. User-defined functions are
necessary building blocks to support the database extenders (extensions to support rich text
and multimedia search and manipulation) currently supported on DB2 UDB for iSeries.

Declarative Referential Integrity

Provides SQL database integrity support intrinsic to the database, eliminating the need to
code integrity constraints into each application program. This support ensures database
consistency by preventing conflicting data from being entered into the database.

User-accessible Logs

Journal entries (that is, records of database changes) can be searched and viewed
interactively, and may be retrieved by a user program for further processing or analysis. This
can lead to improved security or database integrity and is also an important component or
open access to the database.

Column-level Security

Access to individual table columns can be controlled for each user. Row-level locking
individual records (such as, records) are locked from simultaneous, conflicting access as
appropriate to the type of processing being done. Using commitment control, the user can
define a group of records all of whose locks are held until the user application declares a
multiple-change transaction complete.

Stored Procedures

Provides the ability to distribute the application workloads between clients and servers. The
ability to split an application program by executing the processing logic on the server and the
presentation logic on the client can provide increased performance over traditional requester
access. These improvements can be dramatic for applications requiring intermediate
processing of data, which can be performed at the server locally, instead of remotely at the
client.

Triggers

Provides for automatic program/procedure execution, based on user specified rules, before
or after database modifications.

Outer Join

The Outer Join function is another SQL standard compliant function that can improve both
query performance and function. Performance is enhanced with a syntax that allows SQL
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users to specify outer joins or exception joins, therefore reducing the number of queries
required. A NULL field is now returned when a file query does not find records that meet the
join criteria. This allows users to develop and use more efficient reports.

Alter Table

The Alter Table function enhances database administration while improving SQL standards
conformance. This function allows the user to add a column, drop a column, or change a
column's attributes for an existing database table. End-user productivity can be greatly
enhanced with this standard conforming function for database changes and administration.
Both SQL and native interfaces are provided.

X/Open Call Level Interface to SQL

Support of the X/Open standard for an SQL Call Level Interface (CLI) allows users to easily
access DB2 UDB for iSeries SQL functions directly from high-level languages (HLL) without
performing an SQL precompile. This standard CLI support also allows SQL access from
languages such as C++ that currently do not have another SQL interface or precompiler.
There is an option to enable writing applications that do database serving for multiple users
(server mode).

The X/Open standard CLI is supported on several other database platforms, which makes
SQL application portability to and from the DB2 UDB for iSeries platform even easier.

SQL Repeatable Read

Support of the standard compliant isolation level, Repeatable Read, enables users to ensure
that, if a specific query is issued in a unit of work multiple times, the same result will be
returned each time by preventing concurrent jobs from changing the queried data. This
isolation level also offers increased interoperability in distributed DB2 and DRDA
environments. Users can also now specify the isolation level (commitment control level) on a
per statement basis for the SELECT, UPDATE, INSERT, and DELETE statements. This
provides greater flexibility when executing under commitment control.

Access to Data Areas and Data Queues

DB2 UDB for iSeries includes support for transparent remote access to data areas and data
queues. Applications that use data areas or data queues for inter-process communications
can be distributed across multiple iSeries servers, providing new options as users move into
distributed iSeries networks and multi-tiered application models. Additional data queue
support is included in MQSeries for iSeries, a separately-licensed program, 5722-MQ1.

Two-phase Commit Transaction Management

Allows applications to access multiple heterogeneous databases simultaneously in complex
client/server and peer-to-peer environments using APPC sync point protocols.
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Data Replication

Provides automatic data replication facilities in distributed DATABASE 2 family environments.
Local shadow copies of a master database are automatically updated at specified intervals.

System-wide Database Catalog

Allows applications to query information concerning all objects on a system using a single
system catalog, instead of requiring separate catalog accesses for each SQL collection.

Multiple-level Concurrency Control

Provides read stability, cursor stability, uncommitted read, repeatable read, and no commit
isolation levels with row-level locking to support large numbers of users in complex
application scenarios.

High Performance Database Server (Centralized and Distributed Server)

The high performance iSeries Advanced Server and improvements in communication
performance combine to strengthen the position of the iSeries server as a high performance
database server. In addition, DB2 UDB for iSeries offers enhanced performance for both
centralized and distributed client/server database access, making the iSeries the database
server of choice for many computing needs. The following DB2 UDB for iSeries functions are
available to enhance application performance.

e Advanced SQL optimizer

Converts SQL requests into optimally efficient database access methods using proven
mathematical rules as well as query specific cost estimates. Optimal performance is
maintained over time by the automatic rebind feature, which redetermines access
methods based upon changes to the database objects and statistics.

e SQL Encoded Vector Indexes (EVIs)

This new type of index can be created through SQL and may improve query performance
— especially for long-running queries against large files using many selection criteria. An
EVI has several advantages over a traditional index with the same keys:

— Precise statistics about the distribution of key values are automatically maintained
and can be accessed much more quickly by the query optimizer than traditional
indexes.

— EVIs can be built much faster and take significantly less storage than traditional
indexes. Less storage means less main storage is necessary to run the query.

— The query optimizer can scan EVIs and dynamically build bit maps much more quickly
than from traditional indexes.
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Explain function

Examines and reports the access method used by individual SQL queries. The output can
be examined to determine whether the access method generated for the query could be
improved by query and/or database changes.

Multiple isolation levels. Four record locking options are available to fine tune application
performance:

— Read Stability (*ALL): Locks all rows read during transaction and maintains locks until
the transaction ends.

— Repeatable Read (*RR): Locks all rows read during remote unit of work and maintains
locks until the unit of work ends.

— Cursor Stability (*CS): Maintains locks on the current and previously changed rows
only, which can offer increased performance for multiple applications contending for
the same rows.

— Uncommitted Read (*CHG). Offers higher performance by not acquiring or examining
database locks for read-only operations.

— No Commit (*NONE): Provides the highest performance of the four isolation levels, by
not examining locks and disabling transaction management: the ability to either
COMMIT or ROLLBACK a transaction.

Block INSERT and FETCH

Provides applications with the ability to store and retrieve arrays of data directly, instead
of one row at a time.

Automatic record blocking

Improves client/server performance by returning rows to the client in blocks rather than
individually. Subsequent record access of the current block can then be performed locally
at the client without accessing the server. This ability is now provided for all isolation
levels.

Parallel data access

Queries returning or requiring DB2 UDB for iSeries to process large amounts of data
require significant 1/0 activity. Due to the iSeries' single-level store architecture, this data
is often spread across many physical devices. The parallel data access feature now
allows multiple internal DB2 UDB for iSeries tasks to be activated for each physical
device, allowing DB2 UDB for iSeries to transfer data from disk to memory faster than
with the previous single task I/O architecture.

Query Governor

Long-running queries can have negative performance effects for other users of a
database. The governor facility allows a time limit to be set for a query, so as to avoid a
single query from consuming unusually large amounts of resources, negatively affecting
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the performance of other users. Before the query is started, its run time is estimated, and
if the estimate exceeds the specified time limit, the query is not started.

Ease of Use and Management

The iSeries' reputation for usability and maintainability is unsurpassed in the industry. This is
due in part to the tight integration of 0S/400 and DB2 UDB for iSeries. Users do not have to
learn separate operating system and database functions, nor are they burdened with
maintaining the complex interfaces between multiple layers of software. In addition to
seamless integration, a rich set of utilities continue to be provided for easy management of
DB2 UDB for iSeries databases. Some of these utilities include:

* Online backup and restore: Allows database maintenance to be performed while
users are accessing and changing the database, providing around-the-clock
operation.

* Object level recovery: Allows restoration of a single file when necessary; it is not
necessary to restore the entire database to “fix” a single file.

* Roll forward and backward recovery: Allows database changes made after the last
backup to be reapplied after a restore, or recent changes to be backed out if the
database needs to be returned to a specific state. This can be done for a specific user,
time, or job.

¢ Audit trail: Maintains a record of database changes such as the user, program, and job
making the change.

Integrated File System

The Integrated File System is a part of 0S/400 that lets you support stream input, output, and
storage management similar to personal computer and UNIX operating systems. A file
system provides the support to access specific segments of storage that are organized as
logical units. These logical units on the iSeries server are files, directories, libraries, and
objects.

Each file system has a set of logical structures and rules for interacting with information in
storage. These structures and rules may be different from one file system to another. In fact,
from the perspective of structures and rules, the OS/400 support for accessing database files
and various other object types through libraries can be thought of as a file system. Similarly,
the OS/400 support for accessing documents (which are really stream files) through the
folders structure may be thought of as a separate file system.

The Integrated File System treats the library and folders support as separate file systems.
Other types of file management support that have differing capabilities are also treated as
separate file systems. The file systems are:

Operating System/400 (5722-SS1) 451



Operating System/400 (5722-SS1)

452

NFS: Network File System. This file system provides the user with access to data and
objects that are stored on a remote NFS server. An NFS server can export a network
file system that NFS clients then mount dynamically.

QDLS: The document library services file system. This file system provides access to
documents and folders.

QFileSvr.400: This file system provides access to other file systems that reside on
remote iSeries servers.

QLANSTrv: OS/2 Warp Server for iSeries file system. This file system provides access
to the same directories and files that are accessible through the OS/2 Warp Server for
iSeries licensed program. It allows users of the OS/2 Warp Server for iSeries
applications to use the same data as OS/2 Warp Server for iSeries clients.

QNetWare: The QNetWare file system. This file system provides access to local or
remote data and objects that are stored on a server that runs Novell NetWare 4.10 or
4.11 or to stand-alone PC servers running Novell NetWare 3.12, 4.10, 4.11, or 5.0. A
user can dynamically mount NetWare file systems over existing local file systems.

QNTC: Windows NT Server file system. This file system provides access to data and
objects that are stored on a server running Windows NT 4.0 or higher. It allows iSeries
applications to use the same data as Windows NT clients. This includes access to the
data on a Windows NT Server that is running on an Integrated PC Server.

The QNTC file system can communicate with Windows NT servers. This includes a
stand-alone server and any NTAP servers running in the domain. See 0S/400-iSeries
Integration with Windows NT Server, SC41-5439, for details.

Note: The QNTC file system lets you share data with servers that can communicate
using the Windows NT LM 0.12 dialect. The SMB server (iSeries support for Windows
Network Neighborhood) does not use the Windows NT LM 0.12 dialect.

QOpenSys: The open systems file system. This file system is compatible with
UNIX-based open system standards, such as POSIX and XPG. Like the root file
system, this file system takes advantage of the stream file and directory support that is
provided by the Integrated File System. In addition, it supports case-sensitive object
names.

QOPT: The optical file system. This file system provides access to stream data that is
stored on optical media.

QSYS.LIB: The library file system. This file system supports the iSeries library
structure. This file system provides access to database files and all of the other iSeries
object types that the library support manages.

“root” (/): The / file system. This file system takes full advantage of the stream file
support and hierarchical directory structure of the Integrated File System. The root file

iSeries Handbook



Operating System/400 (5722-SS1)

system has the characteristics of the Disk Operating System (DOS) and OS/2 file
systems.

UDFS: The user-defined file system. This file system resides on the auxiliary storage
pool (ASP) of the user's choice. The user creates and manages this file system.
Independent ASPs in V5R1 utilize the UDFS structure.

You can interact with any of the file systems through a common interface — commands,
menus, displays, and APIs. This interface is optimized for the input/output of stream data, in
contrast to the record input/output provided through the data management interfaces.

Note: The QNTC file system lets you share data with servers that can communicate using the
Windows NT LM 0.12 dialect.

Features

Support for storing information in stream files that can contain long continuous strings
of data

A hierarchical directory structure

A common interface that allows users and applications to access not only the stream
files, but also database files, documents, and other objects that are stored in the
iSeries server

A common view of stream files that are stored locally on the iSeries server, an
Integrated Netfinity Server for iSeries, or a remote Windows NT server

User applications can store and manipulate stream file sizes up to 256 GB in the root
(/), QOpenSys, and user-defined file systems

A set of 64-bit UNIX-type APls and easy mapping of existing 32-bit UNIX-type APIs to
64-bit APIs.

Threadsafe Integrated File System API interfaces to access objects in a
multi-threaded job

Text file I/0 to convert between CCSIDs with characters of differing lengths

PC created files (even read only files) can be managed through a command and API
interfaces

Copy whole sub-trees on the iSeries without using an interactive interface or
user-written programming

Pipes and First In First Out (FIFO) objects provide program to program communication
through file system objects. The dev/null character special file can be written to
forever, but is always empty when read. dev/null is useful for applications to discard
output from sub-applications without changing the sub-application.
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e Stream /O support save files. This allows you to extract the contents of a save file
through all sorts of methods, transport it through the network using stream file
protocols and place it back into another save file.

* File system APIs support parameters and buffers in Teraspace for large 1/0s

» Deadlock detection to help diagnose applications with conflicting lock ordering

Benefits
The Integrated File System offers the following benefits:

e Fast access to OS/400 data
e Efficient handling of stream data, including images, audio, and video

* A file system and directory base to support UNIX-based open system standards, such
is POSIX and XPG

* File management through a common interface

* Consistent use of object names and associated object information across national
languages

Extended Online Help and Support in 0S/400

Ease of Installation, Use, and Maintenance

Operations Console

The iSeries supports a directly-attached, full-function 5250 PC console that includes a
graphical control panel application. The user interface of the control panel application
resembles its hardware counterpart. The console emulator application (PC5250) serves as
the console “device” of the iSeries. The graphical control panel application permits remote
entry of most of the functions supported by the hardware control panel mounted on the front
of iSeries server units. Control panel functions such as power up/down, re-IPL, mode
changes, etc. are supported.

The console and control panel applications can be used together or separately, but each
requires its own direct cable attachment to an iSeries server. Each cable must be purchased
separately from IBM for the iSeries model being used. Both cables are only available in a
single length of 6 meters.

Operations Console: Remote Capabilities

The direct-attach Operations Console can also serve as a gateway for a remote, dial-in
Operations Console. The remote Operations Console can also be configured to run the 5250
emulator application and/or the graphical control panel application. Both applications in
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general make it possible to perform the majority of system operations tasks, for example
back-up and recovery, with the iSeries servers and the managing staff in physically separate
locations. The connection between the remote and direct-attach Operations Consoles uses
Windows dial-up networking (PPP) with the direct-attach Operations Console using Windows
NT Remote Access Service (RAS) for access.

See “iSeries Operations Console: Direct Attach, LAN, and Remote” on page 685 for details
on Operations Console and cabling requirements.

Software Requisites

The applications are included on the iSeries Client Access for Windows 95/NT CD-ROM
shipped with OS/400 V4R3 or later release. The Operations Console applications are
installed and used on PCs using the Windows NT Workstation 4.0 or Windows 2000 (required
for the direct-attach Operations Console when it serves as a remote console gateway) or
Windows 95/98 operating systems. OS/400 V4R3 or later release is always required for direct
and remote 5250 console attachment. However, the control panel application will function as
a stand-alone application with any IMPI or RISC “black-box” system.

Menu Interface

System-supplied menus to most system functions provide a task- oriented approach so that a
user unfamiliar with control language can set up and use Operating System/400. The menus
use an object-oriented approach by providing list of objects for the user to work with. A fast
path gives quick access to system functions for the more experienced users.

Online Help

The iSeries help facility provides comprehensive explanations of display functions to help
users be more productive. The index search facility can be used to request help for a task
that involves multiple displays. Index search includes many synonyms so that users may ask
for information in their own words or in the terms used by the system. The help information
provided is determined by the current location of the cursor on the display. It may be specific
to a field or line on the screen, or to extended help on the use of the display as a whole.

Prog