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ABSTRACT

This report covers thé%S-month study period from October 22, 1966 through
January 27, 1967, The major technical accomplishments achie}‘ied during that
time were as follows: 4
° ‘Preplp,ra_.tion of a program plan for prOposedf' follow-on
effort in Phase II. v

i

o Definftion of a classification hierarchy of flight program
modules in conjunction with development of an on-board
multi-mission planner.

Calculation of total impulse and time-to-rendezvous for a
general two-burn rendezvous technique and the three-burn
Varia;.ble Point Guidance technique. Both techniques are
being considered for preliminary trajectory calculations
as part of on-board mission planning.
¢

° Development of an optimization algorithm for use in mission

planr%ng. The algorithm has been programmed for computer
use and is being employed to determine the benefits of
trajectory optimization.

J

N

° Development of explicit guidance equations for the exo-
atmospheric phase of ascent guidance.

® Study of range safety and the restraints and requirements
applicable to quick reaction guidance and targeting.

° Completion of functional flow diagrams and descriptions of
major routines in the On-Board Executive System.

° Definition of major support software requirements of the
Ground Operating System including Multi-Mission Library,
flight program configurator, assembler, and simulation
facilities. ‘

[ ]

e Estimation of memory size and speed for some of the functions
to be performed by the on-board computer.

Initiation of study of tasks to be performed by the man in the
guidance and targeting loop, ‘

w)

¢
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SECTION 1 .

INTRODUCTION

" This report presents a summary of technical accomplishments during the second
quarter of the Quick Reaction Guidance and Targeting Study (QRGT) and covers the

period from October 22, 1966 through January 27, :1967. The study is being con-
ducted for Space Systems Division of USAF by Space Systems Center, Federal
bystems Division, IBM,, Endicott, New York under contract AF 04(695)-1078.

Work was initiated on August 1, 1966; a summary of the first quarter's effort is
containéd in IBM Report No. 66-M21-003, "QRGT First Quarterly Summary Report",
November 1966 ‘Q

The over-all objective of the study is to develop techniques and software for mission
planning, targeting, and guidance which significantly reduce the anticipated costs

of preparing software and the anticipated reaction time for future military space
missions,

Major reductions in costs and reaction time will be made possible by advanced general-
purpose digital computers with increased computational capacity in the spacecraft

of the future. The central studyttask, therefore, is to develop guidance equations

and software programs which utilize the on-board computer in an efficient manner.
These equations and programs should haverminimum dependence on spacecraft
configurations and mission objectives and should allow specific missions to be planned,,
targeted, validated, and performed without support from a large ground-based
computer facility or a large number of highly skilled engineers. Equation development,

~ software preparation, trajectory studies, flight profile planning, etc., will become,

ideally, a one-shot process for a wide range of vehicle configurations and space
missions,

Study efforts are organized under 'tvhes‘é'fiv;é:b_’_a;si,c':ﬂﬁtasks:

‘e Program Management (Task 1)

Technical guidance, program administration and control, and
preparation of program plans and reports.

o Integrated System Definition (Task 2)

Study of missions, guidance and navigation systems, booster and upper
stage vehicles, and development of improved guidance equations and
on-board mission planning, targeting, and validation techniques.

) oraputer Interface (Task 3)

T A

ztion of computer speed, memory, and precision require=
evelopment of advanced software organization for space=
ciarnd compufer programs,
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e Displays (Task 4)

Determination of the function of man in the guidance afnd targeting
loop and sp?mﬁcatmn of the information reqmred for dmplays
and controls.
%
. Error Analysis (Task 5)

Preparation of a guidance and targeting error model.
.
Detailed task descriptions are presented in IBM Report No, 66-512-003, '"Quick
Reaction Guidance and Targeting Study Program Plan (Revised) for Phase I',
August 30, 1966 and IBM Report No., 66-M21-005, "Preliminary Phase Il Program
Plan', 7 December 1966,

Major accomplishments during the past 3 months are summarized in the subsequent
sections, by study task. In addition, detailed supporting information is presented
in the Appendices. A glossary of peculiar terms is provided in the final appendix
for reference purposes.

To facilitate review of th»? major technical accomplishments to date, all classified
material has been segregated and is contained in IBM Report No. 3-260-0012, which
forms a supplement to tlis quarterly report. :
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SECTION 2
SUMMARY OF TECHNICAL ACCOMPLISHMENTS

PROGRAM MANAGEMENT (TASK 1)

-INTRODUC;TION -
S : j

In addition éo continuing efforts on technical guidancé and program
control, & preliminary plan for Phase II was generated during the
past quarter. One technical direction meeting was heldcat SSD on
December 21"‘-&-22.

PROJECT PLLANNING REPORT

A planning report entitled "Preliminary Phase II Program Plan'",

IBM Report No, 66-M21-005, dated December 7, 1966, was
submitted, This document presents the proposed follow=-on activity
to the current Phase I contract. As defined in the planning report,
the objectives of Phase I are:

o Develop an approach to the implementation of the QRGT
‘ concppt _
' Identjfy problems

Suggést and test.solutions.

Evalyate advantages of approach.

Give evidence of feasibility.

The objectives of the proposed Phase II effort are:

o' Demonstrate feasibility of the proposed concept.

" Provide an accurate estimate of theccomputer requirements.

e ' Define hardware requirements for the 1ntegrated guidance

" system. ~

o ' Define the requirements of on-board and ground software.

e Define an implementation plan for the generation of thls
software.

The proposed program for Phase II is closely integrated with Phase

I within the framework of the five basic study tasks. The major

characteristics of the technical approach to be followed in Phase I and
Phase Il is a two=-pronged effort for reducing software preparatlon time

and costs, Namely:

e Ilmproved guidance algorithms which eliminate mission dependent
ore-computations, reduce and simplify vehicle dependent pre-
computations, treat constraints explicitly, and provide a high
iegree of autonomy.

i ced system of ground and spaceborne goftware and

reg which provide a2 highly automated method for

renersiing, r,a@mfy,,ﬁg and validating flight programs.,

R
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The planning document also included budgetary estimates of the
manpower and cost of the proposed program together with $uggested
efforts to para.llel the QRGT software contracts.

As a reshlt of a review of the Phase I program status and the
proposed Phase IB plan at the technical direction meeting beld December
21 and 22, the follpwmg specific efforts have been undertaken on Progran‘i
Management

e Task and subtask descriptions are being clarified, schedule
for efforts detailed, and the interrelationships between
subtasks identified. PERT-type charts are being prepared
covering the Phase I activity and the proposed Phase II
program.

" o. The requirements of Phase Il are being studied in the light

_¢. of an operational indoctrination by 1970. Application of the
QRGT concept will be considered for existing Air Force
programs as well as anticipated programs.

‘e The existing plans for Phase I and the proposed Phase II
effort have been reviewed with personnel from IBM's
Saturn launch operations.

A Project Planning Report incorporating the above items for Phase
I and Phase II is in preparation.

'2.1.3  TECHNICAL DIRECTION

A meeting was held at SSD with Air Force and Aerospace personnel
on December 21 and 22, 1966. Major topics were: :

L.;\V".“‘;, General review of program objectives.

o Current and pfojevcted status at end of Phase I.
e Review of‘bfirst quarterly report.

"‘ o Discussion of preliminary Phase II program plan.

As a result of technical direction received, the following action has
been takon:

% & study has been made of range safety operations and the
reguirements on mission planning and other aspects of
“{see Task 2).
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o  Effort on the organization and modularization ;'of mission
program elements has been increased in conjunction with
deviglopment of the mission planner (see Task 2).

e A stndy of the role of man has been initiated to identify
the ma.n/ma.chme interface and generate dlsélay information.
requlrements (see Task 4). !

2.2 . INTEGRATED SY‘,STEM DEFINITION (TASK 2)
2.2.1 INTRODUCTION

An integrated approach is being taken to the design of the guidance and
navigation system. The impact of quick reaction guidance and targeting is being
established at all mterfaices with the guidance system, and system requirements
are being coordinated w»&th the design of the on-board computer (Task 3) and dis-
plays (Task 4).

}f}*@«

U

. The efforts in Taﬁk 2 fall in the following categories a.nd are be1ng pursued

m parallel

\ o Analys 1534
T : Study of the spectrum of military missions.
Y5 Study of range safety restraints and requirements

‘®'% Systems Engineering

o ii.. Booster and upper stage requ1rements
71 Final stage vehicle requirements.

Configuration of multirmiisdionguidance and navigation system.

Specification of component development requirements

Ground support equipment requirements.

" @ . Guidance Techmques

L ~ Trajectory generation for mission plannmg
Explicit equations for ascent and orbital maneuvers.
Reentry guidance of lifting vehicles

'@ System Software Requirements

~ On-board multi-mission planning L
On-board trajectory optimization.

On-board targeting ‘

Cm-heoard validation,

e

past quarter have concentrated on development of guidance
tware reqguirements,




2.2.2

include:

SUMMARY OF ACCOMPLISHMENTS

Significant accomplishments of Task 2 during the gecond quarter
¥ /

e Definition of a classification and modularization scheme for
flight, program elements which will be of usefin the develop-
ment of on-board mission planner. '

 - Contiﬁued progress in the definition of the on-board mission

planner.

e Development of techniques for generating preliminary trajec-

tories for mission planning. Total impulse and time require=
ments for rendezuous were calculated for two techniques.

~® Progress in the development and use of an optimization routine

for tb(e mission planner,

o A preﬁliminary investigation of range safety requirements and
gener%,tion of some tentative suggestions for satisfying these
requirements without undue sacrifice of quick reaction capa-
bility.

ib "' Progress in the developmentv of an explicit, nearly optimal,

algorifthm for three-dimensional ascent guidance.
° 2 Progrﬁ;ess in the development of guidance equations for re-entry.

Vi.
£

e e, St PSRN
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2.2.3 MODULARIZATION OF MISSIONS

A missibn classification hierarchy has been defined to aid the
development of both the on-board mission planner and the flight program
organization. Thp levels in this hierarchy are: Set, Class, Mission,

. ¥

Phase, Function, Mode, and Element. i

The presently defined QRGT missions have been broken down within
this hierarchy to indicate the mission phases, the major functions performed
in each phase, and the particular mode of operation required.

The classification concept and the mission breakdown appears in
Appendix A,

2.2.4 ‘ON-Y-'BOAR,D MISSION PLANNING FUNCTION

LI s

mission planner. Jn line with the classification hierarchy discussed in
Section 2. 2. 3,a Migsion Planning Function has been defined and its require-
ments identified b)§ categorizing its Modes. The Modes presently defined are
Preliminary Tra_]egztory Generation, Trajectory Optimization, Mission
Safety, Tragectory‘Selecuon, Targeting, Flight Program Identification
Validation, and Plan Update. Figure 2-1 represents a functional flow of

the mission planner; the modes of this planner are described in Appendix B.

A continugg activity has been carried on to define the on-board

Work on the first two modes is discussed in Sections 2.2.5 and
2.2.7, respectively. Preliminary considerations of Range Safety require-
ments, which constitute the main role of Mission Safety during Pre-Launch
and Ascent, are found in Section 2.2, 10.

The remainder of the activity during the last quarter has been
consideration of the related areas of Flight Program Identification, Valida-
tion and flight program organization. The last item is a Task III activity
but it bears directly on the first two. The first step in this consideration
was a modularization of all missions as described in Section 2.2.3. The
next step, presently in progress with Task 3, involves a more detailed look
at representative programs required to implement the various QRGT missions
with the objective of defining Mode and Element programs. Presently, the
latter program is considered to be the basic, on-board module for generating
a flight program. But, at the same time, it is felt that the most efficient

: will be at least at the Mode level because:
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o The memory saved by commonality at the Element level
will generally not be sufficient to justify the additional
complexity of the programs needed for on-boagrd assembly
of a; flight program from numerous small modules.
Speééia.l cases can be made for any Elements which do
justify commonality. j

o Assembly of a flight program from numeroys small modules

creatgs a severe problem of on-board validation. Pre-

asserf;bly into larger modules, which are pre-validated as
units,/ greatly reduce this problem.

If the on-board system has an Auxiliary Memory Unit (AMU), the
""best'' module size may be at the Phase level, with duplications resulting
in just a longer tape, to further reduce the identification, assembly, and
validation problems. In this case the Flight Program Identification Mode
reduces to basically naming the Phases and their sequence, and the valida-
tion Mode involves checking targeting data and program sequencing (as
the Phase module iﬁ:an be validated off-board).

v

2.2.5 PRELIMINARY TRAJECTORY GENERATION

The Mission Planning Function described in Appendix B initially
generates several preliminary trajectories and then improves some or all
of these trajectories by utilizing an on-board optimization routine. The
optimizer seeks the ''nearest'' local minimum of the cost function. Thus,
it is desirable to have several preliminary trajectories to increase the
chances of obtaining an absolute minimum. In some applications the on-
board computer may not have the capability of performing on-board
optimization. In these applications the preliminary trajectories must
include at least one which is feasible. '

This section covers the progress in the development of preliminary
trajectories for orbital rendezvous from a parking orbit. (Direct ascent from
launch to rendezvous is discussed in the Ascent Guidance section). Trajectory
prescriptions presently under consideration for rendezvous from a parking
orbit can be classified in five groups: ‘

. ® General two-burn rendezvous maneuvers. L

®»  Optimal two-burn orbit transfer with impulse splitting
- fur rendezvous,

@ Three-burn rendezvous maneuvers,
sz io Polnt Guidance (VPG).

® IMaodifications to VPG,

9,
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For two-burn rendezvous, IBM has developed a Rendezvous/Intercept
Routine with Option A- 4 called RIA4, which is discussed below and compared
with the rendezvous tr,ansfers generated by VPG. : !

" The Rendezvous/Intercept Routine 5

The fundamenta;!. idea in the rendezvous/intercept routine is that the slope,
m_, of the transfer trajectory at arrival is a pre-determmed f}nnctmn of the range
angle of transfer G , 1% ,

l
k

l"% . '
my =My ('fa ' ro) .

The range angle is adju;&ed to insure proper phasing of the S/C and target. The
time of the first burn isthen varied to seek a local minimum of the payoff function
which, in this case, is t*j'\e total impulse required for rendezvous. There are several
different functional rela}ionships available for computing m_ in this routine. A
modification of the equa]l change in'slope criteria, Option A-4, has been employed
J:’p the numerical result] i which follow.

Figure 2-2 showq a typical behavmr of the total 1mpu1sq as a function of
the time of the first bunﬂ. In each subsequent revolution of the S/C in the
park1ng orbit the graph has two local minima. The first branch of the curve
corresponds to range an les of transfer greater than 180° and the second for

@ less than 180

.*‘J

- The RIA4 and VE?,G techniques give many solutions of the rendezvous problem.
Numerical results for t1¥e least impulse and the least time of rendezvous solutions
are described in Appendix C. These results show that the two-burn technique RIA4
compares favorably, in 3};1me and fuel requirements, with the three-burn VPG
technique. The RIA4 technique requires more computations but less storage than
VPG since most of the RIA4 routine would also be used in active guidance. The
optimization of the two-burn transfers should require a considerably smaller
number of computations than that of the three-burn transfers. Further testing
with other orbits is anticipated.

The results of optimization experiments will determine (a) the relative
merits of RIA4 and VPG as generators of initial trajectories for optimization,
and (b) the amount of improvement obtainable by optimization. In some cases, this
improvement will be small, indicating the feasibility of using RIA4 or VPG without
optimization in certain applications.

>

H

O
~
Q
.

reriy Summnary Report, November 1966, p. D-15,

10
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2.2.6 DEVELOPMENT OF OPTIMIZATION ALGORITHMS

For experxmental study of optimization algorz.thmq/ and their appli-
cation to m1ssxon* planning, IBM has developed a program jalled DSOP

(Direct Search Ogjtimization Program). This program is described in detail
in Appendix D. DSOP consists of a number of subprograms which combine

to form optimization algorithms. The principal subprogréms of DSOP are
PMS (Pattern Move Search), EMR (Explanatory Move Routme), and UNIVAR
(Exploration by a quuence of one-variable searches). EMR and UNIVAR
are alternative subyoutines of PMS. Possible future developments include
modifications of UNIVAR and/or EMR, development of new subroutines to
replace UNIVAR and EMR in PMS, and development (or acquisition) of new
algorithms to complement or replace PMS.

The algorithms were initially developed and tested for optimization
without constraints, and subsequently modified to incorporate simple con-
straints (bounds on the independent variables). More general constraints
are presently handled by a penalty-function technique. Future improvements
under consideration include (a) techniques for accelerating convergence, and
(b) techniques for i @andlmg general equality or inequality constraints.

The opt1m§1zat1on algorithms of DSOP have been successfully applied
to a variety of test";problems. In particular, the PMS-UNIVAR combination
has been successfully applied to the optimization of orbit transfer trajectories;
these experiments are described in Section 2,2.5 above, and in Appendix C.

In addition to support of these experiments, and various modifica-
tions and tests of DSOP, effort during the last quarter has been devoted to
a survey of the state-of-the-art for optimization algorithms, and to con-
sideration of possible next steps in the development of PMS and its sub-
routines. Also, consideration has been given to the possibility that some
existing optimization program may offer a useful alternative to, or comple-’
ment to, the use of PMS in further trajectory-optimization experiments.
A program listing for Powell's 1964 ''conjugate gradient' direct search
algorithm1 has been obtained, converted to FORTRAN 4, debugged, and
incorporated into DSOP for convenience. In preliminary experiments with
simple test problems, Powell's method has shown performance considerably
superior to PMS. This algorithm has no provisions for handling constraints
of any type, and modifying it to handle constraints (in any way other than by
penalty functions) is a nontrivial problem. However, the quadratic conver-
gence of Powell's method may possibly make it an efficient constrained
optimizer using penalty functions.

1 ;5;.;.1,.:,:6 doosdsd, ., YAn Efficient Method of Finding the Minimum of a
unciion oi Several Variables ~without Computing Derivatives', Com-
puter Journal 7, p. 115, 1964.

- 12
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Also, experiments were performed with a modified version of
UNIVAR incorporﬁting some features similar to Powell's method. This
modified UNIVAR/showed a significant acceleration of conyergence. It
was less efficient than Powell's algorithm, but this was expected since
it was an experimental combination not designed for efficiency.

¥

In c00pe1%a.tion with the ascent guidance subtask (Section 2.2.8),
a rapidly convergént method was developed, and successfully tested, for
systematically varying five parameters to minimize an objective function
(the total burning t{me) while accurately maintaining three equality con-
straints (required-velocity conditions). The method used a secant method
for maintaining the constraints, and a simple version of Powell's conjugate
gradient method for finding the minimum. The details of the method were
specialized to the ascent problem, but the principles are general, and may
be incorporated in a modification of DSOP at some later time.

During the next quarter, the effort devoted to algorithm development
will diminish, since emphasis has now shifted to application of available
algorithms to misgion-optimization experiments. A demonstration of
mission optimization with existing, possibly quite inefficient optimizers is
an important contz%ibution toward demonstration of QR feasibility, and is
more urgent than improvement of efficiency. Major improvements in
efficiency may be expected to result from the further development of optimi-
zation algorithms, which is being actively pursued by IBM and many other
organizations.

2.2.7 TRAJECTORY OPTIMIZATION

A procedure has been defined and equations written and programmed
for formulating N-burn or bit transfers with or without rendezvous, in a
form suitable for trajectory optimization by direct search techniques. This
program is being used with the optimization algorithm discussed in Section
2.2.6 to determine local time=-optimal or full-optimal orbit transfers with
or without rendezvous.

The complete program will represent the Trajectory Optimization
Mode of the Mission Planning Function for all orbital maneuvers (the Ascent
Phase will be added later) and will be combined with the Preliminary Tra-
jectory Generation Mode which provides the initial trajectories to be optimized.
- In its present form, the starting solution is specified by:

e ‘2;.:0 - Initial Orbit Ephemeris

B ., V., %, = Target {or Final) Orbit Ephemeris

13 V-
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A

i
vy

Number of burns (Presently N4 5) I_b
j

Rendezvous Indicator (Yes or No) Jf

- Optimization Requirement (Min time or Min fuel)

I
]

Time of lst burn
Time of Nth burn

. , .th
Radius magnitude at i~ burn

Plane Change angle at (i-l)St burn

Slope (tangent of flight path angle) at
arrival at ith burn

Slope at arrival at last burn (not necessary
for rendezvous case)

and additional conti-ol parameters for the search routine.

The aboveg trajectory parameters (t., to ma ) are systematically
varied by the sear{:h algorithm to minimize %he pay off function (the time or
fuel required for the maneuver). Inequality constraints on the trajectory
parameters are handled by the search routine and functional inequalities are
handled by penalty terms in the payoff function. The present program
includes only a constraint on the total A V which is limited to AV max’ 20
input quantity.

The initial test problem, an unconstrained two-burn orbit transfer
without rendezvous, was successfully run. The second test case, uncon-
strained two-burn rendezvous, encountered trouble because the time-of-
flight routine was restricted to elliptical orbits, while during the search
routine the transfer arc was sometimes hyperbolic. Herrick's universal *
time-of-flight equations have been substituted and additional changes incor-
porated so that 180° and:360° (phasingtorbit)trajectories can be handled.
For 2 180° transfer between the last two burns (when N >3), the transfer
defined (the trajectory parameter d\’ defines the plane for the
This trouble was resolved by addmg to the program a one-
earch for the plane that minimizes the sum of the last two
> case of a phasing ellipse (such as a VPG Full Orblt Phasing
v angle between two burns in a rultiple of 360° and the

- 14
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Required Velocity routine would give a value of zero. The addition to the
program treats this case as an impulse splitting problem by analytically

calculating the two co-linear velocity impulses necessary to maintain the
geometry and pha.smg

With the &bove changes incorporated, the seconditest case was
successfully run. "“-"This case corresponds to an optimization of the Rendez~
vous -Intercept Opi%on A-4 example which appeared in the December Monthly
Report (Table I, page 10, which is the same as Run #l, target true anomaly =
0° in Appendix C) ahd resulted in a total impulse of 11, 493.963 feet/sec.
and a rendezvous time of 13, 879.676 sec. This compares with the Optimum
2-Burn Rendezvous results (11, 494 and 13, 870 respectively) appearing in
the same report which was obtained with an IBM Grid Search Program.

The third test case exercised was the fuel optimization of a VPG
result for the same problem as above. The input was a VPG Bielliptic
Chase option with no high altitude pure plane change burn which requires
13,528 feet/sec. af AV and 19,920 sec. for rendezvous (Bielliptic b,
Table I, p. 10 in Jecember Monthly Report). This input involves a 180
transfer between ae last two burns of a three burn rendezvous. The
local optimum corgesponding to this case was found to require a AV of
12, 858 feet/sec. aéd rendezvous occurred at 19, 713 seconds, which is
a savings of 670 fps. in AV and 207 seconds in time.

The N-burn Orbit Transfer Optimizatian Program will be employed
to investigate VPG and Rendezvous Intercept solutions for various target
geometries and phasing. This will allow for the generation of trajectory
data so that comparisons can be made between both the starting solutions
(non-optimal) and the resulting optimized solutions. This information will
be used to evaluate techniques to be used in the Preliminary Trajectory
Generation Mode (see Section 2. 2. 5).

2.2.8 'ASCENT GUIDANCE

One of the objectives of the QRGT study is to develop guidance
equations which are completely explicit, in the sense of not requiring off-
board precomputations, and which are suitable for use in on-board mission
planning. For the exo-atmospheric phase of ascent guidance, this develop-
ment was essentially completed during the second quarter. An oral presen-
tation of the ascent guidance technique was given at the Aerospace Corporation
or January 16, 1967. A written report is expected to be completed in
February. h
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The ascent guidance has two principal modes: ascent for orbit
injection, and ascent for intercept or rendezvous. For both modes of
ascent guidance, ta three-dimensional form of the linear-tangent steering
policy has been 1mp1ernented The linear-tangent steering policy is a
well-known optimal solution of the flat-Earth ascent problem with no time
constraints, and ig nearly optimal in the round-Earth case, for typical béoundary
conditions. A novel integration technique, combining anallytic.expressions
for:certain thrustvzntegrals with a rudimental predictor-corrector method,
is employed to ra.p‘if‘%dly and accurately predict trajectories for use in
iteratively computi;{_)g the steering coefficients and thrust cut-off time.
(This integration tgchnique is described in the First Quarterly Summary
Report, which inclides a complete description, with equations, of a two-
dimensional versign of the proposed ascent guidance scheme.) In the orbit
injection mode, fiye equality constraints are simultaneously satisfied at
thrust termmatmn, three velocity components, and radial and out-of-plane
position c0mponen‘ts In the direct -ascent-to-intercept mode, an optimi-
zation technique s#stematlcally varies pitch rate and yaw rate to minimize
burning time wh1135 'maintaining three quality constraints (the conditions for
intercept at a spedified time). Direct-ascent-to-rendezyvous is the same,
except that the quaptity minimized is total burning time, including the
accommodation bugn for rendezvous. This burn is estimated by the
impulsive apprOxirgiation.

Coplanar g.scent for orbit injection was demonstrated in November.
Coplanar direct- as}‘cent-to-mtercept was developed and demonstrated in
early December, }n late December the ascent-for-orbit-injection mode
was expanded to three-dimensional form and demonstrated for ascents with
dog-legs as large as 40°. In early January, the direct-ascent-to-intercept K
mode was expanded to a'three-dimensional form, and direct intercepts with
dog-legs as large as 40° were demonstrated. In both ascent guidance modes
the ability to predict time of cut-off within 0.7 seconds, when the time
remaining until cut-off is greater than 550 seconds, has been repeatedly
demonstrated. Orbit injection errors have always been less than 0.01 feet/
second in velocity and 10 feet in position; intercept errors have been less
than 10 feet.

In the future, a minor revision of the direct-ascent-to-intercept
implementation will be made which will replace the two-dimensional diretct .
search for optimal pitch and yaw steering rates with an alternative procedure
bag@a on a transversality condition, Direct comparison with a theoretically
) trmecmry will be made to quantitatively determine the degree of

w7 ©f both the explicit ascent guidance modes.
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The ascent guidance equations are also usable for :"orbit transfer
guidance. The two modes of ascent become two modes of grbit transfer;
orbit transfer for injection into a new orbit, and orbit transfer for inter-
cept or rendezvo?s. 4

During tl-ie next quarter, the study effort in the area of ascent
guidance will be dpvoted to (a) completing and documentinjfg the guidance
equations for the exo-atmospheric phase of ascent, (b) dgveloping equations
for the atmospheri?: phase of ascent, and (c) studying the integration of

ascent guidance with orbit transfer guidance and with mission planning.
1
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2.2.9 RE-ENTRY GUIDANCE

¢
?

The guidance policy selected by IBM for the re-entry phase
(predxcto:@ guidance) uses the relative location of the destination
within the) sinstantaneous footprint to determine maneuver
commandq; (bank angle and angle of attack) which will maximize
future freedom of choice, by attempting to move the destination
point into the interior of the footprint, These commands are
overridden; when necessary, by modifications which ensure
that thermal, g-load, and controllability constraints will not be
violated, The footprint boundaries are computed by integrating
simplified equations of motion forward to the terminal altitude,
Some of the advantages of predictor guidance are:

o Predictor guidance is independent of preflight
- simulation, That is, predictor guidance is self-
contained and independent of the trajectory or
landing site,

o, The footprint and the enclosed destination makes a very
;desirable display from which the pilot may monitor the
flight or control the vehicle, The continuous footprint
‘display allows instant determination of alternate landing

sites.

e The presence of a faster than real time simulator, the

~ predictor, on-board the vehicle allows the future
flight conditions to be determined and 1Sp1ayed to the
pilot,

e In general, the footprint predictor is not dependent on
-a simplifying constraint, such as constant drag or
equilibrium glide. Thus, the footprint-defining trajectories
may be optimized :{of particular importance is cross-~
range) if facilities are available to do so,

The two simplifications made in footprint generation are: (a) approximating
the cosine of flight path angle by unity, and (b) an approximate

treatment of earth rotation effects, Preliminary simulation results

have shown that the errors resulting from these approximations are
acceptably small: less than 10 nautical miles in the worst case, and usually
less than 5 na&tical miles.

;anization of the footprint computation is shown in Figure 2. 3;
=4 shows the over-all organization of re-entry guidance. .

18
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2.2.10 RANGE SAFETY

2 2.2.10.1 Range Safety Requirements and their Relation to Quick Reaction

‘ B
Range safety requirements must be met during the Pre Launch and

Ascent phases of allmissions, except (possibly) for certain m1ssxons whose
urgency is so great that a partial waiving of range safety requxrements can
be justified. This w;,ll not usually be the case. :

Some requ1rements for range safety are not closely related to mission
planning, guidance, o; targeting, and will not present any serious problems
relative to quick reaction, although they must be considered at various stages
of the design and development of the vehicle and associated ground systemns.
Examples of range safety requirements of this type are:

Flight Termination System Approval

Missile Ground Safety Systems Approval

Non-Cooperative Launch Restrictions

On-Board Tracking Aid Requirements

Documentation Procedures.

4 ,

Other range safety requirements present problems of varying degree
which may possibly cémpromise the quick reaction concept. Some examples of
these requirements are:

o Flight Plan Approval

Data Requirements
Lead;Time

3

¢ Clearing i:he Range

Clearing Designated Danger Zones
Issuing Warnings to Aircraft and Ships in Approved Impact Areas

° Flight Termination Procedures

Impact Limit Line Violation
Land Impact Restrictions

The first two categories represent, basically, a timing problem (although
Flight Plan Approval data requirements may impose a burden on the on-board
ciata is to be generated there) in that, according to present pro-
@ involved in gaining flight plan approval and warnings are issued
‘s, The last category can be viewed as mission constraints that
. the planning of the mission, and requirements on the abort
iows,

systern if thi
cedure, we
days in adv
must be coz
chase 2f e ar e
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For the purpose of assessing the effort of Range Safety requirements, the
QRGT missions can be typed by the minimum desirable response time:

Type I Missions (Quick Reaction) Response time of approximately
one day or more.

Type II Miss%ons (Very Quick Reaction) Response tim_';a of the order
of hours. ° !

Type III Miss{i}'::ns (Ultra Quick Reaction) Response time of the order
of minutes.

The mission types can be defined by the point in the count-down at which
the initial mission specification is received. For Type I the count-down has not
begun, for Type II the count-down has progressed to a Hold point where the
launch vehicle may be maintained in a ready state for an extended period of time
(i.e., weeks), while Type III denotes the count-down has progressed to the last
possible Hold before launch that can be maintained for some hours.

The Titan III presently has a hold capability of 30 days at t-195 minutes,
6 hours at t-45 minutes and 1 hour at t-1 minute (if repeated instrumentation
and range safety chedks are waived). 1 Thus a Type II Mission would correspond
to the Hold at t-195 ng‘iinutes and a Type III Mission to the Hold at t-45 minutes

~or possibly at t-1 mirgute if the Hold capability can be increased by, say, a

factor of 5 to 10.

In the case of é‘nanned mission the major factor in response time may be
the preparation and cl‘%eckout of the crew.

For Type I Missions, attainment of quick reaction cannot be allowed to

‘_d_egra'de - present standards of range safety, although changes in the procedures

are permissible and }j;robably necessary. Missions of Types Il and III may be
of extreme urgency, justifying the waiving of some range safety requirements
if necessary. i

Another consideration is the desirability of reducing the amount of ground
equipment and personnel required for support of launch operations. This is
especially important for missions which may be launched from dispersed military
sites. It is less important, ‘though. still desirable, for launches from the"
Eastern or Western Test Ranges, where elaborate facilities and organizations
for range safety presently exist, and will probably continue to exist as long as
R&D flights are made,

"Titan III for Unmanned Space Exploration'', Symposium
ration of the Solar System, Denver, 1965, Preprint No.
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2.2.10.2 Possible Approaches to the Range Safety Problem with Quick Reaction

The problem of attaining quick reaction while mainijaining maximum
range safety is complex and difficult, and hence requires exténsive study.
However, from a preliminary examination of the problem, itjappears that there
are a variety of posdible approaches which may (in c0mbma.t10n) provide an
acceptable solution. ! Some of these approaches represent a natural evolution
of the procedures prqsently used for variable-azimuth laum,hes, and for
sequences of similar gnlssmns

The problem of providing adequate assurance of range safety prior to
launch is analogous toithe problem of validating flight programs, and suggests
a similar approach. (i.he Quick Reaction concept of flight program validation
is based on off-line vilidation for a generic mission supplemented by a less
extensive on-line validation when the mission becomes precisely defined.
Similarly, information required for range safety purposes can be generated
off-line for a generid mission in the form of sets of trajectories which represent
all possible limiting ;:ases, etc. and supplemented by additional information
produced on-line beﬁ)re launch.

The problem of assuring range safety after launch requires a dual

~ approach. The’ on-bb rd computer can be required to cons1der range safety

constraints in its mi#sion planning and to enforce these constraxnts during
flight, but range safe iy personnel must also have all information and facilities
needed for detecting a@amalous behavior, predicting possible consequences,

'~ and commanding fhgh? termination if necessary.

A number of specific suggestions are listed below for changes to be
made, or new capabilities to Be developed, in the areas of Range Safety Operations,
Launch Operations, Mission Planning, and Guidance. The items relating to
Mission Planning and Guidance will be considered in detail in the QRGT study.
Changes in operational procedures involve many complex issues which are
outside the scope of the QRGT study; in these areas, it is proposed only to identify
problem areas and suggest possible approaches.

° Changes in Range Safety Operations

Present to the Range Safety Office, at the time the vehicle config=-
uration is defined, generalized trajectory data which indicates
vehicle/payload capabilities. This information can then be used

to identify mission planning constraints (such as allowable launch .
azimuth sectors, dog-leg maneuvers, staging points, etc.) which
will then become a part of any particular mission specification.
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For Type I Missions, the Range Safety Office can be presented more
specific data by planning the mission in advance (day or so) for a
series of launch times. Range Safety can then select acceptable
launch times within the planned launch window.

‘ ,
Automaég the pre-generation of information requfred for Range Safety
purposeé, 80 it can be produced rapidly, and design its character and
format so it can be rapidly understood and convéniently used.
Automateud production of display overlays should be considered or
electromc% substitutes for overlays.

Changes in Launch Operations

Provide a Mission Planning display at the Range Safety Officer's
console. Preliminary trajectory information for a mission being
planned can be supplied in a form that indicates: ascent ground path
including impact dispersions, normal impact areas and impact areas
corresponding to the planned cutoff point of multiple burn stages.

Provide a ground computer which can duplicate the operations of the
on-board computer, but has greater resources of speed and memory.
Use this to generate fast-time simulations of the expected trajectory,
both for nominal performance and for certain variations from nominal.
Correct these simulations from tracking data, and use them for (a)
predicting range safety villations before they occur, and (b) detecting
deviations from expected behavior.

If there are aircraft or ships in the range which cannot be warned in
time, or cannot obey a warning in time, consider requiring the on-
board computer (in the pre-launch phase) to avoid such hazards by
varying its plan, i.e., by varymg launch time or launch azimuth or
both.

Mission Planning

Provide the capability of accepting Range Safety constraints in the
on-board planning function. This involves not only allowable launch
azimuths but also such factors as ascent ground track limitations, and
predicted impact points for discarded stages or jettisoned components.

Gmdance

O

o the Ascent Phase, employ a Mission Safety mode of Mission
ng for impact prediction and abort mode determination. The

dance should constrain the trajectory to obey range safety con-

s: if possible; otherwise, it should recommend (or initiate) an

24




2. 3."'” ‘ COMPUTER INTERFACE (TASK 3)

¥

2.3.1 - INTRODUGTION ;

The software system required to meet the multi-mission require=~
ments of the perjod 1970-75 is a general and flexible mu/lti-programming
system capable %f quick=-response to requirements for apy of a wide range
of mission classqis using a variety of booster-sensor-F§V configurations.
It features a high'degree of modularity in both support and applications
software essential to a quick-response multi-system capability, The
on-board executive system maintains centralized control of the interface
between software modules and between the CPU, I/O devices, and
vehicle systems. The ground operating system provides easy-to-use
services for the preparation, debug, test, integration, and validation of
software for on-board use as well as for ground mission analysis tasks.

The software system's purpose and design requires the avail-
ability of comput:f‘?r systems larger, faster, and of more advanced
organization thary those previously available. Such systems are now
available and wil] undoubtedly be in widespread use during the period
1970-75 for grou?d-based (e.g., IBM System/360), airborne (e.g., Mark
Il avionics system and EA6B aircraft system), and spaceborne (e.g., MOL)
applications. Thaey feature increased CPU speed, larger and faster main
storage units, more powerful instruction sets, standard I/O interface, and
powerful priority interrupt systems. An on-board auxiliary memory unit
(tape or drum) is desirable (a) to provide recovery capability in the event-
main storage data is destroyed or inadvertently altered, (b) to reduce
main storage size, (c) to facilitate the extraction, integration, validation,
and cataloging of subsets of the multi-mission software library to form
specific vehicle libraries, and (d) to facilitate reconfiguration of software
modules at pre-launch time or between mission phases in response to a
respecified mission plan. No specific computer system need be pre-
supposed but the features mentioned are considered essential. Compat=~
ibility between on-board and ground-based systems is highly desirable
but not essential. The feasibility of the software recommended will not
be compromised because of the specific equipment ultimately specified so
long as the specified system possesses the essential characteristics
mentioned. Computer system specification is a continuing effort in the
QRGT study; progress to date in this area is discussed in Section 2. 3. 6.
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The essential elements of the total solution to the problem of
providing a quick-response, multi-mission capability are listed below.
In some cases,; these elements relate more directly to misswn analysis
than to compute,r hardware/software requirements, but v1rtua11y no part
of the total solu.non can be divorced from the computer hardwa.re/software .
study effort.
e A m%thematical/mgical formulation of mission functions
which, to the extent possible, is generally applicable to
any mission class or vehicle configuration.

© A clearly-defined logical hierarchal structure of all
mission elements as they are represented and implemented
by software modules catalogued on the multi-mission
software library. '

° Clearly defined modularity levels and standard structure
of software modules in terms of inter-module linkage,
competition for computer system resources, service class/
priority, and status monitoring.

° Ground capability for quickly and easily extracting software
modules from the multi-mission library, including the
integration and validation of modules so extracted to form
a subset of all software required to support all capability
of a specified booster-sensor=-FSV configuration.

° On-board capability for mission planning at pre-launch time
and replanning during the mission. The on-board executive
system must provide capability for the integration and
checkout of the modules required to meet the (new) specifi-
cations output from on-board mission planning routines.

° On-board, real time, orderly and centralized management
of the control and data interface between software modules,
I/O devices, and vehicle subsystems. ' This includes alloca-
tion of computer system resources and resolution of con-
flicting demands for system resources.

The above list is not exhaustive but includes those elements which
differ considerably from the requirements of previous systems and includes
those elements most closely related to the computer hardware/software
study task, The capability required is achieved with larger and faster
(thar azre in cperation to date) airborne computer systems of advanced
organiz&tie,a operating in conjunction with a general, flexible, and modular
SCilvra T o &y 22%L . :
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The QRGT software consists of two major subsystéms: the

‘Ground Operating System (GOS) and the On-Board Execu‘aye System
"(OBES). These'are discussed separately in Sections 2.3./3 and 2.3. 4

respectively. L

The GOS pperates only in the ground environment. Its purpose
is to provide con@plete and easy-to-use services for the preparation,
debug, test, cataloging, maintenance, integration, configuration, and
validation of programs for on-board use or for mission analysis. Its
overall organization is illustrated in Figure2-5.

The OBES operates on-board during all mission phases. It is
the control center for all on-board software and applies generally to
applications software for all QRGT mission classes and vehicle config-
urations. OBES provides orderly and centralized management of control
and data interfaces between software modules and between software,
I/O devices, and vehicle subsystems. Its overall organization is illus=-
trated in Figure 2-6,

Figure 2-7 presents the major components of each of the two sub~-
systems and illustrates the inter-and 1ntra-relat10nsh1p between these
components and subsystems. T

3.2 SUMMARY

During the second quarter of the study, the effort has been con-
centrated on the over-all software organization and beginning of the
computer sizing task. The over=-all structure of the on-board executive
system is presented in Figure 2-6, It is supported with functional flow
diagrams and descriptions of the major routines which comprise the
complete system. Included within the descriptions are estimates of the
core storage and execution times required for these functions. In the
area of the support software (GOS), definition of the major capabilities
which must be added to a normal operating system has been completed.

These include: (1) the Multi-Mission Library; (2) the Configurator which
selects individual subprograms from the Multi-Mission Library and links

them together into a function or mode program; (3) a description of the
additions to the language translators, like an assembler, in order to
produce object code which is required by the on-board executive system;
and {4) the simulation capability required to validate flight programs.
Where eapplicableg flow charts have been developed to show the functional
operation of these facilities. The next effort on software definition will

cred w’z*nlg to developing the detailed design of the Multi-Mission
i the Configurator, Also there will be a continuing effert on
insure that it is cost eafectlve in terms of storage and CPU
the (3G T missions,
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' The computer sizing effort is now in 'progress, The best estimate
| ‘ of the computational requirements upon the computer has{been identified
down to phases' of the mission. From this we are able to survey previous
studies such as* MOL and SSGS to obtain any available data relative to the

computer sizing study such as flow diagrams or actual cbunts. Trial
programming for two major areas is well under way (Gemini Re-Entry
and Digital AutoPllot) and estimates for other functions have been obtained
from the MOL or SSGS studies. The results to date on this effort are
presented later in this section. The actual size and speed estimates are
classified and are reported in "QRGT Computer Sizing Estimates and
Mission Descriptions' to be delivered under separate cover.

The following paragraphs describe the results of Task. 3. efforts
during the second quarter of the study. . : ‘

2.3.3 THE GROUND OPE’RATING SYSTEM (GOS)

Standard ''third-generation'' operating systems available for
commercial use provide much of the capability required for the QRGT
ground operating system. They provide comprehensive support services
to programmers with only minimal restriction on the manner in which
, a problem is organized and described. Since these systems are widely

N ' used and readily available, use of applicable components for the QRGT
e system pr0v1des the a.dvantages of:

[ , @ Avoiding the considerable cost incurred in developing
' ' and implementing system components already available.

e Simplified coordination of effort and avoidance of
redundant effort among contributors to analysis and
operational software.

Existing operating systems do not, however, provide the full capa-
bility necessary to meet QRGT objectives. Changes to existing facilities

l” and addition of new capability are necessary to adapt a standard system
to new requirements unique to QRGT. The major areas of change are:
[ K - Programming languages and translators for programming
" the on-board computer.
[ e Construction and mamtenance of a Multl-M:.s sion Software
Library (MML).
l ® Extraction of MML modules to form a software subset for
a spacific vehicle configuration.
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3.3.1 Programming Languages and Translators

All programmmg language facilities such as asserhblers, macro
facility, PL/1, FORTRAN, ALGOL, etc. could be retamed at least for
mission analysis programming. QRGT on-board programs impose
additional requirements not now incorporated in a single programming
language. Figure 2-8 shows features available in each of several
commonly-used languages and features considered desirable for a QRGT
higher-level lang.uage.

A common: higher-level language for space applications is under
study in separate efforts by SDC and IBM. Both studies are in the early
stages of definition and specification. It is possible that one or both of
these languages may be suitable for the QRGT system, but a significant
implementation effort remains to be accomphshed before either would be
ready for use.

The extent of the effort involved in providing additional language
translation facility in the QRGT ground-operating system depends heavily
on the degree of compatibility between ground-based and spaceborne
computer equipment. If a high degree of compatibility exists, each
existing tra,nsla.tgr could be modified to operate in either a ground or
on-board mode. In the on-board mode, the translator would produce
object code (a) us1ng only the instructions available in the O/B computer,
or (b) flag unaval.,lable instructions as coding errors requiring correction
and reassembly or recompilation, or (c) substitute system macros to
generate the on-board code required to perform the function of an unavail-
able instruction. If strong compatibility is not required, it would be
necessary to provide new assemblers and/or compilers for the on-board
computer specified. :

The language(s) used for QRGT programming should eliminate,
to the extent possible, all distinction between programs written during
study and analysis and those written for operational on-board use. The
extent to which this goal can be achieved also depends heavily on the
degree of compatibility between ground-based and on-board computers.

3,3.2 The Multi-Mission Software Library (MML)

All software modules prepared for on-board use for all mission
chs;es and vehicle configurations are stored and catalogued on an I/O
! : = or disc) accessible to the GOS. A ground configurator is
:tract and integrate a subset of MML modules to produce a
“le Library(SVL) containing all modules necessary to support
ctions within a specific vehicle's capability.

provid ed
Specific ¥
all rmiszioy
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.dva"riced Language,Features‘ Desirable for General QRGT Use

Vo 3bu Language SpecCs,

ALGOL

PL/1

Fortran

Scaled Fixed Point

L

)

Integer

Floating Point (Real, Complex, and Double)

Bit String !

-

Character String )

b

Data Ty

Mixed-Mode Expressions

ta

)
Aggregat
tes

Arrays {

IR XX XX

Structures

Arrays of Structures |

]

H

]
Arithmetic: + - % [ %

Comparison: =

XWX

Bit Sti‘iﬁg: (Complement) (And) (Or)

Operators

Character String: (Concatenate) (Extract Substring)

Matrix: (%) (/) () (x) (+) (=) (Transpose)

Link with other Languages

Programmer-Specified Linkage Code

In-Line Assembly-Level Code

Standard Built=In Fun_;:tions

»

broutines and
Linkage

Standard Subroutine Ij;ibrary

P4

-

Generic Functions

|
\

Input/Output

" —

Macro
Facility

Remote I/O Lists ;

Subscripted I/O Lists

Default Formats

Record-Oriented I/O

‘Xlep X e

Stream-Oriented I/O

Define a Function or Procedure

)l % | %l o] %] ol %] %]

n

—

Execute a Remote Statement

Programmer-Defined Operators

Storage .

-
o

Static

Allocate on Entry

Free on Exit

R

Programmer-Controlled

Allocation

s
i
f

Overlay

Attach a Task

<.

&l

§ cm oy o e TEV Y
Terminate » Task

iti‘l '
5
peration

fa

Wait for Event

Pointex & Manipulation

X

X B

A St
l - Path Vectois

Figure 2-8
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Figure 2-9 is a functional flow diagram of the ground configurator.

- Its inputs consist of data which identify and describe booster type,

reference and control systems, sensors, and final stage vehicle. Using
these inputs and a directory which appears as the first record on the
MML, the ground configurator searches the MML, extracts the required
modules, combines lower=~level modules into programs, prepares an

SVL directory for all programs formed, and writes the results on the
SVL device. The SVL so formed is later used as input to validation
programs and, a.fter validation, is loaded on a vehicle AMU to be installed
as part of the vehjcle configuration.

3.4 ON-BOARD EXECUTIVE SYSTEM (OBES)

The on-board executive system is the control and service center
for all on-board software. It maintains, in real time, a centralized and
orderly control of the interfaces between application programs, vehicle
devices, ground controllers, and crew members. Only the capability
deemed necessary to meet QRGT objectives is provided. When fully
implemented, the system will provide the required capability at the lowest
possible cost in CPU time and storage space. Only minimal restrictions
on program strudture and programming conventions are imposed on
applications prog;irammers

3.4.1 System Structure
3
i

The executive system is comprised of six categories of software:

'Q Routifles for Handling Interrupts

Their functions include machine status save/restore, recog=-
nition of the action or service commanded or requested by
each interrupt, initiation of the required action or service,
and return of control to the interrupted program.

"o CPU Time Supervision Routines

Their function is to determine when and in what sequence the
various computational tasks (programs) are given CPU time.
These routines provide capability for ordinary sequencing
of programs, servicing of programs on a priority basis,

and for scheduling programs with precisely-cyclic or
immediate-response requirements. The sequencing and
priority scheduling routines insure that repetition rates and
duty cycles of all programs are satisfied.
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Build List of Required Object Mod-

'‘ules Including Names & External
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y
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Etxpand List if External References
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Solid Search List
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No All External
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Program .
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b Yes.

- Message
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Output Directory, Programs, and ‘
System Tables to SVL Device.

Figure 2-9
Ground Configurator Functional Flow
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e I/O Supervision Routines

Thelj provide I/O services requested by a.pph,rcatmn programs,
and process and analyze all I/O interrupts resultmg from
eithier normal or abnormal termination of an I/O operation

or from a signal orig'ina.ting inanI/O device.

i
v

e Main Storage Supervision Routines

They: (mamtam a record of the identify and extent of all programs
in main storage, initiate the loading and relocation of pro-
grams, allocate and free main storage, and provide storage
cleanup when it is both possible and necessary to make free
areas contiguous.

o. Other Interrupt Service Routines

These fulfill requests or commands indicated by interrupts.
These are mainly services provided in response to supervisor
call interrupts originating in an application program, but they
include also those services necessary to respond to interrupts
from the timer, alarm and attention signals from vehicle sub=-

- systems, and 1nterrupts 1nd1cat1ng a computer system mal-
function.

o. Utility Services

They include such subroutines as trigonometric functions,
matrix operations, data conversion and formatting, etc. to
the application programs.

In addition to the software categories listed above, OBES makes
use of system tables to record the utilization and status of the CPU, the
I/O channel, I/O devices, main storage, and software resources.

Before proceeding into the details of the OBES, a brief discussion
of ""overhead' costs (in terms of CPU time and storage requirements)
incurred by using the centralized on-board executive system is in order.
All of the capability provided is deemed necessary to meet study objectives;
in this sense, none of the CPU time and main storage need be considered
overhead. Previous on-board software systems were designed to meet a
particular cbjective with all computer and vehicle equipment and software
allocated to a specific and restricted mission class. Many functions, now
considered supervisory, were previously dispersed (often redundantly)
throughout the program; other functions not then required are essential in
The QRGT system must eliminate these circumstances

36




Ly

\

which contributed to the difficulty of changing programs and must at the
same time prov1de more capability to support many m1ssxon cla.sses and
vehicle conflguratmns.

The "ovérhead" incurred by use of the on-board executive system:
(a) makes it possible for a single system to support a wide range of
application prognams for various mission classes and vehxcle configura=-
tions, (b) prov1des many essential services which were prevmusly
considered a part of the applications programs, (c) permits last-minute
specification or replanning of particular missions or phases and (d)
relieves the application program of the intricate problems of core alloca~-
tion, program scheduling, I/O handling, etc. In typical use, the on-board
executive system requires about 3000 words of main storage and about 6%
of available CPU time. A breakdown, by system function, of the current
estimated costs is given in Figure 2-10. ,

Looking at the requirements of the QRGT system, it seems
extremely likely that any attempt to perform on-board computational
functions without a centralized executive system may fail to meet the
major objectives of quick-response, generality, flexibility, and on-board
(re)planning of m%ssions or mission phases. One can only speculate on
the outcome of SL§ch a course of action, but at best it would result in a
somewhat haphaz‘b,rd evolution of a centralized executive system which
would compromlswe established QRGT objectives. It is better to recognize
early the need for the system and design, develop, and implement it in an

orderly manner a-.nd in conjunction with the mathematical/logical formulation
of mission functhns

3.4.2 System Operation

What comprises a flight program depends primarily on the appli-
cation programmer's decision, which should be 1nf1uenced by the fact that
a program is a basic unit in terms of

o Competition for CPU time.

© Loading from the AMU.

o Competition for main storage space.

¢ Relocation within main storage.
¢ Cueuing of service requests,
37 .
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Note: Taese estxmateo are preliminary and are provided prior to detailed

OBES Des1gﬁ. They are based on Judgment of apphcatxon program
requirements and IBM experience with MOL and OS/360.

Main’
OBES Service * . Storage CPU Tlme (MSEé/SEC)
Ve ~ {(Words) - Low Typlcal High
T . T
System Initiate/Iditialize 300 -- - © -
¥ ]
Interrupt Handlingll’ . ‘ ‘ :
20 . 6. .
 (Excluding 1/0 & Seg"fend) 0 3.0 9 9.0
Intersegment Supervismn 150 10.0 12,0 14.0 ‘ :
£ ' :
i o
Scheduling f 220 } 20,0 25.0 30.0 .
Main Storage Supvn. ";Cont'rol 150 - -- - 6.0
Program Loadmg 300 L - -- 4.0 I
& _:
. Program Relocatio 11 50 - - 120.0
; '
I/O Request Processing 150 2.0 8.0 14. 0
7 - - :
1/0 Interrupt Analysis 150 2.0 7.0 12.0 : oy
Error Routines 100 -— o ee 5.0
Timer Service: . : 40 ' :  ,-- B 2.0 5.0
Linkage Supervision . | - 40 e : 2.0 5.0
Keyboard/Display Support | 200 | == -— 26.0
Printer Support : o 100 v - _ == F 12,0
System Tables = 800 . - ‘ - - I
Total | 2950 37,0 62.0 262.0 5
. by OBES 3.7% 6.2% 26.2%
rierence) Low Typical High .

Flgure 2- 10 o

OBES Storage and CPU Requirements
38



L—

st
! i

\
\

)

Any variation desired by the programmer at a lower level than
the basis described above is governed by the flow establis;“hed within
his program at,cpding time. Normally, but not necessarily, a program
will be the implementation of a specific mode or mission,function; for
example, "navigation-prime mode'", or 'mavigation-backup mode', or
"attitude referex';ce and control", or ''display departure time vs. delta V
required", etc. The choice of units existing as programs on-board does
not prohibit the cataIOgmg of lower-level modules (elenqents) on the MML,.
The GOS ground ¢onfigurator combines such lower-level modules into
programs in the process of extracting and integrating an MML subset to
form an SVL. Such lower-level modules to be combined into programs
might include, e.g.: ''Basic gravity model", ''gravity model with 3 higher
earth-harmonic terms'!, "trapezoidal integration'’, '"4th-order RK inte=-
gration', '"Kepler's Problem solution', or '"Lambert's problem solution',
etc.

To reduce the complexity and increase the computational efficiency
of OBES routines, onboard programs are structured to consist of four
parts: a program control table, program text, program common, and a
relocation dictioxiary. This structure has been chosen to: (a) simplify
the sequencing axﬁd priority scheduling procedures, (b) reduce overhead,
(c) maintain flexipility in changing program mix, and (d) make it possible
to satisfy real-tigqe operational constraints imposed by each program.

° The ﬁrogram control table contains information required
by OBJES to service the program

° The program text is the executable code required to
implement the program's function.

° Program common is an area for the communication of
data between segments of the program. '

@ The relocation dictionary contains pointers to location-
dependent quantities within the program. These are
required for relocation and initial loading.

The above refers to the physical structure of a program. There is
also a logical structure which provides for text segments, only one of
which is executed each time the program is scheduled. Segment break
points are determined on the basis of execution time to insure that OBES
regularly receives control within a specified maximum time interval.
Segmertation insures that high rate sampling requests can be satisfied.
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Basic flow of control from program to program is;governed by
the order in whic{h the system sequencer and priority scheduler grants
CPU time to each program. This is determined by information provided
in each program's control table - primarily repetition rate, duty cycle,
and priority. Unsolicited external interrupts, such as spbsystems alarm
or attention s1gnals, may change system flow by requiring execution of
a device service _program. In some cases, these 31gnals require
immediate re3ponse in other cases the required service can be scheduled
as a priority or background task. The system grants CPU time to pro-
grams on an interleaved basis in'a manner which satisfies the real-time
constraints impos.‘ed by each program. Each time a program is granted
CPU time it can rgtain control for only one segment of the program.

High repetition rai:e requirements are met by granting CPU time as
frequently as nec¢ssary This might often require that a program be
given several (or many) adjacent time slots.

Interrupts always transfer control to OBES; furthermore, they
provide the only means by which the OBES can obtain control. The most

common sources of interrupts during normal system operation are appli=

cation program's issuance of supervisor call interrupts representing a
request for OBE§ service. Application programmers request services
by coding a macr?o-mstructmn such as READ, WRITE, ENDSEG, LINK,
LOAD, etc. Eac}x such macro is represented by machine code as a
supervisor-call (8VC) instruction with which is associated a code field to
indicate to the executive system which service is requested.

In addition to the SVC interrupts described above, there are other
classes of interrupts which cause control to be transferred to OBES.
Sources of these interrupts include the timer, the I/O channel, I/O
devices, vehicle subsystems, malfunctioning computer system equipment,
abnormal program operation (e.g. overflow), and crew member commands.
All interrupts may be classified in two categories: :

: "o_ User-Responsible Interrupts

This category includes all user-issued SVC interrupts and
all interrupts resulting from abnormal completion of a
program operation. OBES response to SVC interrupts
consists of the execution (including transfer to and return
from) of system service routines designed to implement

all macro=-instructions available to application programmers.
If earlier or higher priority requests are utilizing a service
requested, the new request‘ is queued and provided later
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when the service becomes available. Most services which
involye only the execution of a routine are implemented
by ?é-enterable code and can thus be used ''simultaneously"

‘by geveral requestors. OBES response to ahpnormal program

operations (such as overflow) depends on whether or not

the possibility of the abnormal condition wag anticipated by

the application programmer. For such conditions anticipated,

OBES would cause execution of a user~-supplied analysis/

recov?ery routine; if unanticipated, OBES would attempt

recovery by use of system-supplied analysis/recovery routines.
!

System Responsible Interrupts

This category includes all interrupts originating outside the
CPU. Depending on the interrupt class and priority level,
response to system interrupts may be immediate, scheduled,
or background. Most system=-responsible interrupts can be
held pending in an I/O channel or device with provision for
later allowing them to occur and be processed - normally
between application program segments. Figure 2-11 shows the
general method of handling all interrupts. ' e

Each program is divided into logical segments, When each applica-~
tion program returns to the OBES at the end of a segment the OBES performs
intersegment processing, consisting of the féllowing:

Updating the execution (CPU) list.
Unmasking and processing of stacked interrupts.

Processing of queued requests for services.

Selecting. " the next program to be given CPU time,

including reinitialization of the scheduler if programs
have been added to or removed from the multiplexing
loop. " : B

CPU time required for intersegment processing and for processing
system=-responsible interrupts is not considered a part of an application
program segment time. CPU time required to respond to user-coded
macros is considered a part of the segment time for the segment issuing
the request, ]
operation pius CPU interference caused by data transfer, is considered
segmernt time. CPU interference due to data transfers across the I/O

For I/O requests, the CPU time required to initiate the
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interface is not entirely predictable; data transfers occurnng during one
segment of a program may be in response to an I/O request from a
different segmqrit of the same program or from a different program.
However, this presents no problem since a timer 1nterrupt is provided

to limit any segment to an established maximum segment time. If
maximum segment time is used before an end-segment macro’is issued,
the timer 1nterr1%pt insures return to OBES and the exit from the segment
does not effect the program's execution rate. The use of timer interrupts
for always establishing segment time is prohibited because of the excessive
overhead it would'impose on OBES. If this were permitted, OBES would
be required to perform a complete status save and restore since the point
of interruption would be unpredictable, thus making it impossible to
save/restore only to the limited extent required. Use of segmentation,
coded by application programmers using segment-end macros, permits a
significant reduction in OBES overhead since it permits the application
programmer to prescribe only the limited save/restore required at the
point of issuance of the segment-end macro. Figure2-12 is the functional
flow diagram of the intersegment processing.

2.3.4.3 CPU Time Supervision (Scheduling)

Routines for CPU time supervision schedule the concurrent execution
of most tasks by a fast multiplexing procedure. This procedure satisfies
the requirements of any program mix consisting of nominally (but not
precisely) cyclic programs with different assigned relative priorities.
Programs not in the regular multiplexing loop are accommodated a.ccordmg
to their special requirements by altering, only for so long as is necessary,
the normal flow through the multiplexing procedure. Figure 2-13 describes-
OBES supervision of CPU time for tasks which are multiplexed, precisely-
cyclic, immediate-response, unsolicited, or background. Figure2-14 is
a time-line sketch showing when and in what order CPU time is allocated
toa sample mix of programs.

Each program in the multlplexmg loop has assocxated with it the
following descrlptors

o Number of segments n, in program Pi'

o = Repetition rate r,, in program executions per major
cycle (e.g. 1 second), '

O

Friority P, of program Pi relative to other programs.
(Low values of p. indicate higher priority).
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e A selection factor C, is computed within the multiplexing
, i
loop.: C is initialized for all programs as 1/n.r. and is
i'i
mciremented by l/n r, each time program P is selected.

o A sllectmn count k. of the number of times program P,
has been selected dluring the current major ¢ycle.

e Program state S,

o Seleci;ion integer s denoting the prbgram selected at any
given time. If s = 0, no program in the lopp can or need
be sellgcted.

There are £ programs P, (i = 1, £) in the multiplexing loop at any
given time. The method of allocating CPU time is to select, at each stage
of the procedure, the program with minimum selection factor (C¥);
programs whose k 2 r; are not permitted to compete. The procedure
is illustrated in Flgure 2-13. Depending on what is meant by "nominally"

cyclic, it may be necessary to utilize a minor cycle as well as a major

- cycle to insure that the required r, executions do not '"bunch=-up' at the

beginning of a major cycle. Also, itis not necessary to perform the
initialization of the loop every major cycle. These two features and
associated logic fpr implementation is somewhat dependent on character-
istics of the ove 5.11 application program repertoire and are not illustrated

in Figure 2- 13 «;5

Programs":;not entered directly into the multiplexing procedure
either: (a) disrupt temporarily the regular multiplexing to perform an
urgent task, or (b) are serviced at the end of major cycles when no
program in the loop can be scheduled, normally because k =r, for all
i=1, X Such non-multiplexed programs may be classified as follows:

° Precisely-cyclic programs which must be entered at
fixed and precise time intervals. Where possible,
requirements for precisely-timed entry should be
avoided in coding applications programs.

° Immediate-response programs which must be entered
immediately; usually on occurrance of a signal from a
device external to the CPU.

Packground tasks whose completions are not urgent and
~an be performed as time permits.
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All programs in the regular multiplexing loop are logzcally divided
into segments, jeach of which will be completed within maximum segment

time (e.g.

10 msec) or will be interrupted at the end of t;'nat time.

Programs not handled by the multiplexing procedure may or may not be
segmented but ma.y be interrupted, if their requirements’ permit, to
maintain regularity in repeating the multiplexing procedure or to update

the status of programs within the multiplexing loop.

Precise or immediate

entry or completion requirements will be satisfied for such programs
whether or not they are segmented. A good general rule is to segment all
programs when pgssible. Failure to do so will not result in failure to
meet-all program ‘frequirements, but may result in unnecessary OBES
overhead to process stacked.interrupts, process service queues, and
perform more complete save/restore than would otherwise be necessary.

The requirements of programs may be described by one of the
"service classes' listed below:

Immediate-response.
Precisely-cyclic.
Nominally=-cyclic.
Priority.

Background.

The status of any program in the system may be described by one
of the ''program states'' listed below:

(<]

Selected - now in control of the CPU.
Active - actively competing for CPU time.

No longer competing for CPU time during this major
cycle because its ki =

Waiting - competing for CPU time but must first await
the completion of an event (such as an I/O operation).

Inactive - in main storage but deactivated and not
resently requiring service.

“otivated but its servicing has not begun because it is
¢ main-storage allocation or loading service,
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e Dormant - available on the AMU, from which it may be

retrigved and serviced on demand (usually) by a signal

to .%v!ﬁtch phase or mode. J

As is th¢ case throughout the description of OBES such categor-

ization as "serv1ce class' and ''state' described above i's mainly for
explanatory purgoses. One does not necessarily find one-for-one
correspondence kzetween categories and flow-charts or coding lists.
Logic and computation is coded in a manner which meets system require-
ments, considers]special contingencies, and allows for overlap of
categories at the ﬁ(owest possible cost in CPU time and main storage space.

IR

2.3.4.4 1I/O Supervision

1/0 supervvision routines handle all I/O requests issued by appli-
cation programsiand process all I/O interrupts. Assuming a channel type
I/O, an1I/O requf st is a request to execute a channel program; I/O
interrupts resultjusually from the execution of channel programs. I/0
supervision routﬂnes perform the following functions:

ar&
e I/O Requgst Processing
’3
Detegmine channel and device availability.
x

=y

¢

Enquéue requests that cannot be immediately honored.
¥

¢ .
Initiate I/O operations when requests can be honored.

e I/O Interrupt Analysis

Maintain tables describing device status and usage.
Resolve conflicting demands for device usage.

Test channel, control unit,” and device status, and, when
a complete path to a device is available, select the queue
entry to be processed next.

Error analysis and recovery.

When the I/O request processor determines that a complete path
from | the required device is available, it initiates the channel program.
socurss during the initiation of a channel program, control is
O interrupt analyzer to determine the reason for the error

o recovery. If (in the case of control unit shared by more
P . control unit is busy, the channel program is not
cocopied nnd the request remains queued., Figure 2-151is the functional
- flow diagram of the I/O Request Processor.

- pu—
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Application Program Issues
an I/O Macro
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SVC Interrupt Handler
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Device & C.U.> Available ;I
Status ‘

i

-~ Figure 2-15

/0 Request Processing
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If the I/O interrupt analyzer determines that an I/p interrupt was

‘caused by a device attention signal, the appropriate attention routine is

entered. If an %‘mterrupt is due to an attempt to start an 1/0 operation
when the contrdl unit or device is busy, the I/O request fema.ins queued.
If an I/O interrypt is due to normal completion of an I/O' operation,
‘normal processing is permitted to continue. Error conditions cause an
error routine to’ﬁ}ébe executed and, if the error is uncorrectable, it is so
indicated to the rfequesting program.

Figure ‘2‘-:16 describes the analysis of I/O interi‘upts. Supervision
of I/O resourcesgis heavily machine-dependent; I/O interface/control
unit/device specifications are inextricably bound to I/O software control
systems. The OBES I/O supervisor routines maintain tables describing
the status and control requirements of each device, respond to user
requests for I/Ogservice, determine the availability of a'complete device-
to-control unit-tb-channel path, select and initiate the operation, and
monitor the statxis of the operation. Present-day I/O capability permits
I/0O processing tg progress concurrently with CPU processing, concurrent
I/0 operations o‘; the same channel, and capability for programmer-controlled
interruption of channel activity. Such capability is invaffluable in meeting
the QRGT objectijves of flexibility and generality over a.}?wide range of
mission requirements and vehicle devices. Hardware provision of status
information for the channel, control units, and devices:permit the OBES
I/O supervisor to rapidly and efficiently allocate and control the system's
I/0O resources. '

3.4.5 Main Storage Supervision

Main storage supervision routines are entered when it is necessary
to activate a program not residing in main storage. Deactivated programs
are tagged 'inactive' but remain in storage until necessary to free space
they occupy in order to reallocate it to a program required to be activated. -
The status of main storage utilization i's described in a system table.

Main storage cleanup is performed to make scattered free areas contiguous
only when a sufficiently-large contiguous area necessary to meet an
activation requirement is not available. Programs with varying (expanding
or contracting) requirements for data storage can issue requests for the

‘allocation or freeing of assignable data storage areas.

The program loader and program relocator are separate routines
wed in the category of main storage supervision. Program loading
o program relocation since all programs on the AMU are
> location zero and relocatable., Relocation is also required
function in cases where already-loaded programs must be
. single contiguous area from several scattered free areas.
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If an acufva.tmn requirement or request is awa1tmg loading or
storage allocation services, it is not entered into the multiplexing loop
until these servlces have been provided. Deactivated prpgrams are not
removed from main storage unless there is no other means of accommo-..
dating a program to be activated. Requests or requirements for program
activation or deﬁctwauon are normally considered only between major
cycles (e.g. 1 s?c) of the multiplexing procedure. Thig does not apply
to programs which are required for immediate response to external
signals = these programs and others with precise timing requirements,
must be in main qtora ge during all periods within which their invokation
is possible. The; sifunctlonal flow diagram of the main storage supervisor
is shown in Fxguxfe 2-17..

—

2.3.4.6 Utility dervices
Utility sérvwes provided consist of re~-enterable routines available

- to applications p:cograms to perform computations such as trigonometric
functions, expor%?ntlals, logarithms, data conversion, etc. The exact
repertoire of such functions provided depends on demands imposed by the
mathematical fomulation of all mission functions and has not yet been
finally determingd. Provision of these as system services reduces
redundant cod1n§’ effort, contributes to uniformity of results, and conserves
main storage by ;:nakmg it unnecessary to store duplicate copies for
separate users. {

2.3.5 . SIMULA'IfIQN TOOLS

The thirdimajor software system that must be provided for QRGT

"is that required to perform debug, test and validation of the flight programs.
This software is commonly referred to as ''simulation tools' and could
be categorized as ''soft' simulation and 'hard'' simulation. - By ''soft"
‘'simulation is meant that all of the components of the system (computer,

- sensors and controllers) are implemented in software. By 'hard'" simu-
lation we mean that these components are implemented in hardware and
operated in a multiprocessor facility.

7
- Minimal (soft) simulation is illustrated in Figure 2-18 and a more
extensive multiprocessor facility is illustrated in Figure 2-19. ' The
minimal one is capable of basic validation of the on-board software con-
ained in each SVL., The multiprocessor facility performs the validation
ranore thorough and realistic manner using an actual on-board computer
necied and operating with a larger ground-based computer.

11 facility provides basic interface validation of SVL's; the

sor would, in addition, serve as a training/demonstration tool
avability for final svstems test and qualification of the on~-

ftware/hardware system.
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2.3.5.1 Minimal Simulation i

H ;
{ {
The computer used in the minimal system emp10ys four major
categories of sthwa.re. ,,
o A co‘ntrol program nearly 1dent1ca1 to the GQS control
prog%am.
. 'rg
o A sm;ula.txon monitor to mediate between th,e control
progzgm and the on-board programs. ;

!

o The q_*n-board executive system (OBES).

° The"{ -board apphcatmns programs being validated.

RN R

K All on- board software 1n<:1ud1ng the OBES
functions as a pr@blern program. When OBES issues an instruction not
permitted in the: problem state, (e.g., an I/O 1nstruct1qn which is only
‘executable by a sppervisor program in the ground system) the ''violation
causes transfer f control to the control program. Theicontrol program,
however, has beg modified to permit such ''violations' by transferring
control to the singulation monitor for handling as it would be handled on
board. The s1mré‘at10n o o returns control to OBES via the N

control programg; An exampie Ci such 1nteract10n is given in Figure 2 18

&

With con’gpatibility between ground and on-board computers, the
simulation monitor serves mainly as a switching center between simulation
facility software and the on-board software. In this case, on-board
instructions can be executed by the ground computer on a one-for-one
basis. Without compatibility, the simulation monitor would have to provide
interpretive routines for fetching and simulating on-board instructions.

2.3.5.2 A Multiprocessor Simulation Facility

The multiprocessor facility (Figure 2 -19 ) consists of a ground
computer and an on-board computer operating together as a single system
through an interface unit consisting of storage, control, and conversion
equipment. Its capability includes:

@ (zeneration and maintenance of the MML.

@  Lwtraction of MML subsets'to form SVL's.
© loading of SVL's on an actual AMU device.
- 57 -
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o Initial loading from AMU to an on-board main/storage
unit; and initiation of the on-board system.

® Commumcatmn of information and control da;a from
the on-board computer to vehicle devices; in'some cases
actual devices, in others software=- szmulated devices,
!
o . Exec'atzon of on~-board executive and apphca;‘hons programs
in the same manner that they would be executed on-board.

® Provision for test data input, data reduction, and test
result output.

] High-speed recording of on-board computer status at small
time intervals (e. g. after each instruction execution) for
detailed post-test analysis of the flight program.

e Insert/display capability which functionally provides all
such capability available to crew members plus additional
facilities for monitoring and controlling simulation runs.

° Use of computer test equipment for the purpose of testing,
at the probing level, selected on-board computer test points.

On-board computer programs are executed in an environment which
accurately represent . their operational environment. Inputs representing -
the space physical environment, including gravity and atmospheric forces
are provided by a simulated physical environment operating in the ground
computer. Vehicle control data is input to and processed by the simulated
vehicle dynamics program operating in the ground computer system; this
same program outputs vehicle attitude reference data to the application
programs. Information and control data (e.g. telemetry, discretes,
display, autopilot signals) transmitted between application programs and
vehicle devices are transmitted from (to) actual devices attached to the
on-board computer system where possible; software-simulated devices
are substituted where actual devices cannot be provided.

The multiprocessor facility described provides all services neces=-
sary to prepare, debug, test, integrate, and validate QRGT software. Its
irnportant purpose is to provide for final systems test and qualification
rated software (SVL) bhardware system.

B
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2.3.6 COMPI%TER SIZING

In ordexg to determme the organization of the fhght computer
program it is necessary to compile the storage and tu—nu}g requirements
for the functlons; to be implemented on the flight computer. For the
present study a slecxsxon had to be made as to the level gt which program
sizing was to be’evaluated. As indicated in the past, the overall sizing
study depends heavily on previous evaluations updated tlp the present time;
that is, within this phase of the QRGT study, the only functions being
thoroughly studiel and defined are the guidance equations, mission
planner and the %—board executive system (not to the extent of the
guidance equatiot\). The outputs of these studies will provide flow
diagrams from " pich good estimates can be arrived at by trial program-=
ming. Butin o v.er to obtain an estimate of the realistic computational
load it is necesyry to consider such things as orbital na(,v1gat10n, digital
autopilot, d1sp1a;ys, calibration, alignment, etc. To obt;am the estimates
for these items," maximum use is being made of prev1ou§ computer sizing
efforts on other gtudies. The principal information corx)es from studies
like SSGS and M@L and is supplemented with informatiop from Gemini,
Titan and Saturn’where necessary. It follows that the functional level used
to evaluate sizing should be compatible with the breakdown of these pro-
grams and the leyel that appears most compatible is. the mode level as
defined in Append 'x A of this report.

It should }ﬁ;e noted, however, that it is not necessa.rlly true that the
flight program w:éll be structured at this level. Since:the present study
is to delineate th% computer requirements, the method of evaluation must
be compatible wﬁh the use of a computer with or without auxiliary storage
capabilities. This being the case the final computer organization cannot
be determined until a more comprehensive computational load is determined.
Even then two organizational aims exist. If the computer is to be used
without auxiliary memory, the most efficient use of core presupposes that
common modules be utilized to the fullest extent feasible, whereas if
auxiliary memory'is to be used, tradeoffs exist concerning the modular
size, the access time and the storage needed for bookkeeping. Because
of the absence of a strict limitation on size of an auxiliary memory, a
large amount of program redundancy could be desired for this method.
For example, it could be conceived that the computer could be loaded by
phase rather than by function mode. If this were true there could be con-
siderable redundancy among the modules. Recommendations as to module
i be presented as the study advances but since these recommendations
L on computational load and bookkeeping costs (storage/t1m1ng)
we continually revised as required.
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The trial programming is being done using the IBM System/4 Pi
Computer (Model EP) using floating point arithmetic. One program,
the Gemini Re-Entry, is being written in both fixed and floating point
arithmetic. Thjs is being done in order to calculate the ratio between
a fixed and floating point program. The ratio, for both storage and major
cycle times, haé. been determined by evaluating the portjons of the
re-entry program that are primarily computational. Itis recognized
that this ratio m\ilst be used with care. Each of the programs to be sized
must be investigated from the standpoint of the amount of logic versus the
amount of comput%tion and the ratio then applied only to the computational
portions.

~

The Gemini-Re-Entry program was selected to determine the
ratio due to the large amount of information available about it. IBM
developed the program for Gemini missions and detail math flows with
exact scaling are readily available. The ratio for the fixed to floating
point arithmetic _(ha.s not been applied to the other functions for the present
report but will be utilized after further analysis to substantiate an accurate
one. Prelirnina.nzy analysis shows the factor to be approximately 5% for
storage and 15% for timing (i. e. fixed point requires 5% more storage and
15% more CPU ti"{ne).

4
%

The sizing effort, to the present time, has investigated available
sources for program sizing that are not covered by Task II. Coding has
been completed for the Gemini Re-Entry (floating and fixed point) and a
Digital Autopilot proposed for the Titan III C vehicle by IBM during a

" computer competition. Also, the Martin T III digital autopilot equations
are being trial programmed, but the results are not yet complete. Many
of the functions that IBM analyzed for MOL have been updated and used for
sizing purposes. The summary of the storage and timing estimates to
date is presented in "QRGT Computer Sizing Estimates and Mission
Description' a classified document to be issued under separate cover as
a supplement to this report.

The computer requirements analysis will continue with concentration
on the guidance equations, mission planning and mathematical subroutines.
Effort will also continue on compiling available information on other QRGT
functions in order to get a more comprehensive feel for the size and speed
of computer requirements. The major functions identified such as align=-
rent routines, orbital navigation, I/O interface routines will be trial
aramed to get an accurate estimate. Other areas such as displays,

v, otu. will not be trial programmed during Phase I due to absence
" 'ogic/math flows during this phase.

Y

A
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2.4 DISPLAYS (TASK 4)

)

!

Several of the rmsszong considered under the QRGT Study mvolve manned space-
craft. The over all objectives of Task 4 are: (1) to identify thewtasks to be per-

formed,by the man and*(Z) establish the information that must bg displayed to aid
the man, Manned tasks related to guidance and targeting fall u’ the following
categariés: :

Mission Plaqmng '

. System management in normal operation

Malfunction detection and corrective action

Performance of a portion of the navigation guidance

or control function to replace failed elements of the

system.

e ¢ 0.9

Table 4~1 presents a preliminary list of tasks generated to date, together with their
basic information requirements. In the next quarter, these tasks and their information
requirements will be defined in greater detail. The consequences for computer
requirements will be estimated in cooperation with Task 3.
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Table 4.1 Crew Activities and Tasks

Preliminary

Tasks

Information Required

ssion Specification via manual input device (if not automatic

briefing.

Update Mission Specification (if not automatic function).

Insert constraints to be followed

Insert cues to guide in generation of mission plan,

{Examine computer-generated mission plan(s).

IModify cues or constraints as desired.
fModify portions of proposed plans as required. N .

Construct own mission plan-if-desired.

iSelect a plan.

Verify validation,

Target ephemeris or latitude and longitude constraints to be followed
(or ignored), criteria (such as minimum time or maximum probability
of success within time limit), mission objectives.

Stored Mission Specification

Revised part of Specification U S ;
o SRR

Special physical constraints. Other constraints such as minimum time
or number of station passes between maneuvers, lighting conditions,
safety margins, range safety, launch time.

Launch window, range safety data, constraints violated, time to mission
objective, total mission time, maneuvers required, time between
maneuvers, time of station passes, lighting conditions at critical times,
AV requirements, orbit parameters, etc.

Details of part of plan already constructed, mission specification, and
information for planning next portion.

Details of candidate plans.

Range-Safety (Pre-
launch)

Insert launch azimuth constraints and any other constraints which differ
from launch site normal.

Monitor existing constraints,

ICheck proposed mission plans against constraints,

[Revise mission plan to meet constraints or obtain clearance to violate them.

P

Constraints may be based on existing air and surface traffic conditions
and urgency of mission.

Planned and permitted flight paths, launch azimuths, imipact points,
and overflight conditions. :

).
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Table 4.1 Continued

Crew Activity

Task

Informution Required

+ or insert current mission status.
Mission Specification if required.

ssion as in Pre-Launch Phase, but starting with current status.

Present orbit parameters, remaining capability.

Alternate Mission Specification.

iteria may include heat, acceleration, mechanical stress, time to re-
ter, iime to landing or splashdown, time to rescue.

Select Landing sites.

Sclect trajectories for further analysis.

Select re-entry plan,

: or modify criteria for trajectory shaping based on current conditions. Heat shield and vehicle integrity, life support system status.

Possible sites under existing constraints and criteria-as-a function of tim
consequences of selected site

Consequences of sclected trajectories including total heat, peak heat
rate, and allowed values; peak acceleration magnitude, time, range,
and cross range.

Trajectory 2nd Perform{Monitor for abnormal performance.

ance Evaleation
(Ascent}

ICompare trajectory flown with nominal and with safety and range safety
limits,

Monitor predicted impact points unless included in above.
If trajectory requires abort, determine optimum time.
Check paramcters of achieved orbit.

Determine maneuver required (if any) to achieve safe orbit.

Make Go/No Go decision.

Acceleration, attitude, attitude rates, time of staging, etc.

Precomputed trajectory limit data.

Impact points and protected areas. -

Same plus degree of urgency.

Perigee, apogcé, time to apogee, and tolerance to which these are

known. AV required. Consequences with nominal and non-nominal
orbit.

AV required for safe orbit, AV to complete mission. AV remaining.
Achievable nominal and worst case orbit parameters.

Trajectory Evzluation
(Descent)

Monitor trajctory consequences.

Pilot vehicle to landing,

Present and predicted maximum total heat, peak heat rate, acceleration.
Time, range, cross range, altitude.

Piloting and navigation instruments and displays.

Abort Planning
(Ascent)

Monitor abort mode.

Optimize time of abort.

Altitude and ascent events.

Degree of danger, achievable landing areas, predicted im;aci area <~
of debris.
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Ta;bl«: .4.1 Continued - :
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Tasks

. lnforma_tién ‘Required

Navigation Sensor management, ISensor capabilities and requirements, navigation requirements.
lect lsndmark (or star). ) ) Availability and recognition information. » )
finerate landmark.telescope and check correction for reasonableness. Telescope pointing and tracking indication and time to go. Magnitude
i . : . . of correction. ) A
Guidaro o Monitor performance of maneuver. on,‘_g}tgi‘tMefA’V’,' and results. B R
Determine need for corrective maneuver.. Above plus navigation information or position update from ground.
Determine need for replanning mission. Existing capability and requirements of present plan. Feasibility of
. present plan, .
Docking |Range, range rate, angles and rates.
N 1 backup. -_ A S . Indication of need, maneuver schedule and details., Present state
of vehicle.
s
- . -
‘ : .
“on
o
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2.5

ERROR ANALYSIS (TASK 5) .

Effort during the past quarter consisted primarily Qf development
of error a_t,}nalysi.s plans for Phase II. !

In the nextﬂ}quarter, guidance error vectors (errors in six orbit
parameterg at thrust termination) for each guidange source considered
will be received from Task 2 personnel, and propagated to critical
mission poi’pts; i, e., points at which mission success is affected by
spacecraft f’gosition and velocity accuracy. Mission performance

will be compared with mission success requirements, Results of

this analysis will berused to establish which guidance errors are
acceptably small and which guidance errors need to be reduced by
modification of the guidance equations.
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APPENDIX A

MODULARIZATION OF MISSIONS |

This Append:.x mcludes a definition of a classification hierarchy and indicates the

breakdown of QRGT mibsions within this hierarchy.

This break:down and classification

is necessary for Multx-Mlssxon Planning for various, but related, reasons:

3

"o Determination of the extent of commonality across -
missions as a function of the classification level,

"o Selethon of the ”optxmal” program module size for the
On=-board and Off-board (GOS) systems.

i o Determination of the On-board flight program organization
as a function of on-board memory capacity and allocation

(Core, Auxiliary Storage).

o Identification of the modules, from those available on~board,
necessary to construct a flight program which implements

the Mission Planning specification.

""“; o Detérmination of an on-board validation procedure and its
impact on reaction time and computer loading.

Function, Mode, and Element.

" The presently defined hierarchy is: Mission Set, Mission Class, Mission, Phase,

Mission Set is the collection of all QRGT missions. The mission set
presently being considered consists of the missions described in
TOR-669(6730-07)-2 '""Mission Analysis and Requirements''.

Mission Class is a high-level classification of missions according to
trajectory objectives (orbit injecfion only, orbital rendezvous/
. intercept, or other) and according to whether the missioniis
manned or unmanned. Of the six classes defined, one (manned
missions with orbit injection only) is empty since no such missions

are in the Mission Set.

Mission, as nsed in this discussion, denotes a generic mission defined by its

—— U AN

Al

obiective, e.g., orbit injection for an application satellite, Eight

ifierent generic missions have been considered in detail, For

ence, they will be referred to as missions 0 through 7, following

minology of TOR-669(6730-07)-2,
A specific mission is defined by a quantitative

the report referenced
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or semi-quantitative mission plan which describes the
planned sequence of events (trajectory changes, etc..)
from the beginning to end, including contingent events such
as abort. ‘

i
3
i
b

Phase denotes a time-based segment of a mission, with boundar1es
defined by some change of operating conditions, such as the
ignition or ‘put-off of engines, etc. Major mission phases are:
Pre-launch, Ascent, Abort, Parking Orbit and Transfer,
Terminal Rendezvous, Orbital Operations, and Re-Entry and
Landing. These phases are briefly described in the next section.
Some phases' do not occur in certain missions; others may occur
more than once.

Function denotes the operations necessary to implement the various
phases. These functions, which are identifiable with major
" vehicle systems, are: Navigation, Guidance, Control, Mission
‘Planning, System Readiness, Digital Communication, Display,
Acquisition and Tracking, and Mission Support. The individual
functions are described below.

Mode denotes the specific application of the function during a particular
~phase of a given mission and which is compatible with the relevant
interfacing systems. For example, the Inertial Navigation Mode
is the application of the Navigation Function during the Ascent Phase
of all missions. ‘ ‘

Element is that part of a mode program which can be identified with a
particular implementation technique, subsystem or mission -
requirement. As an example, the Inertial Navigation Mode may
have three elements: Data’ Proc&aSsmg, Gravity Model, and
Integratlon Algorithm. ‘ :

This classification concept is illustrated in Figure Al. Figure AZ presents the
Phases for all QRGT Missions. The preliminary definitions of Functions and Modes
are presented in Figures A3 and A4 respectively.

MISSION PHASES
The mission phases, indicated on Figure A2, are described briefly with a listing of

the cperations nerformed in each phase. These operations are generally what will
be referred to later as Function Modes.

ace - The operations during pre-launch will be fairly:

for all missions: however, the accuracy requirements
ailability varies for specific missions or configurations.
perations are performed in this phase:

A2
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Mission Phases
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Figure A2
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Mission Planning and Validation
;Complete System checkout

. ! Subsystem Calibration and Alignment

! Operational Readiness verification
Maintain Digital Communications :
D1sp]ay of checkout and system status da.ta
(Manned missions only)

‘i

Figure A5 represents a typical functional flow for this phase.

Ascent Phase - Tize ascent phase begins at launch and ends at injection
into the f1rs§g orbit which may be a transfer orbit, a parking orbit
or the actuél working orbit.

£‘
The followifhg operations are performed on all missions:

‘ “Short term navigation

i " Boost Guidance in various modes of operation
;,Booster Flight Control

"E‘z ehicle attitude maneuvers

ngltal Communications

%‘hght conditions monitoring

A representative functio._""a,l flow for the Ascent Phase is presented in Figure A6,

Abort Phase - Thp Abort Phase is run in parallel with the Ascent Phase and
its obJectwg is crew safety on manned mission and range safety on
all missions. Abort of unmanned missions is usually a Range Safety
function but an on-board Abort Phase might be responsible for
detection of erratic flight and/or malfunctions as an aid to Range
Safety operations. Some of the operations necessary in this Phase
are:

System Status Monitoring
Ascent Trajectory Monitoring
Digital Cornmunications
.+ Payload Separation and Control
- Abort Planning
- Abort Guidance
Spacecraft Attitude Control
Re=Entry and Landing

Manned Missions

Ligure .é‘»! represonts a mfn,txonal flow of this ‘Phase for manned missions and is
based on the Awnollo Abor

§

denderson, il o - al., "Spacecraft Operational Abort and Alternate Mission
Studies for A8 Lot Vol, L o» Aboxrt Studies, "MSC Internal Note No., 66-FM-113,
October 28, 19be,

A8



Parking Orbit and Transfer Phase - During some missions the
vehitle may be inactive in a parking orbit and certam in-flight
operations are required to ready the system for Operatxon. This
phase is also entered when any orbit transfer maneuver is
required (brblt keeping, gross rendezvous, plane changes, de=~
boost, etc. ) The operations performed are as follows.

Activate system and subsystem

Verify total system operation

Estabhsh attitude reference

ﬂstabhsh navigation references using autonomous
; navigation or ground updates.
', Perform autonomous navigation
Perform attitude control and maneuvering in orbit
Perform maneuver planning
Perform orbit transfer guidance and control
Maintain digital communications
Present operator display (manned missions)

This phase is presented in Figure A8,

Terminal Rendezvous Phase - The Terminal Rendezvous phase is unique to
certain missions; however, some of the following standard

{
[
[
{
[
[
{
[
[
I
[
[
[
[
[
{
|
I

a. Establish attitude reference

b. Perform short-range navigation

c. Accept navigation updates when available
d. Perform attitude control

e. Point acquisition and tracking sensors

f. Perform terminal guidance and control
g. Acquire and track target

T v o e
fi. ..A},.,L"Vutv Ll .)x,_‘l x'; ERURERR: ..\.("

These operations are represented on the functional flow Figure A9,

Orbital Operations Phase - The functions performed during Orbital Operations
vary more greatly between missions than in any other phase. In
many cases these functions are highly mission and hardware dependent.
Listed below are some representative operattons that might be per-

formed in this phase.

Activate rendezvous system

Activate docking system

Activate and checkout auxiliary equipment
Tstablish attitude reference

Pereform autonomous navigation

Accept groundupdates when available
Ready shuttle for re-entry

Maintain digital communications

A9
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Operate display systems (manned missions)
Activate, initialize, and control experiménts

il

4

U

V.

i

",Figure Al0 is a gener%lized function flow of this phase.
Re-Entry and D‘anding Phase - This phase includes balliétic and low L/D
re-entry, ‘and medium L/D re-entry and landing. ‘The preceeding
de-boost maneuver is a special case of the Parkmg Orbit and
Transfer Phase. This phase includes:

Qanding site selection

Determination of de-boost requirement
Re-entry prediction

Footprint computations

Capsule Ejection Conditions

Navigation

Maintain attitude control

Re-Entry guidance and control, when applicable
Display control

Accept ground updates

Figure All represents this phase for ballistic and maneuverable vehicle re-entries.

MISSION FUNCTIONS

To satisfy the requirements of the various QRGT missions requires the capability of
performing the major functions of Navigation, Guidance, Control, Mission Planning,
System Readiness, Digital Communications, Display Acquisition and Tracking, and
Mission Support. These functions, indicated in Figure A3, are described along with
preliminary definition of their operating Modes (see Figure A4),

Navigation - The Navigation system shall be capable of performing
both long-term and short-term navigation completely independent
of any ground-based tracking system but capable of accepting
ground updates when available. The navigation capability shall
be provided during all mission phases except pre-launch although -
it may be inoperative during certain coasting periods. Short-term
navigation is performed by solving the equations of motion with
inputs from the GIMU (Gimbaled Inertial Measuring Unit) and,
possibly, other sources (such as radar altimeter). Long-term
navigation (autonomous) shall be performed by statistical filtering
of navigation sensor data. :

Maviration Modes are:

Inertial

mented I‘rx«a viial

SAUTOROKE0WMS
&pproach and Touchdown (landing)

Al5
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Guide :ce - The Guidance function supplies commands for the control
‘of vehicle attitude and acceleration during all powered phases
and re-entry. The guidance computations shall be independent
of ground communication but not exclude it. The inputs to the
Guidance Function will be from the Navigation, Mission Planning,
and Acquisition and Tracking Function, The Guidance Modes are:

Atmospheric Ascent

Vacuum Ascent

Abort

Orbit Transfer

Terminal (final phase of Rendezvous)
Re-Entry

Landing

Control - The Control function involves trajectory control during
powered phases and re~entry, vehicle altitude control during all
mission phases except Pre~Launch and vehicle sensor control as
required. The Booster Flight Control should be capable of con-
trolling all stages of several booster configurations with various
payloads., The Control Modes are:

Atmospheric Booster Flight Control
Vacuum Booster Flight Control
Vehicle Attitude

Sensor Attitude

Re-Entry

Mission Planning - The Mission Planning Function generates, with
minimal input, a validated flight program and targeting data
based on optimized mission trajectory which satisfies vehicle
and mission constraints, safety margins, and mission objectives.
This function must also have the capability for re-planning, after
launch, the next phase of the remalnder of the:mission. The
Modes of this function are:

Preliminary Trajectory Generation .
Trajectory Optimization

Trajectory Selection

Targeting

Flight Program Identification

Mission Safety

Validation

Plan Update

——

This funcilon eon 0w aporeating modes is more completely desc¢ribed in Appendix B.




System Readiness -~ The System Readiness Function is operative during
both the Pte-Launch and the © ' ‘it phases and ifcludes, but is .
not limiteq to, the followi:: : : ;

e

Eo
'A?Ftivation
Computer Self-Check
Sy%?tem/Subsystem Checkout
Calibration
Alignment
Initjalization and Verification
S’caéus Monitoring

Digital Communigations - This function involves: receiving, decoding and
transferring digital commands transmitted from ground command
stations ang formatting, encoding and transferring PCM telemetry
data during various mission phases, In addition, manual digital
communicﬁf&ions will be provided in all manned missions for manual
insert of (ﬁta. The Modes of Operation are:

Uplink
Do{ignlink
Makual

]
{

Display - For al%émanned missions, a Display Function capability will be
" required. ‘4‘;[‘1’115 function, described in Task IV, might include, but
is not limitf?d to, the following Modes:

@

Sysfem/Subsystem Status
System/Subsystem Modes
Vel;;icle Attitude ‘
Trajectory Parameters
Rendezvous Data -
Re-Entry Footprint
Mission Plan Parameters

Acquisition and Tracking - The Acquisition and Tracking Function is required
in all missions with a Terminal Rendezvous Phase. The system should
be capable of acquiring and tracking both cooperative and non-

rate, angle and angular rate. This information is used in the Guidance
Funetion for Terminal Rendezvous and Docking or Station Keeping. The
» . '\
g Modes are: ‘

cor Activation and Initialization

A20

cooperative targets by measuring relative parameters such as range, range.



Mission Support ~ The Mission Support Function is performed during

Orbital Operations phases and it provides interface among and
computational capability to various systems/subsystems involved
in the actual mission objectives. The Modes of operation of this
function are highly mission and hardware dependent. Some
examples are: " ‘

Exp&eriment Activation, Initialization and Control
Sensor Activation and Command

Expériment Data Pod Ejection

Payload Preparation and Deployment

A2y
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APPENDIX B
ON-BOARD MISSION PLANNING

On-Board Mission Planning represents a new and important addi,'tion to the repertoire
of space system functions. The role of this function, in the QRGT concept is two-
fold:

o Construct, Z\with minimal input, a validated flight program
and targeting data based on a self-generated trajectory
which satisfies vehicle and mission constraints, safety
margins, and mission objectives.,

‘o Provide replanning capability, after launch, for the upcoming
phase or for the remainder of the mission in order to in-
corporate new mission data and/or objectives, plan de-boost
and atmospheric maneuvers, and to handle contingencies
such as abort.

The input to the On-Board Mission Planning Function is a mission description with
related data and the output is a validated flight program with the necessary targeting
data (or may be only revised targeting data when used to replan a phase).

The On-Board Mission Planning Function, as presently defined, has eight Modes:
Preliminary Trajectory Generation, Trajectory Optimization, Mission Safety,
Trajectory Selection, Flight:Program Identification,::Ta¥geting, Validation and Plan
Update. '

The present configuration of the On-Board Mission Planning Function is
illustrated by Figure Bl and its various Modes are discussed in the following para-

. graphs.

' MISSION PLANNING MODES

l, Preliminary Trajectory Generation u: - .tion

Purpose

Generation of one or more candidate trajectories as starting points
for the optimization routine. The trajectory(ies) may or may not be
‘hle at this point depending upon the capability of the routines

gzt

isgion Constraints
Vehicle Configuration/Characteristics

Bl
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- On-Board Mission Plannine Function
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Output

Trajectory Parameters - one set per candidate trajectory.

Technique

The preliminary trajectory will be generated from a repertoire of pre=
scriptions which make use of analytical expressions for launch conditions
and the atmospheric phase of ascent, explicit guidance equations for the
vacuum phase of ascent, impulsive approximations for orbit transfer and
orbit plane change, and empirical relations for first-stage burnout con-
ditions, reentry footprints and rendezvous and docking requirements.
Various options will be available so that'alternate plans can be generated
for consideration. The principal elements of this Mode are:

o Built-in Logic and Routines - this includes the supervisor
program and routines particular to mission planning (e.g.,
launch window determination).

y O Guidance Routines - these are from the flight program
' library and are used to construct a given mission phase
such as ascent, orbit transfer, etc.

o Prescriptions - the rules for constructing a particular

) trajectory plan or plans. A mission prescription is dependent
upon: the mission class, mission and vehicle constraints,
mission objectives, and, possibly, external cues. Its
function is to determine options and priorities, initialize
guidance routines and select relevant trajectory para-
meters for the Optimization Mode. The prescriptions
will be formulated as a fixed part and a variable part.
The fixed portion will consist of a pre-determined table
which includes, for each mission class, the necessary
inforntation to construct the applicable trajectory and any
alternate trajectories,

The variable portion of the prescription will allow for
variations and/or additions to the fixed part due to
peculiarities of the particular mission of interest (such
28 a mission constraint), for re-planning of a mission
# to contingencies, new mission objectives, etc.) or
“ue to ekternal cues.

The figs!

4%
[

v the Prelir ‘-umarv TW:‘AJGCLQI"Y Generation Mode is to identify
eters, which are then varied in the

onding routines necessary for cal-

fF daax cajectory parameter sets will be pro-

deiermined Ly mission class and mission plan and can be changed as a plan

is refined or altered.
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Trajectory Optimization

Pur pose

generation of targeting parameters.

Input

|

trajectory generated in Mode 1.

Output

Decision Variables - for Mode 3.

Technique

search' type.

Mission Safety

Purpose

Re-entry Phases.

Input

ry Parameters
coutines

(
'\
l
l
(
l
(
r
l
I
:
1’
!
(
(
[C
l
[
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Optimized Trajectory Parameter Sets.

Rapid, approximate optimization (local minimum/maxim}ilm) of the
preliminary mission trajectory to a point which permits: accurate
comparison of alternatives, rejection of infeasible trajectories, and

Trajectory Parameters - one set for each preliminary mission

An optimization routine will be employed to systematically vary the mission
parameters to minimize (maximize) a mission-dependent "payoff" function
while satisfying all mission constraints. This routine is of the ''direct
During the optimization mode, trajectories which do not
satisfy consrraint might be noted along with the violated constraint(s).
This information would be useful in certain cases during Trajectory

Selection (See Mode 3) as indicators for possible mission respecification.

Generation of certain Range Safety information diuring Pre-Launch and Ascent
Phases and certain critical trajectory data during the Orbit Transfer and



Technique ,
—_— :

In the case of the critical trajectory data, this information may be directly
or indirectly available from the Trajectory Parameter Set in the form of:
transfer trajectory perigee (whether it occurs on the trax§sfer arc or beyond);
total mission duration; maximum altitude, etc, '\

|
On the other hand, information such as ground coverage during certain
mission phases, lighting conditions during terminal maneuvers, etc,
will require additional da.ta and routines, '

The impact of Range Safety‘ on QRGT is discussed in Section 2, 2.6,

Trajectory Selection

[
[
|
[
[
[
|
|
[
[
[
I
[
[
[
[
[

Purpose

Selection of the '"'best' trajectory (if more than one candidate was considered
and found to be feasible) including the option of delaying the mission until a

more favorable opportunity., For most missions, especially manned ones, this

. should be an operator (astronaut, control center); decision based on
Decision Variables from Mode 2. These variables would include such
information as total AV required, time required to complete mission and
critical mission phases, and safety margins at critical points in the mission,

Input

Decision Variables
Output

Selected Mission Plan, or
Alternate Plan, or

Mission Respecification

Technique

The selection of a mission plan is a trade-off problem involving various factors
such as mission type, mission priority and personal preference. The problem

iz solved by a combination of procedural policies and human judgment.

£2e )
ion of certain mission constraints (which were noted as violated

f‘;‘
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~f the plan is unacceptable, Mode 1 can be repeated with contingency
or with operator assistance in the form of an alternate plan



Flight Program Identification

ﬁ ?:

Purpose

Configuration of the flight program necessary to carry out the planned

mission, ;

Input

Mission Specificagtidn
Vehicle Data } o
Optimized Trajectory Parameter Set

Out put

Flight Program Identifiers
Program Schedules
Discrete Levels

Technique

The mission is synthesized phase by:phase from the mission specification
and optimized trajectory. Each phaselis identified as to its objectives,
sequence, and Functions and Modes required. The actual assembly of the
flight program is carried out by the on-board Executive routine.

Targeting

Purpose

Determination of targeting parameters associated with the selected tra-
jectory and compatible with the Guidance Function Modes. In some cases
these parameters are part of the output of Mode 3, in others they represent
effects such as oblate earth and finite duration orbital burns which were not
considered in Modes 1 and 2.

Input

Optimized Trajectory Parameter Set - as selected in Mode 3
Vehicle Data -

Tareeting Routines

*

‘s necessary for targeting purposes can,

@
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in most cases, be handled by existing analytical methods which amount to

py g
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calculated offsets to compensate for effects neglected in Mode 1. Fast
time simulation of the pertinent mission phases might also be employed
to generate the targeting data.

Validation
Purpose

Validation of the generated flight program and associated targeting para-
metersito insure satisfaction of mission objectives and constraints under
both nominal and non~nominal flight conditions.

Input

Flight Program

Targeting Parameters ‘
Environment

Vehicle Data

Test Conditions

Output
Selected Data -~ for validation purposes.
Technique

At one extreme the validation could be completely self-contained with re=-
cycling through some or all of the preceeding modes in order to adjust

the mission and targeting parameters until all validation criteria are
satisfied. This could also include a navigational error analysis of the
planned mission. At the other extreme, all validation could be performed
externally based on information generated in the previous steps with
possible recycling through Mission Planning for adjustment purposes.

The more likely solution would be a division-of effort with the best possible
on-board validation (within time and memory constraints) supplemented
with off-board validation procedures. In this concept, a Simplified error
analysis might be performed and used to adjust an autonomous navigation
schedule, .

P'l“;c}x_;y Update

T A T A LA

Fiife' of the generated plan (e.g., the launch window during the
Phage)and the information necessary for updating time and/or
:§ et be varied up to the time of the plan's

>y s e ey e e g

@i
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X

J

Input

Time Dependent Mission Parameters
Maximum Capability Trajectory Parameters

Qutput

Life Span of Plan
Updating Parameters

. }
Techmgue \

The selected trajectory can be time perturbed (i.e., Launch time for
Pre=-Launch Planning) to determine maximum allowable timing delays
that will result in the mission objectives but with certain mission/

h' i i . [] . A = A
vehicle constraints operative. (e.g., VTotal vMax.)
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APPENDIX C ;' 5

NUMERICAL COMPARISON OF ALTERNATIVE ORBIT TRANSFF;RS FOR RENDEZVOUS

i

The Rendezvous~Intercept Routine Option A4, (RIA4) was employed as a prescription
for obtaining feasible preliminary two-impulse trajectories for rendezvous starting
from a parking orbit, This technique is briefly described in Section 2.2.5. Variable
Point Guidance (VPG) is a multi-impulse trajectory planning and guidance concept for
near-earth orbit rendezvous developed by RCA (reference 1). 'Both of these techniques
give rise to many possible solutions of the rendezvous problem. Numerical com=-
parison of the least impulse and the least time solutions from each technique will be
described in this Appendix.

IBM developed a computer program to simulate the VPG technique. The main features
of this program are:

'@ The spacecraft (interceptor) starts from a circular parking orbit.

. ® The target (real or fictitious)is in an arbitrary but non-coplanar
orbit.

. @ All burns occur at the line of nodes except the first burn which is
positioned to satisfy the next feature. E

. ® The flight path angle at the beginning and end of each burn is
- unchanged. :

', Eight Options are generated for each input. Four options correspond
to rendezvous occurring at a given node, the other four to rendezvous
occurring at theiopposite node. The four options result in Bielliptic-
Chase-and-Lob and Full-Orbit-Phasing Chase-and-Lob solutions.

. ® Bielliptic-Chase denotes a maneuver in which the intermediate burn
(on the line of nodes) is inside the target orbit while in Bielliptic-
Lob it is outside the target orbit. In the case of Full-Orbit-Phasing,
if the period of the phasing ellipse is less than that of the target, the
solution is a chase~-solution otherwise it is a lob-solution.

® The optimal plane change split subroutine of the program includes an
aption {input) of considering a pure plane change at the target altitude.

Che rend oo woonioon s from the Rendezvous Intercept Routine Option A-4 and -

' : : orbital geometries., The orbits employed in 