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ABSTRACT 

:1 
This report covers the; 3-month study period from October 22, ~966 through 
January 27, 1967. Th~ major technical accomplishments achieyed during tha,t 
time were a's follows: 1 I 

• 

• 

• 

• 

• 

• 

• 

• 

PreP,rration of a program plan for proposeq! follow-on 
effor;: in Phase II. 

Definlion of a classification 'hierarchy of flight program 
modules in conjunction with development of an on-board 
multi-mission planner. 

Calculation of total impulse and time-to-rendezvous for a 
genetal two-burn rendezvous technique and the three-burn 
Variable Point Guidance technique. Both techniques are , 
bein, considered for preliminary trajectory calculations 
as p~rt of on-board mission planning. 

~, 
" 

Development of an optimization algorithm for use in mission 
planting. The algorithm has been programmed for computer 
use a'nd is being employed'to determine the benefits of 
trajectory optimization. 

Development of explicit guidance equations for the exo­
atmospheric phase of ascent guidance. 

Study of range safety and the restraints and requirements 
applicable to quick reaction guidance and targeting. 

Completion of functional flow diagrams and descriptions of 
major routines in the On-Board Executive System. 

Definition of major support software requirements of the 
Ground Operating System including Multi-Mission Library, 
flight program configurator, assembler, and simulation 
facilities. 

Estimation of memory size and speed for some of the functions 
to b~~ peldormed by the on=board computer .. 

of study of tasks to be performed by the man in the 
and tarietins loop, 

i 
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SECTION 1 

INTRODUCTION 

~/ .. 1-.. This report presents a summary of technic;al accomplishments during the second 
. quarter of the Quick Reaction Guidance and Targeting Study (QRGT) and covers the 

period from October 23, 1966 through January 27. 11967. The s~:udy is being con-
'r. (tucte"d for Space Systen\s Division of USAF by Space Systems Ce'nter, Federal 

~.ystems Division, IBM,~ Endicott, New York under contract AF 04(695)-1078. 
Work was initiated on A~gust 1, 1966; a summary of the first quarter's effort is 

( contained in IBM Report '~o. 66-M21-003, "QRGT First Quarterly Summary Report", 
. , November 1966. " 

( 

I 
I 

I 

r: 

The over-all objective of the study is to develop techniques and software for mission 
planning, targeting, and guidance which significantly reduce the anticipated costs 
of preparing software and the anticipated reaction time for future military space 
J:nis sions. 

Major reductions in costs and reaction time will be made possible by advanced general­
purpose digital computers with increased computational capacity in the spacecraft 
of the future. The central studyttask, therefore, is to develop guidance equations 
and software prngrams which utilize the on-board computer in an efficient manner. 
These equations and programs should have; minimum dependence on spacecraft 
configurations and mission objectives and should allow specific missions to be planned" 
targeted, validated, and performed without support from a large ground-based 
computer facility or a large number of highly skilled engineers. Equation development, 
software preparation, trajectory studies, flight profile planning, etc., will become, 
ideally, a one-shot process for a wide range of vehicle configurations and space 
missions. 

Study efforts are organized under these fiye~"lla!'li.ctasks: 
" 'o,'.{-_'- "._. 

:. Program Management (Task l) 

Technical guidance, program administration and control, and 
preparation of program plans and reports. 

Integrated Syste·m Definition (Task 2) 

Study of missions, guidance and navigation systems, booster and upper 
stage vehicles, and development of improved guidance equations and 
on-board mission planning, targeting, and validation tech1;liques. 

<1t;{1pt'lte::r Intceriace(Task 3) 
""'-c-,,'"""-'_,.........,,_, __ ,_\.>.>,<,.""''-_~'"-''t.''-.~'''''~,....c;'Oi7~'''''''"''' 

computer speed, memory, and precision require" 
:;relClpmen1t: of advanced software organization for spacE'­

computer 

1 j 
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• Displays (Task 4) 

Determination of the function of man in the guidance i,nd targeting 
loop and sPfcification of the information required for) displays 
and control~. . ' 

f 
• Error Analysis (Task 5) 

Preparation bf a guidance and targeting error model. 

\ 
Detailed task descriptions are presented in IBM Report No. 66-51Z-003. "Quick 
Reaction Guidance and Targeting Study Program Plan (Revised) for Phase I". 
August 30. 1966 and IBM Report No. 66-MZ 1-005. "Preliminary Phase II Program 
Plan". 7 December 1966. 

Major accomplishments during the past 3 months are summarized in the subsequent 
sections, by study task. In addition, detailed supporting information is presented 
in the Appendices. A glossary of peculiar terms is provided in the final appendix 
for reference purposes. 

To facilitate review of th~ major technical accomplishments to date, all classified 
material has been segre~ated and is contained in IBM Report No. 3-Z60-001Z, which 
forms a supplement to th~s quarterly report. • 
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2. 1 
" 

2. 1. I 

2.1.2 

SECTION 2 

SUMMARY OF TECHNICAL ACCOMPLISHMENTS 

PROGRAM MANAGEMENT (TASK 1) 

In addition .0 continuing efforts on technical guidanc~ and program 
control, a preliminary plan for Phase II was generated during the 
past quarter. One technical direction meeting was heldLat SSD on 
December 21\-22. 

1 

, I 

PROJ EC T PI:.ANNING REPORT 

A planning report entitled "Preliminary Phase II Program Plan", 
IBM Report No. 66-M21-005, dated December 7, 1966, was 
submitted. This document presents the proposed follow-on activity 
to the current Phase 1 contract. As defined in the planning report, 
the objectives of Phase I are: 

~" DevEj,]:c)p an approach to the implementation of the QRGT 
conc'~pt. 

• Jdentj.fy problems 
• 'Sugg:4s,t {1;ndtest,.:solutions. 
• '. Evalqate advantages of approach. 
•. Give evidence of feasibility. 

The objectives of the proposed Phase II effort are: 

.' \ Demonstrate feasibility of the proposed concept • 
• : Provide an accurate estimate of thecc.omputer requirements. 
• Define hardware requirements for the integrated guidance 

system. 
(9 Define the requirements of on-board and ground software. 
• Define an implementation plan for the generation of this 

software. 

The proposed program for Phase II is closely integrated with Phase 
I within the framework of the five basic study tasks. The major 
characteristics of the technical approach to be followed in Phase I and 
Phase II is a two-pronged effort for reducing software preparation time 
and costs. Namely: 

~ guidance algorithms which eliminate mission dependent 
eucornputations, reduce and simplify vehicle dependent pre­

ornputations 9 treat constraints explicitly, and provide a high 
!'i~e of aut~.,nomy. 

" nc ~y($tem 'Oi a,nd Ipaceborne software AflU 
automated method ror 

d!. ....... ,"""' •• u~ flight programs. 

3 
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The planning document also included budgetary estimates of the 
manpower and cost of the proposed program together with ~uggested 
efforts to parall~l the QRGT software contracts. 

As a re~i(U.lt of a review of the Phase I program s~atus and the 
proposed Phase r:I! plan at the technical direction meeting ~eld December 
21 and 22, the fOllpwing specific efforts have been undert~ken on Program 
Management: ! 

• Task and subtask descriptions are being clarified, schedule 
for edorts detailed, and the interrelationships between 
subtasks id~mtified. PERT-type charts are being prepared 
covering the Phase I activity and the proposed Phase II 
program. 

.' The requirements of Phase II are being studied in the light 
(' of an operational indoctrination by 1970. Application of the 

QRGT concept will be considered for existing Air Force 
programs as well as anticipated programs. 

.• The existing plans for Phase I and the proposed Phase II 
effort have been reviewed with personnel from IBM's 
Saturn launch operations . 

A Project Planning Report incorporating the above ite~s for Phase 
I and Phase II is in preparation. 

2.1. 3 TECHNICAL DIRECTION 

A meeting was held at SSD with Air Force and Aerospace personnel 
on December 21 and 22, 1966. Major topics were: 

• General review of program Objectives. 

• 
• 
\' . ) 

A a 

Current and projected status at end of Phase 1. 

Review of first quarterly report. 

Discussion of preliminary Phase II program plan . 

of technical direction received, the follOwing action has 

has beenmaile of range safety operations and the 
ern.ents on mil1~ion pl<ffl.nning and other aspects of 
Ii' 0.0 T·'" ~k" 7 \ 1.\ "' .. ~ @:',Ifij #,dIe 

4 
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2. 2. 1 

.! Effort on the organization and modularizationof mission 
program elements has been increased in conjp.nction with 
dev~lopment of the mission planner (see Task 2). 

\ ; 
• A st,jldy of the role of man has been initiated to identify 

the tPan/machine interface and generate dis~lay information· 
requtrements (see Task 4). ~ 

\~, I '. . '. . 
.INTEGRATED SYlfTEM DEFINITION (TASK 2) 

\ 
.JNTRODUCTION 

An integrated approach is being taken to the design of the guidance and 
navigation system. The; impact of quick reaction guidance and targeting is being 
established at all interf~ces with the guidance system, and system requirements 
,.re being coordinated wfth the design of the on-board computer (Task 3) and dis-
plays (Task 4). \: 

i .6" " it 
,-- :.,The efforts in T~,f;k 2 fall in the following categories and are being pursued 

~ ill parallel: , 
.. 1 

.• :,' Analys iJ 
; 

•• 

II 

.. . 

Study of the spectrum of military missions. 
Stuc:\y of range safety restraints and requirements 

Systems Engineering 
Booster and upper stage requirements. 
Final stage vehicle requirements. 
Configuration of multhniission)g,uidance and navigation system. 
Specification of component development requirements 
Ground support equipment requirements. 

Guidance Techniques 
Trajectory generation for mission planning. 
Explicit equations for ascent and orbital maneuvers. 
Reentry guidance of lifting vehi~les 

System Software Requirements 
I' On-board multi-mission planning 

On~oboard tra.jectory optimization • 
On·ohoard targeting 

-board validation. 

past quarter concentrated on development of guidance 

5 
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2.2.2 

include: 

SUMMARY OF ACCOMPLISHMENTS 

Significant accomplishments of Task 2 during the second Quarter 

" .,' Defillition of a classification and modularization scheme for 
fligh~ program elements which will be of use,! in the develop .. 
ment',of on-board mission planner. 

\ 
• Conti~ued progress in the definition of the on-board mission 

planne~. 

• Development of techniques for generating preliminary trajec­
tories for mission planning. Total impulse and time require). 
ments for rendezuous were calculated for two techniques. 

• Progress in the development and use of an optimization routine 
for t~e mis sion planner. 

• A prei1iminary investigation of range safety requirements and 
gener~tion of some tentative suggestions for satisfying these 
requiiements without undue sacrifice of quick reaction capa-

" 

bility .( 

.' Progr~ess in the development of an explicit, nearly optimal, 
algor~thm for three -dimensional ascent guidance. 

;" 

~ 
• Progliess in the development of guidance equations for re-entry. 

\ 

j 
l 
.~ 

6 
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2.2.3 MODULARIZATION OF MISSIONS 

. 
A missi~n classification hierarchy has been defined to aid the 

development of bQth the on-board mission planner and the flight program 
organization. Th-~ levels in this hierarchy are: Set, Clas~, Mission, 
Phase, Function, ~ode, and Element. 

The presently defined QRGT missions have been' broken down within 
this hierarchy to inpicate the mission phases, the major functions performed 
in each phase, and the particular mode of operation required. 

The classification concept and the mission breakdown appears in 
Appendix A. 

2.2.4 ON":BOAl\DMISSION PLANNING FUNCTION 
-I. 

S 
A continuing activity has been carried on'to define the on-board 

mission planner. : n line with the classification hierarchy discussed in 
Section 2.2.3, a M~. sion Planning Function has been defined and its require­
ments identified bY,i categorizing its Modes. The Modes presently defined are 
Preliminary Traje'ftory Generation, Trajectory Optimization, Mission 
Safety, Trajectory1Selection, Targeting, Flight Program Identification 
Validation, and Plan Update. Figure 2-1 represents a fl1nctional flow of 
the mission planner; the modes of thisplanner are described in Appendix B. 

Work on the first two modes is discussed in Sections 2.2.5 and 
2.2.7, respectively. Preliminary considerations of Range Safety require­
ments, which constitute the main role of Mission Safety during Pre-Launch 
and Ascent, are found in Section 2.2. 10. 

The remainder of the activity during the last quarter has been 
consideration of the related areas of Flight Program Identification, Valida­
tion and flight program organization. The last item is a Task III activity 
but it bears directly on the first two. The first step in this consideration 
was a modularization of all missions as described in Section 2.2.3. The 
next step, presently in progress with Task" 3, involves a more detailed look 
at representative programs required to implement the various QRGT missions 
with the objective of defining -Mode and Element programs. Presently. the 
latter program is considered to be the basic, on-board module for generating 

But, at the same time, it is felt that the most efficient 
be at least at the Mode level because: 

7 



I 

fc 
[ 

( 

( 

( 

( 

( 1 

r i, 
[ 

[ 

I' 
( 

[ 

r c 
I 
I 

Mission 
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Figure2-1 .. On",,:aoard~~~s.sion.Planning Function 
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o The memory saved by commonality at the Element level 
will generally not be sufficient to justify the afiditional 
con;..plexity of the programs needed for on-bo,rd assembly 
of at,flight program from numerous small modules. 
Speqial cases can be made for any Elements:which do 
justi~y commonality. 

o As s embly of a flight program from numero'ts small modules 
creajs a severe problem of on-board valid,6tion. Pre­
asse bly into larger modules, which are pre-validated as 
units,· greatly reduce this problem. 

Ii the on-board system has an Auxiliary Memory Unit (AMU), the 
"best" module size may be at the Phase level, with duplications resulting 
in just a longer tape, to further reduce the identification, assembly, and 
validation problenls. In this case the Flight Program Identification Mode 
reduces to basicaJ4.y naming the Phases and their. sequence, and the va.lida­
tion Mode involveEl~ checking targeting data and program sequencing (as 
the Phase module tan be validated off-board) . 

. ~~ . 
:;, 

2.2.5 PRELIMI~AR Y TRAJEC'FOR Y GENERATION 
t 

The Mis sion Planning Function described in Appendix B initially 
generates several preliminary trajectories and then improves some or all 
of these trajectories by utilizing an on-board optimization routine. The 
optimizer seeks the "nearest" local minimum of the cost function. Thus, 
it is desirable to have several preliminary trajectories to increase the 
chances of obtaining an absolute minimum. In some applications the on­
board computer may not have the capability of performing on-board 
optimization. In these applications the preliminary trajectories. must 
include at least one which is feasible. 

This section covers the progress in the development of preliminary 
trajectories for orbital rendezvous from a parking orbit. (Direct ascent from 
launch to rendezvous is discussed in the Ascent Guidance section). Trajectory 
prescriptions presently under consideration for rendezvous from a parking 
orbit can be classified in five groups: 

.. General two-burn rendezvous maneuvers. 

\' 

two-burn orbit transfer with impulse splitting 
ZVOU8. 

ee =burn rendezvous maneuvers. 

IviodHkations to VPG. 

9 
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For two-burn re,ndezvous, IBM has developed a Rendezvo~s /Intercept 
Routine with Option A-4, called RIA4, which is discussed below ,-nd compared 
with the rendezvous t1jansfers generated by VPG. 

" 

J 
,The Rendezvous /Inter~ept Routine i 

1" ;, 
~. 

The fundamental idea in the rendezvous lintercept routi~e is that the slope, 
ma' of the transfer traJ.~ctory at arrival is a pre -determined frnction (·r the range 
angle of transfer Q , i. e. , 

" a \ 
Id 

m =m (\Q jr) 
a a 11 a 0 , ' 

The range angle is adjuJed ,to insure proper phasing of the SIC and target. The 
time of the first burn is-{hen varied to seek a local minimum of the payoff function 
which, in this case, is +.e total impulse required for rendezvous. There are several 
d, "iiferent functional relia~ionshiPs available for computing m in this routine. A 
:qlodification of the equ change in 'slope criteria, Option A~4: has been employed 
~r the numerical result.,! which follow, , 
, -~ ~JJ" ..! 

i Figure 2 -2 show~ a typical behavior of the total impuls~ as a function of 
tpe time of the first bu., In each subsequent revolution of the' SIC in the 
p'arking orbit the graph 'bas two local minima. The first branch of the curve. 
c,orresponds to range al'" les of transfer greater than 1800 and the second for 
g. less than 1800 • . • 
. ,i3r .~.;; 

lJ 

The RIA4 and V~p techniques give many solutions of the rendezvous problem. 
Numerica~ results for tIle least impulse and the least time of rendezvous solutions 
a,xe described in Appenq.ix C. These results show that the two-burn technique RIA4 . . 
compares favorably, in'~ime and fuel requirements, with the three-burn VPG 
technique. The RIA4 technique requires more computations but less storage than 
VPG since most of the RIA4 routine would also be used in active guidance. The 
optimization of the two-burn transfers should require a considerably smaller 
number of computations than that of the three-burn transfers. Further testing 
with other orbits is anticipated. 

The results of optimization experiments will determine (a) the relative 
merits of RIA4 and VPG as generators of initial trajectories for optimization, 
and (b) the amount of improvement obtainable by optimization. In some cases, this 
improvement will be small, indicating the feasibility of using RIA4 or VPG without 
optimization in certain applications. 

C2RG N(wember 1966, p. D-15, 

10 
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2.2.6 DEVELOPMENT OF OPTIMIZA TION ALGORITHM6 

For exp~rimental study of optimization algorithm~ and their appli­
cation to mission!; planning, IBM has developed a program called DSOP 
(Direct Search O~timization Program). This program is described in detail 
in Appendix D. DSOP consists of a number of subprogral'lfs which combine 
to form optimization algorithms. The principal subprogr~ms of DSOP are 

': ,( 
PMS (Pattern Move Search), EMR (Explanatory Move Rou,tine), and UNIVAR .,. 
(Exploration by a siequence of one-variable searches). EMR and UNIVAR 
are alternative sub~outines of PMS. Possible future developments include 
modifications of UNIVAR and/ or EMR, development of new subroutines to 
replace UNIVAR and EMR in PMS, and development (or acquisition) of n~w 
algorithms to complement or replac e PMS. 

The algorithms were initially developed and tes ted for optimization 
without constraints, and subsequently modified to incorporate simple con­
straints (bounds on the independent variables). More general constraints 
are pres ently handled by a penalty-function technique. Future improvements 
under consideratiqn include (a) techni,ques for accelerating convergenc e, and 
(b) techniques for ~andling general equality or inequality constraints. 

l 

The optirntLzation algorithms of DSOP have been successfully applied 
to a variety of test'iproblems. In particular, the PMS-tTNIVAR combination 
has been successfully applied to the optimization of orbit transfer trajectories; 
these experiments are described in Section 2.2.5 above, and in Appendix C. 

In addition to support of these experiments, and various modifica­
tions and tests of DSOP, effort during the last quarter has been devoted to 
a survey of the state-of-the-art for optimization algorithms, and to con­
sideration of possible next steps in the development of PMS and its sub­
routines. Also, consideration has been given to the possibility that some 
existing optimization program may offer a useful alternative to, or comple-' 
ment to, the use of PMS in further trajectory-optimization experiments. 
A program listing for Powell's 1964 "conjugate gradient" direct search 
algorithm1 has been obtained, converted to FORTRAN 4, debugged, and 
incorporated into DSOP for convenience. In preliminary experiments with 
simple test problems, Powell's method has shown performance considerably 
superior to PMS. This algorithm has no provisions for handling constraints 
of any type, and modifying it to handle constraints (in any way other than by 
penalty functions) is a nontrivial problem. However, the quadratic conver-
geI'c of IS method may possibly make it an efficient constrained 

1 

penalty functions. 

.Variables 
puter Journal!, p. 115. 1964. 

M€;thod .Finding the Minimum of a 
without Computing Derivatives", Com-
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Also, experiments were performed with a modified version of 
UNIVAR incorportting some features similar to Powell's rpethod. This 
modified UNIVA~Jshowed a significant acceleration of convergence. It 
was less efficient than Powell's algorithm, but this was expected since 
it was an experirri.ental combination not designed for effici:~ncy. 

'; 

I, 

In coope~ation with the ascent guidance subtask (Section 2.2.8), 
a rapidly convergent method was developed, and successfully tested, for 
systematically varyin, g fiv,e parameters to minimize an objective function 
(the total burning tijp'le) while accurately maintaining three equality con­
straints (required-velocity conditions). The method used a secant method 
for maintaining the constraints, and a simple version of Powell's conjugate 
gradient method for finding the minimum. The details of the method were 
specialized to the ascent problem, but the principles are general, and may 
be incorporated in a modification of DSOP at some later time. 

During the next quarter, the effort devoted to algorithm development 
will diminish, since emphasis has now shifted to application of available 
algorithms to mis~ion-optimization experiments. A demonstration of 
mission optimizatton with existing" possibly quite inefficient optimizers is 
an important cont~ibution toward demonstration of OR feasibility, and is 
more urgent than Vtnprovement of efficiency. Major improvements in 
efficiency may be expected to result from the further development of optimi­
zation algorithms, which is being actively' pursued by IBM and many other 
organizations. 

2.2.7 , TRAJECTORY OPTIMIZATION 

A procedure has been defined and equations written and programmed 
for formulating N -burn or bit transfers with or without rendezvous, in a 
form suitable for trajectory optimization by direct search techniques. This 
program is being used with the optimization algorithm discussed in Section 
2.2.6 to determine local time-optimal or full-optimal orbit transfers with 
or without rendezvous. 

The complete 'program will represent the Trajectory Optimization 
Mode of the Mission Planning Function for all orbital maneuvers (the Ascent 
Phase will be added later) and will be combined with the Preliminary Tra­
jectory Generation Mode which provides the initial trajectories. to be optimized. 

p1"€lsent form, the starting solution is specified by: 

t Initial Orbit Ephemeris 
o 

- Ta et ( Ephemeris 
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N - Number of burns (Presently N~ 5) f 

I 

M - Rendezvous Indicator (Yes or No) :i' 

R - Optimization Requirement (Min time or Min fuel) 
f 

tl tl - Time of 1 st burn 

~\tf - Time of Nth burn 

R R d· . d .th b . - a lUS magmtu e at 1 urn 
1 

cf... i-Plane Change angle at (i_l)st burn 

- Range angle between (i ~ 1) st and i th burn ;..::. 2 ...• N-I 

Slope (tangent of flight path angle) at 
arrival at ith burn 

Slope at arrival at last burn (not necessary 
for rendezvous case) 

and additional control parameters for the search routine. 
~ 
i 

The abovE1' trajectory parameters (t to maf ) are systematically 
varied by the searph algorithm to minimize lhe payoff function (the time or 
fuel required for tl1e maneuver). Inequality constraints on the trajectory 
parameters are handled by the search routine and functional inequalities are 
handled by penalty terms in the payoff function. The present program 
includes only a constraint on the total A V which is limited to A V , an·; 
. . max 
Input quantlty. 

The initial test problem, an unconstrained two-burn orbit transfer 
without rendezvous, was successfully run. The second test case, uncon­
strained two-burn rendezvous, encountered trouble because the time-of­
flight routine was restricted to elliptical orbits, while during the search 
routine the transfer arc was sometime~ hyperbolic. Herrick's universal 
time-of-flight equations have been substituted and additional changes incor­
porated sO that 1800 a.ncb3600 '(phasingtbrb'it},'trajectories can be handled. 
Fol' <J!. 180 01 tX"a,nsier between the last two burns (when N ~ 3), the transfer 

(the trajectory parameter cJ;. defines the plane for the 
oth,~r trouble was resolved by addit.g to the program a one-

Sa£trc!flJ. for the pla.ne that minimizes the sum of the last two 
{:,af,e of a phasing ellipse (such as a VPG Full Orbit Phasing 

a.ngle t'1·f{;) bUJrns in a multiple Qf 36001 and the 
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Required Velocity routine would give a value of zero. The addition to the 
program treats this case as an im!,ulse splitting problem b!Y analytically 
calculating the tV',fo co-linear velocity impulses necessary to maintain the 
geometry and phcising. t 

I 

With the .bove changes incorporated, the second test case was 
successfully run. \This case corresponds to an optimization of the Rendez­
vous -Intercept Op~on A-4 example which appeared in th~ December Monthly 
Report (Table I, PBlge 10, which is the same as Run #1, target true anomaly = 
0 0 in Appendix C) a~d resulted in a total impulse of 11,493.963 feet/sec. 
and a reridezvous time of 13,879.676 sec. This compares with the Optimum 
2-Burn Rendezvous results (11,494 and 13,870 respectively) appearing in 
the same report which was obtained with. an IBM Grid Search Program. 

The third test case exercised was the fuel optimization of a VPG 
result for the same problem as above. The input was a VPG Bielliptic 
Chase option with no high altitude pure plane change burn which requires 
13,528 feet/sec. q,f {j.Vand 19,920 sec. for rendezvous (Bielliptic b, 
Table I, p. 10 in .qecember Monthly Report). This input involves a 1800 

transfer between tl\e last two burns of a three burn rendezvous. The 
local optimum cor~esponding to this case was found to require a AV of . 
12, 858 feet/ sec. a~d rendezvous occurred at 19, 713 seconds, which is 
a savings of 670 fp$. in Av and 207 seconds in time. 

\ 

The N-burn Orbit Transfer Optimizaticn Program will be employed. 
to investigate VPG and Rendezvous Intercept solutions for various target 
geometries and phasing. This will allow for the generation of trajectory 
data so that comparisons can be made between both the starting solutions 
(non-optimal) and the resulting optimized solutions. This information will 
be used to evaluate techniques to be used in the Preliminary Trajectory 
Generation Mode (see Section 2.2.5). 

2.2. 8 'ASCENT GUIDANCE 

One of the objectives of the QRGT study is to develop guidance 
equations which are completely explicit, in the sense of not requiring off­
board precomputations, and which are suitable for use in on-board mission 
planning. For the exo-atmospheric phase of ascent guidance, this develop. 
ment was essentially completed during the second quarter. An oral presen­
tathm of thf,~ ascent guidance technique was given at the Aerospace Corporation 
OD. 6, 1 A written report is expected to be completed in 
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The ascent guidance has two principal modes: asc,~nt for orbit 
injection, and ascent for intercept or rendezvous. For both modes of 
ascent guidance, '~a three-dimensional form of the linear-t~ngent steering 
policy has been iJ.?:1p1emented. The linear-tangent steering policy is a 
well-known optimal solution of the flat-Earth ascent problem with no time 
constraints, and i~ nearly optimal in the round-Earth case, for typical boundary 
conditions. A no~l integration technique, combining ana!lytic:expressions 
for certain thrust ,ntegrals with a rudimental predictor-corrector method, 
is employed to rap~d1y and accurately predict trajectories for use in , 
iteratively computi~g the steering coefficients and thrust cut-off time. 
(This integration t~chnique is described in the First Quarterly Summary 
Report, which incl£des a complete description, with equations, of a two-, 
dimensional versitn of the proposed ascent guidance scheme.) In the orbit 
injection mode, £ite equalitY'constraints are simultaneously satisfied at 
thrust terminatioq) three velocity components, and radial and out-of-p1ane 
position compone~ls. In the direct -ascent-to-intercept mode, an optimi­
zation technique sllstematically varies pitch rate and yaw rate to minimize 
burning time whil&~maintaining three quality constraints (the conditions for 
intercept at a spe~fied time). Direct-ascent-to-rendez:Yous is the same, 
except that the quartity minimized is total burning time, including the 
accommodation bu~n for rendezvous. This burn is estimated by the 
impulsi ve a pproxit*.ation. 

Coplanar "scent for orbit injection was demonstrated in November. 
Coplanar direct-aslcent-to-intercept was developed and demonstrated in 
early December. tn late December the ascent-for-orbit-injection mode 
was expanded to tIVee-dimensiona1 form and demonstrated for ascents with 
dog-legs as large 4s 40 0 • In early January, the direct-ascent-to-intercept 
mode was expanded to a-three-dimensional form, and direct intercepts with, 
dog-legs as large as 40 0 were demonstrated. In both ascent guidance modes 
the ability to predict time of cut-off within 0.7 seconds, when the time 
remaining until cut-off is greater than 550 seconds" has been r~peatedly 
demonstrated. Orbit injection errors have always been less than 0.01 feet/ 
second in velocity and 10 feet in position; intercept error.s have been less 
than 10 feet. 

In the future, a minor revision of the direct-ascent-to-intercept 
implementation will be made which will replace the two-dimensional direct 
search for optimal pitch and yaw steering rates with an alternative procedure 
bas on a transversality condition. Direct comparison with a theoretically 

ector}" will be made to quantitatively determin~ the qegree of 
bClth the explicit ascent guidance modes. 

16 Iv 



[ 

( 

, I~ 
( 

I~ 

[ 

I 
[ 

I 

[ 

I 

The ascent guidance equations are also usable for ,~rbit transfer 
guidance. The tW? modes of ascent become two modes of qrbit tranSfer; 
orbit transfer fOf 'injection into a new orbit, and orbit traIl:~fer for inter-
cept or rendezvo\1s. ' 

'i r , 
During tae next quarter, the study effort in the a;rea of ascent 

guidance will be d~voted to (a) completing and documentintg the guidance 
equations for the exo-atmospheric phase of ascent, (b) d~veloping equations 
for the atmospheri'f. phase of ascent, and (c) studying the,~ integration of 
ascent guidance wi~ orbit transfer guidance and with mission planning. 
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2.2.9 RE-ENTRY GUIDANCE 

The guidc:i-nce policy selected by IBM for the re-entrty phase 
(predicto~ guidance) uses the relative location of th~ destination 
within the!J,instantaneous footprint to determine ma~~uver 
command, (bank angle and angle of attack) which w~ll rna ximize 
future free/dom of choice, by attempting to move the destination 
point into iJ'le interior of the footprint. These confmands are 
overridden~ when necessary, by modifications which ensure 
that thermal, g-load, and controllability c'onstraints will not be 
violated. The footprint boundaries are computed by integrating 
simplified equations of motion forward to the terminal altitude. 
Some of the advantages of predictor guidance are: 

• Predictor guidance is independent of preflight 
simulation. That is, predictor guidance is self­
contained and independent of the trajectory or 
landing site. 

., The footprint and the enclosed destination makes a very 
desirable display from which the pilot may monitor the 
flight or control the vehicle. The continuous footprint 

; display allows instant determination of alternate landing 
sites. 

•. The presence of a faster than real time simulator, the 
predictor, on-board the vehiCle allows the future 
flight conditions to be determined and isplayed to the 
pilot. 

• In general, the footprint predictor is not dependent on 
·a simplifying constraint, such as constant drag or 
equilibrium glide. Thus, the footprint-defining trajectories 
may be optimized :Iof particular importance is cross-
range) if facilities are available to do so. 

The two simplifications made in footprint generation are: (a) approximating 
the cosine of flight path angle by unity, and (b) an approximate 
treatment of earth rotation effects. Preliminary simulation results 
have shown that the errors resulting from these approximations are 
acceptably small: less than 10 nautical miles in the worst case, and usually 
Ie!:! 5 nautical miles. ' 

.;;::anlzation Qf the footprint computation is shown in Figure 2.3; 
-4 shows the over-all organization' of re-entry guidance •. 
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2.2.10 RANGE SAFETY 

2.2.10.1 Range Safety Requirements and their Relation to Quick Reaction 
} 

\ i ' 
Range safet~ requirements must be met during the PIfe-Launch and 

Ascent phases of al»\missions, except (possibly) for certain Inissions whose 
urgency is so great that'a partial waiving of range safety requirements can 
be justified. This wtll not usually be the case. 

Some requirements for range safety are not closely related to mission 
planning, guidance, ot targeting, and will not present any serious problems 
relative to quick reaction, although they must be considered at various stages 
of the design and development of the vehicle and associated ground systems. 
Examples of range safety requirements of this type are: 

Flight Termination System Approval 
Missile Ground Safety Systems Approval 
Non-Coopera tive Launch Restrictions 
On-Board Tracking Aid Requirements 
Documentatiol}. Procedures. 

~~ 
1 

Other range s~fety requirements present problems of varying degree 
l 

which may possibly c~mpromise the quick reaction concept. Some examples of 
these requirements are: 

Flight 
::;yster"a 
cedur 

• Flight Plan Approval 

• 

• 

Data :aequirements 
Lead.lTime 

r 
Clearing fhe Range 

Clearing Designated Danger Zones 
Issuing Warnings to Aircraft and Ships in Approved Impact Areas 

Flight Termination Procedures 

Impact Limit Line Violation 
Land Impact Re strictions 

The first two categories represent, basically, a timing problem (although 
data requirements may impose a burden on the on-board 

is to be generated there) in that, according to present pro-

days in £\,dV,:iKIA' , 

e involved in gaining flight plan approval and warnings are issued 
last category can be viewed as mission constraints that 

TflUst 1;,; the planning mission, and requirements on the abort 
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For the purpose of as ses sing the effort of Range Safety requirements, the 
QRGT mis sions can be typed by the minimum desirable response time: 

Type I Miss~ons (Quick Reaction) Response time of aPl?roximately 
one day or !more. 

, 

Type II Miss\ons (Very Quick Reaction) Response timb of the order 
of hours. '; I 

Type III Missipns (Ultra Quick Reaction) Response t~me of the order 
of minutes. 

The mission tYl>es can be defined by the point in the count-down at which 
the initial mission specification is received. For Type I the count-down has not 
begun, for Type II the count-down has progressed to a Hold point where the 
laUnch vehicle may be maintained in a ready state for an extended period of time 
(i. e., weeks), while Type III denotes the count-down has progressed to the last 
possible Hold before launch that can be maintained for some hours. 

The Titan III presently has a hold capability of 30 days at t-195 minutes, 
6 hours at t-45 minu~s and 1 hour at t-l minute (if repeated instrumentation 
and range safety che~ks are waived). 1 Thus a Type II Mission would correspond 
to the Hold at t-19 51inutes and a Type III Mis sion to the Hold at t-45 minutes 
or possibly at t-l minute if the Hold capability can be increased by, say, a 

f 
factor of 5 to 10. ; 

In the case of ~anned mission the major factor in response time may be. 
the preparation and cHeckout of the crew. 

J 
For Type I Mi~sions, attainment of quick reaction cannot be allowed to 

degrade. present sta4tards of range safety, although changes in the procedures 
are permissible and ij;robably necessary. Missions of Types II and III may be 
of extreme urgency, Justifying the waiving of some range safety requirements , 
if necessary. 

Another consideration is the desirability of reducing the amount of ground 
equipment and personnel required for support of launch operations. This is 
especially important for missions which may be launched from dispersed military 
sites. It is less important,th.Ough. still desirable, for launches from the 
Eastern or Western Test Ranges, where elaborate facilities and organizations 
for range safety presently exist, and will probably continue to exist as long as 
R&D fljghts g,J('e 

65 i" 

Space Exploration", Symposium 
System, Denver, 1965, Preprint No. 
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2.2.10.2 Possible Approaches to the Range Safety Problemw~th Quick Reaction 
i 

The problem of attaining quick reaction while mainrining maximum 
range safety is com~lex and difficult, and hence requires ext~nsive study. 
However, from a pr.eliminary examination of the problem, it/appears that there 
are a variety of possible approaches which may (in combinat~on) provide an 
acceptable sOlution.'( Some of these approaches represent a ~atural evolution 
of the procedures pr~sently used for variable-azimuth laun~hes, and for 
sequences of similar 'Fissions. . 

! 

The problexri of providing adequate assurance of range safety prior to 
launch is analogous tO'lthe problem of validating flight programs, and suggests 
a similar approach. lhe Quick Reaction concept of flight program validation 
is based on off-line vflidation for a generic mission supplemented by a less 
extensive on-line validation when the mission becomes precisely defined. 
Similarly, informatifn required for range safety purposes can be generated 
off-line for a generic mission in the form of sets of trajectories which represent 

f, 

all possible limiting ,fases, etc. and supplemented by additional information 
produced on-line beA.re launch. 

~ 

The prob~t~ of assuring range safety after launch! requires a dual 
fT·'1 

approach. The' on-bi' rd computer can be required to consic:ler range safety 
constraints i~ its mi' ion planning and to enforce these con~traints during 
flight, but range saf ',Y personnel must also have all informci.tion and facilities 
needed for detecting "'amalous behavior, predicting possible consequences, 
and commanding flig1:lf termination if necessary. 

A number of specific suggestions are listed below for changes to be 
made, or new capabilities to be developed, in the areas of Range Safety Operations, 
Launch Operations, Mission Planning, and Guidance. The items relating to 
Mission Planning and Guidance will be considered in detail in the QRGT study. 
Changes in operational procedures involve many complex issues which are , 
outside the scope of the QRGT study; in these areas, it is proposed only to identify 
problem areas and suggest possible approaches. 

• Changes in Range Safety Operations 

Present to the Range Safety Office, at the time the vehicle config­
uration is defined, generalized trajectory data which indicates 
vehicle/payload capabilities. This information can then be used 
to identify mis sion planning constraints (such as allowable launch 

sectors, dog-leg maneuvers, staging points, etc.) which 
then become a part of any particular mission specification. 
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For Type I Missions, the Range Safety Office can be presented more 
specific data by planning the mission in advance (day or so) for a 
series of launch times. Range Safety can then se~ect acceptable 
launch times within the planned launch window. 

\. 

Automat~ the pre -generation of information required for Range Safety 
purposes, SO it can be produced rapidly, and design its character and 
format s9 it can be rapidly understood and conv~niently used. 
Automatep. production of display overlays should be considered or 
electroni, substitutes for overlays . 

. 
Changes iri. Launch Operations 

Provide a Mis sion Planning display at the Range Safety Officer's 
console. Preliminary trajectory information for a mission being 
planned can be supplied in a form that indicates: ascent ground path 
including impact dispersions, normal impact areas and impact areas 
corresponding to the planned cutoff point of multiple burn stages. 

Provide a ground computer which can duplicate the operations of the 
on-board computer, but has greater resources of speed and memory. 
Use this to generate fast-time- simulations of the expected trajectory, 
both for nominal performance and for certain variations from nominal. 
Correct these simulations from tracking data, and use them for (a) 
predicting range safety villations before they occur, and (b) detecting 
deviations from expected behavior. 

If there are aircraft Or ships in the range which cannot be warned in 
time, or cannot obey a warning in time, consider requiring the on­
board computer (in the pre-launch phase) to avoid such hazards by 
varying its plan, 1. e., by varying launch time or launch azimuth or 
both. 

Mission Planning 

Provide the capability of accepting Range Safety constraints in the 
on-board planning function. This involves not only allowable launch 
azimuths but also such factors as ascent ground track limitations, and 
predicted impact points for discarded stages or jettisoned components. 

e 

the, Ascent Phase, employ a Mission Safety mode of Mission 
for impact prediction and abort mode determination. The 

e :(lhould constrain the trajectory to obey range safety con­
sible; othell':'wise. it should recommend (or initiate) an 
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2. 3.: COMPUTER INTERFACE (TASK 3) 

2. 3. 1 INTRO:qUCTION 
,! 

The soft~are system required to meet the multi-mission require­
ments of the per'~od 1970-75 is a general and flexible mUfti-programming 
system capable 9£ quick-response to requirements for apy of a wide range 
of mission class~s using a variety of booster-sensor-F~V configurations. 
It features a high'degree of modularity in both support and applications 
software essentia\ to a quick-response multi-system capability. The 
on-board executive system maintains centralized control of the interface 
between software modules and between the CPU, I/O devices, and 
vehicle systems. The ground operating system provides easy-to-use 
services for the preparation, debug, test, integration, and validation of 
software for on-board use as well as for ground mission analysis tasks. 

The software system's purpose and design requires the avail-
• 

ability of compu~pr systems larger, faster, and of more advanced 
organization thatl those previously available. Such systems are now 
available and Wilt undoubtedly be in widespread use during the period 
1970-75 for grou§ld-based (e. g., IBM System/360), airborne (e. g., Mark 
II avionics systerh, and EA6B aircraft system), and spaceborne (e. g., MOL) 
applications. Th~y feature increased CPU speed, larger and faster main 
storage units, more powerful instruction sets, standard I/O interface, and 
powerful priority interrupt systems. Anon-board auxiliary memory unit 
(tape or drum) is desirable (a) to provide recovery capability in the event· 
main storage data is destroyed or inadvertently altered, (b) to reduce 
main storage size, (c) to facilitate the extraction, integration, validation, 
and cataloging of subsets of the multi-mission software library to form 
specific vehicle libraries, and (d) to facilitate reconfiguration of software 
modules at pre-launch time or between mission phases in response to a 
respecified mission plan. No specific computer system need be pre­
supposed but the features mentioned are considered essential. Compat­
ibility between on-board and ground-based systems is highly desirable 
but not essential. The feasibility of the software recommended will not 
be compromised because of the specific equipment ultimately specified so 
long as the specified system possesses the essential characteristics 
mentioned. Computer system specification is a continuing effort in the 
QRGT study; progres s to date in this area is discussed in Section 2. 3. 6. 
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The essential elements of the total solution to the problem of 
providing a quick-response, multi-mission capability arE;i listed below. 
In some cases,\ these elements relate more directly to m;lssion analysis 
than to comput~r hardware/ software requirements, but virtually no part 
of the total solution can be divorced from the computer hardware/software 

lJ .f 

study effort. :\ 

• • A m4thematical/logical formulation of mission functions 

• 

whic4, to the extent pos sible, is generally applicable to 
any nltission class or vehicle configuration. 

A clearly-defined logical hierarchal structure of all 
mission elements as they are represented and implemented 
by software modules catalogued on the multi-mission 
software library. . 

• Clearly defined modularity levels and standard structure 
of software modules in terms of inter-module linkage. 
competition for computer system resources, service class / 
priority, and status monitoring. 

• Ground capability for quickly and easily extracting software 
modules from the multi-mission library. including the 
integration and validation qf modules so extracted to form 
a subset of all software required to support all capability 
of a specified booster-sensor-FSV configuration. 

• On-board capability for mission planning at pre-launch time 
and replanning during the mission. The on-board executive 
system must provide capability for the integration and 
checkout of the modules required to meet the (new) specifi­
cations output from on-board mission planning routines. 

• On-board, real time, orderly and centralized management 
of the control and data interface between software modules,. 
I/O devices, and vehicle subsystems. This includes alloca­
tion of computer system resources and resolution of con­
flicting demanc:ls for system resources. 

The above list is not exhaustive but includes those elements which 
differ considerably from the requirements of previous systems and includes 
those elements most closely related to the computer hardware/ software 
study task, The capability required is achieved with larger and faster 
(than <H'{;: c:peration to data) airborne computer systems of advanced 
organiz;ltion operating in conjunction with a general, flexible. and modular. 
s ot't,\;:?r,r:,: 

2.6 
<.~'~.'" - --.-.~ 



I 

I 
[ 

[ 

I~ 
[ 

[ 

( 

[ 

[ 

[ 

[ 

[ 

[ 

r o 
I 
I 

, The Q~?l software consists of two major, SUbsys.t~ms: the 
.,Ground Operatll~lg System (GOS) and the On-Board Execut~r.e System 
'(OBES). These~are discussed separately in Sections 2.3.;'3 and 2.3.4 
respectively. '! , 

The GOS pperates only in the ground environment. Its purpose 
is to provide co~plete and easy-to-use services for the 'preparation, 
debug, test, cataloging, maintenance, integration, configuratio n, and 
validation of prog'rams for on-board use or for mission analysis. Its 
overall organizati9n is illustrated in Figure 2 -:-5. 

The OBES ope'rates on-board during all-mission phases. It is 
the control center for all on-board software and applies generally to 
applications software for all QRGT mission classes and vehicle config­
urations. OBES provides orderly; and centralized management of control 
and data interfaces between software modules and between software, 
I/O devices, and vehicle subsystems. Its overall organization is illus­
trated in' Figure 2 -6. 

FigureZ -:-7 presents the major components of each of the two sub­
systems and illustrates the inter-and i;ntra-relationship b'etween these' 
components and subsystems. ",. 

2.3.2 SUMMARY 

During the second quarter of the study, the effort has been con­
centrated on the over-all software organization and beginning of the 
computer sizing task. The over .;.all structure of the on-board executive 
system is presented in Figure 2.;.6~ It is supported with functional flow 
diagrams and descriptions of the' major routines which comprise the 
complete system. Included within the descriptions are estimates of the 
core storage and execution times required for these functions. In the 
area of the support software (GOS), definition of the major capabilities 
which must be added to a normal operating system has been completed. 
These include: (1) the Multi-Mission Library; (2) the Configurator which 
selects individual subprograms from the Multi-Mission Library and links 
them together into a function or mode program; (3) a description of the 
additions to the language translators, like an assembler, in order to 
produce object code which is required by the on-board executive system; 
and (4) the simulation capability required to validate flight programs. 
Where applicable. flow charts have been developed to show the functiona,l 
operation these facilities. The next effort on software definition will 
be devoted m.ainly to developing the detailed design of the Multi-Mission 
Library and the Configurator. Also there will be a continuing effort on 
the OB:CS to in.sure that it is costefiective in terms of storage and CPU 
r h' t,h,,; QltO'! missions. 
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The computer sizing effort is now in ·progress. 'lThe best estimate 
of the computational requirements upon the computer haslbeen identified 
down to phases' of the mission. From this we are able to! survey previous 

~ \. 

studies such ast MOL and SSGS to obtain any available data relative to the 
computer sizing study such as flow diagrams or actual c,bunts. Trial 
programming fo~ two major areas is well under way (G,mini Re-Entry 
and Digital Autopilot) and estimates for other functions .have been obtained 
from the MOL o~ SSGS studies. The results to date on this effort are 
presented later in this section. The actual size and speed estimates are 
clas sified and are reported in "QRGT Computer Sizing Estimates and 
Mission Descriptf.ons" to be delivered under separate cover. 

The following paragraphs' describe the results of Task:) .. efforts 
during the second quarter of the study •. 

2.3.3 . THE GROUND OPERATING SYSTEM (~OS) 

Standard "third-generation" operating systems available for 
commercial use provide much of the capability required for the QRGT 
ground operating system. They provide comprehensive support serv.ices 
to programmers with only minimal restriction on the manner in which 
a problem is or,anized and described. Since these systems are widely 
used and readi1>1 available, use of applicable components for the QRGT 
system provides~ the advantages of: 

\ 
• Avoiciing the considerable cost incurred,in developing 

• 

and implementing system components already available. 

Simplified coordination of effort and avoidance of 
redundant effort among contributors to analysls and 
operational software~ 

Existing operating systems do not. however, provide the full capa­
bility necessary to meet QRGT objectives. Changes to existing facilities 
and addition of new capability are necessary to adapt a standard system 
to new requirements· unique to QRGT. The major areas of change are: 

• . Programming languages and translators for programming 
. the on-board computer. 

Con!iltruction and maintenance of a Multi-Mission Software 
Library (MML). 

Extraction of MML modules to form a software subset for 
a sp"'~cific vehicle configuration. 
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2. 3.3. 1 Programming Languages and Translators 

I, 

All programming language facilities such as asserbblers, macro 
facility, PL/l,;FORTRAN, ALGOL, etc. could be retaizled at least for 
mission analysi~ programming. QRGT on-board progra,;ns impose 
additional requirements not now incorporated in a single,' programming 
language. Figur\e 2-8 shows features available in each of several 
commonly-used ~fLnguages and features considered desirable for a QRGT 
higher -level language. 

A commonihigher-levellanguage for space applications is under 
study in separate efforts by SDC and IBM. Both studies are in the early 
stages of definition and specification. It is possible that one or both of 
these languages may be suitable for the QRGT system, but a significant 
implementation effort remains to be accomplished before either would be 
ready for use. 

The extent of the effort involved in providing additional language 
translation facility in the QRGT ground;.operating system depends heavily 
on the degree of compatibility between ground-based and spaceborne 
computer equipment. If a high degree of compatibility exists, each 
existing translatc;>r could be modified to operate in either a ground or 
on-board mode. : In the on-board mode, the translator would produce 
object code (a) u~ing only the instructions available in the O/B computer, 
or (b) flag unavai~able instructions as coding errors requiring correction 
and reassembly dr recompilation, or (c) substitute system macros to 
generate the on-board code required to perform the function of an unavail­
able instruction. If strong compatibility is not required, it would be 
necessary to provide new assemblers and/or compilers for the on-board 
computer specified. 

The language(s) used for QRGT programming should eliminate, 
to the extent possible, all distinction between programs written during 
study and analysis and those written for operational on-board use. The 
extent to which this goal can be achieved also depends heavily on the 
degree of compatibility between ground-based and on-board computers. 

2. 3.3.2 The Multi-Mission Software Library (MML) 

All software modules prepared for on-board use for all mission 
configurations are stored and catalogued on an I/O 

c) accessible to the Gas. A ground configurator is 
::::xtra.ct and integrate a subset of MML modules to produce a 

Spec-L,i'" I,ibrarJ<SVL) containing all modules neces sary to support 
s'·2,f\ct,Lons within a specific vehicle's capability. 
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Figure 2 .. 9 is a functional flow diagram of the ground configurator. 
Its inputs cons~st of data which identify and describe boo~ter type, 
reference and control systems, sensors, and final stage vehicle. Using 
these inputs an~ a directory which appears as the first r~cord on the 
MML, the groui'ld configurator searches the MML, extracts the required 
modules, combip.es lower-level ,modules into programs"i prepares an 
SVL directory fdr all programs formed, and writes the,results on the 
SVL device. The SVL so formed is later used as input to validation 
programs and, alter validation, is loaded on a vehicle AMU to be installed 
as part of the veh~cle configuration. 

2. 3.4 ,ON .. BOARD EXECUTIVE SYSTEM (OBES) 

The on-board executive system is the control and service center 
for all on-board software. It maintains, in real time, a centralized and 
orderly control of the interfaces between application programs, vehicle 
devices, ground controllers, and crew members. Only the capability 
deemed necessary to meet QRGT objectives is provided. When fully 
implemented, the system will provide the required capability at the lowest 
possible cost in GPU time and storage space. Only minimal restrictions 
on program struqture and programming conventions are imposed on 
applications programmers. ' , 

~ 
2. 3.4. 1 System Sttucture 

~ e 
The execui,tive system is comprised of six categories of software: 

:' 

Routines for Handling Interrupts 

Their functions include machine status save/restore, recog­
nition of the action or service commanded or requested by 
each interrupt, initiation of the required action or service, 
and return of control to the interrupted program. 

., CPU Time Supervision Routines 

Their function is to determ1ine when and in what sequence the 
various computational tasks (programs) are given CPU time. 
These routines provide capability for ordinary sequencing' 
of programs, servicing of programs on a priority basis, 
and for scheduling programs with precisely-cyclic or 
i:rnmediate-response requlrements. The sequencing and 
priority scheduling routines insure that repetition rates and 
duty cycles of all programs are satisfied. 
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Ground Configurator Functional Flow 
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• I/O Supervision Routines 

Th~y provide I/O services requested by appli(cation programs, 
and', process and analyze all I/O interrupts rE)sulting from 
eitl'l/er normal or abnormal termination of ani I/O operation 
or fr,om a signal originating in an II 0 devic~, 

.. Main Storage Supervision Routines 

" 

They i;maintain a record of the identify and extent of all programs 
in main storage, initiate the loading and relocation of pro­
gram~, allocate and free main storage, and provide storage 
cleanup when it is both possible and necessary to make free 
areas contiguous. 

o Other Interrupt Service Routines 

These fulfill requests or commands indicated by interrupts. 
These are mainly services provided in response to supervisor 
call interrupts originating in an application program, but they 
include also those services necessary to respond to interrupts 
from the timer, alarm and attention signals from vehicle sub­
systems, and interrupts indicating a computer system mal­
function. 

0:: Utility Services 

They include such subroutines as trigonometric functions, 
matrix operations, data conversion and formatting, etc, to 
the application programs. 

In addition to the ~oftware categories listed above, OBES makes 
use of system tables to record the utilization and status of the CPU, the 
I/O channel, I/O devices, main storage, and software resources. 

Before proceeding into the details of the OBES, a brief discussion 
of "overhead ll costs (in terms of CPU time and storage requirements) 
incurred by using the centralized on-board executive system is in order. 
All of the capability provided is deemed. necessary to meet study objectives; 
in this sense, none of the CPU time and main storage need be considered 
overhead, Previous on-board software systems were designed to meet a . 
pa.rticullar ective with all computer and vehicle equipment and software 
allocat€)d a specific and restricted mission class. Many functions, now 
conf'ide ed !"'~lpervisory, were previously dispersed (often redundantly) 
thX'ough!fjll),t the pre:lgram: other functions not then required are essential in 
the,: The QRGT must eliminate these circumstances 
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which contributed to the difficulty of changing programs a~d must at the 
same time provide more capability to support many mission classes and 
vehicle configu'i:ations. ' 

'. 
) 

The "ovdrhead" incurred by use of the on-board ~xecutive system: 
(a) makes it pos sible for a single system to support a wipe range of 
application progl1!ams for various mission classes and vFhicle configura­
tions, (b) providds many es sential services which were 'previously 
considered a part\ of the applications programs, (c) permits last-minute 
specification or r 1planning of particular missions or phases and (d) 
relieves the appliqation program of the intricate problems of core alloca­
tion, program scheduling, I/O handling, etc. In typical use, the on-board 
executive system requires about 3000 words of main storage and about 6% 
of available CPU time. A breakdown, by system function, of the current 
estimated costs is given in Figure 2-10 .. 

Looking at the requirements of the QRGT system, it seems 
extremely likely that any attempt to perform on-board computational 
functions without a centralized executive system may fail to meet the 
major objectives of quick-response, generality, flexibility, and on-board 
(re}planning of missions or mission phases. One can only speculate on 

I 
the outcome of s~ch a course of action,· but at best it would result in a 
somewhat haphazi'ard evolution of a centralized executive system which 
would compromi,e established QRGT objectives. It is better to recognize 
early the need fo~ the system and design, develop, and implement it in an 
orderly manner ahd in conjunction with the mathematical/logical formulation 
of mi s sion functi~ns. 

2. 3.4.2 System Operation 

What comprises a flight program depends primarily on the appli­
cation programmer's decision, which should be influenced by the fact that 
a program is a basic unit in terms of: 

o Competition for CPU time .. 

o Loading from the AMU. 

o Competition for main storage space. 

Reloc~,tion within main storage. 

g of service requests. 
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Note: T.1.ese estimate., are :preliminary and are provided pi-ior to detailed 

OBES DesigA. They are based on judgment of application program 
, ~ 

requirements and IBM experience with MOL and OS/360. 
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Any variation desired by the programmer at a lowrr level than 
the basis described above is governed by the flow establi~hed within 
his program at!c,?ding time. Normally, but not necessarily, a program 
will be the imprementation of a specific mode or mission,1function; for 
example, "navigation-prime modell, or "navigation-bac~up modell, or 
lIattitude refere~ce and control ll , or IIdisplay departure time vs. delta V 
required ll , etc .. The choice of units existing as programs on-board does 
not prohibit the d'ataloging of lower-level modules (elenlents) on the MML. 
The GOS ground qonfigurator combines such lower-level modules into 
programs in the process of extracting and integrating an MML subset to 
form an SVL. Suith lower-level modules to be combined into programs 
might include, e. g.: IIBasic gravity model", IIgravity model with 3 higher 
earth-harmonic termsll, IItrapezoidal integration ll , 114th-order RK inte­
gration ll , IIKepler I s Problem solutionll , or IILambert l s problem solutionll , 
etc. 

To reduce the complexity and increase the computational efficiency 
of OBES routines, onboard programs are structured to consist of four 
parts: a program control table, program text, program common, and a 
relocation dictioziary. This structure has been chosen to: (a) simplify 
the sequ'encing a~d priority scheduling procedures, (b) reduce overhead. 
(c) maintain flexlfility in changing program mix, and (d) make it possible 
to satisfy real-tire operational constraints imposed by each program. 

• The ~fogram control table contains information required 
by OBjES to service the program. , . 

• The program text is the executable code required to 
implement the program I s function. 

• Program common is an area for the communication of 
data between segment's of the program. 

• The relocation dictionary contains pointers to location­
dependent quantities within the program. These are 
required for relocation and initial loading. 

The above refers to the physical structure of a program. There is 
also a logical structure which provides for text segments, only one of 
which is executed each time the program is scheduled. Segment break 
points 2"re aEltermined On the basis of execution time to insure that OBES 

s control within a specified maximum time interval. 
inst:;,res that high rate sampling requests can be satisfied. 
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Basic flow of control from program to program is ,lgoverned by 
the order in wlti+- the system sequencer and priority sChfduler grants 
CPU time to ead,P program. This is determined by infor;nation provided 
in each progra~1 s control table - primarily repetition ra;te, duty cycle, 
and priority. qnsolicited external interrupts, such as spbsystems alarm 
or attention sigrfals, may change system flow by requirip.g execution of 
a device service, program. In SOme cases, these signalis require 
immediate respdh.se; in other cases the required servicie can be scheduled 

l 
as a priority or ~ackground task. The system grants CPU time to pro-
grams on an interleaved basis ina manner which satisfies the real-time 
constraints impos,~d by each program. Each time a program is granted 
CPU time it can rftain control for only one segment of the program. 
High repetition rate requirements are met by granting CPU time as 
frequently as necJssary. This might often require that a program be 
given several (or many) adjacent time slots. 

Interrupts always transfer control to OBES; furthermore, they 
provide the only means by which the OBES can obtain control. The most 
.common sources of interrupts during normal system operation are appli­
cation program I ~ issuance of supervisor call interrupts representing a 
request for OBE~ service. Application programmers request services 
by coding a mac:J,o-instruction such as READ, WRITE, ENDSEG, LINK, 
LOAD, etc. Eac~ such macro is represented by machine code as a 
supervisor-call (SVC) instruction with which is associated a code field to 
indicate to the eJecutive system which service is requested. 

In addition to the SVC interrupts described above, there are other 
classes of interrupts which cause control to be transferred to OBES. 
Sources of these interrupts include the timer. the I/O channel, I/O 
devices, vehicle subsystems, malfunctioning computer system equipment, 
abnormal program operation (e.g. overflow), and crew member commands. 
All interrupts may be classified in two categories: 

• User-Responsible Interrupts 

This category includes all user-issued SVC interrupts and 
all interrupts resulting from abnormal completion of a 
program operation. OBES response to SVC interrupts 
consists of the execution (including transfer to and return 
from) of system service routines designed to implement 
all macro-instructions available to application programmers. 

ea:rlier or higher priority requests are utilizing a service 
requested, the new request is queued and provided later 
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I 
wh.en the service becomes available. Most services which 
in~ol~e only the execution of a routine are implemented 
by rl-enterable code and can thus be used IIs~multaneously" 
,by iteveral requestors. OBES response to alflnormal program 
ope~ations (such as overflow) depends on wh?ther or not 
the pos sibility of the abnormal condition wa, anticipated by 
the ~plication programmer. For such con91itions anticipated, 
OBES would cause execution of a user-supplied analysis/ 
reco~ery routine; if unanticipated, OBES would attempt 
recovery by use of system-supplied analysis/recovery routines. 

~. 

I, 
,.. Systexrl. Responsible Interrupts 

Thi s category includes all interrupts originating outside the 
CPU. Depending on the interrupt class and priority level, 
response to system interrupts may be immediate, scheduled, 
or background. Most system-responsible interrupts can be 
held pending in an IIO channel or device with provision for 
later allowing them to occur and be processed - normally 
between application progratn segments. Figure ,2-11 show:s~_the 
general method of handling: all interrupts. "-'" . 

Each program is divided into logical segments. , When each applica­
tion program returns to the OBES attheend'of a segment the OBES performs 
intersegment processing, .:consisting'·o"{'the f6Jlowing: 

• Updating the execution (CPU) list. 

• Unmasking' and processing ,of stacked interrupts. 

• Processing of queued' requests for services. 

• Selecting' ',,:the next 'program to be given CPU time, 
including reinitialization of the scheduler if programs 
have been added to or removed from the multiplexing 
loop. 

CPU time required for inter segment processing and for processing 
system-responsible interrupts is not considered a part of an application 
program segment time. CPU time required to respond to user-coded 
ma.cros is considered a part of the segment time for the segment issuing 
the request, For I/O requests, the C~U time required to initiate the 
operatirm plus CPU interference ¢aused by data transfer, is considered 
segment tim,e. CPU interference due to data transfers across the I/O 
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Any Interrupt. 

) 

V 
Perform Minimum Save of Machine 

Status : 
i 

:,'l 

Determine which OBES service is 
~ 
fommanded or requested by the 

Interrupt 

Is the required serv. No 
Immed. available? 

Yes 

Execute the Appropriate 
OBES Service Routine. Enqueue the 

Request or Command 

for Later Service 

Post (Record) Service Comp-
" 

letion 

, 

Restore Machine. Status 
, 

- ; 

Return control to the 
Interrupted routine 

! 

Response to Interrupts 
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interface is not entirely predictable; data transfers occur;Hng during one 
A 

segment of a pr9gram may be in response to an I/O requ~st from a 
different segm~rlt of the same program or from adifferep.t program. 
However, this presents no problem since a timer interrt.ipt is provided 
to limit any seg~ent to an established maximum segmen! time. If , . 
maximum segm~nt time is used before an end-segment ~acro"is issued, 
the timer interr~pt insures return to OBES and the exit 'from the segment 
does not effect tH.e program's execution rate. The use of timer interrupts 
for always establishing segment time is prohibited because of the excessive 
overhead it would'impose on OBESe If this were permitted, OBES would 
be required to perform a complete status save and restore since the point 
of interruption would be unpredic~able, thus making it impossible to 
save/restore only to the limited extent required. Use of segmentation, 
coded by application programmers using segment-end macros, permits a 
significant reduction in OBES overhead since it permits the application 
programmer to prescribe only the limited save/restore required at the 
point of issuance of the segment-end macro. Figure 2-12 is the functional 
flow diagram of the intersegment processing. 

2.3.4.3 CPU Time Supervision (Scheduling) 

Routines for CPU time supervision schedule the concurrent execution 
of most tasks by a fast multiplexing procedure. This procedure satisfies 
the requirements of any program mix consisting of nominally (but not 
precisely) cyclic programs with different as signed relative priorities. 
Programs not in the regular mUltiplexing loop are accommodated according 
to their special requirements by altering, only for so long as is necessary, 
the normal flow through the multiplexing procedure. Figure 2-:-13 describes 
OBES supervision of CPU time for tasks which are multiplexed~precisely­
cyclic, immediate-response, unsolicited, or background. Figure 2-14 is,. 
a time -line sketch showing when and in what order CPU time is allocated 
to a sample mix of programs. 

Each program in the multiplexing loop has associated with it the 
following descriptors: 

o Number of segments ~. in program P .. 
. 1 ; 1 

Repetition rate r., in program executions per major 
1. . . 

cycle (e. g. 1 second), 
o 

o Priority p. of program P. relative to other programs. 
1 1 , . 

(Low,values of Pi ,indicate h:~gher p~iority). 
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A selection factor C. is computed within the ~ultiplexing 
loop.' C. is initializ~d for all programs as l/n. r. and is 
incfemehted by 1 In. r. each time program P. 1s1 slelected. 

.~. . 1 1 1 I 

A s~;ection count k. of the number of times program P. 
has peen selected Juring the current major ciycle. 1 

., 

Progt-am state S .• 
I 1 

• Selec~ion integer s denoting the program s~lected at any 
given Fme. If s = 0, no program in the lo~p can or need 
be sel,cted. 

;.J 

There are ~ programs P. (i = 1, ;,) in the multiplexing loop at any 
given time. The method of allo~ating CPU time is to select, at each stage 
of the procedure, the program with minimum selection factor (C*); 
programs whose k. ~ ri are not permitted to compete. The procedure 
is illustrated in Flgure 2-13. Depending on what is meant by "nominally" 
cyclic, it may be necessary to utilize a minor cycle as well as a major 

. cycle to insure that the required r. executions do not "bunch-up" at the 
beginning of a m~or cycle. Also,l it is not necessary to perform the 
initialization of tie loop every major cycle. These two features and 
associated logic ~or implementation is somewhat dependent on character­
istics of the over~ll application program repertoire and are not illustrated 
in Figure 2-13 .. ~ 

Programs~not entered directly into the multiplexing procedure 
either: (a) disrurlt temporarily the regular mUltiplexing to perform an 
urgent task, or (b) are serviced at the end of major cycles when no 
program in the loop can be scheduled, normally because k. ::r: r. for all 
i = 1, J... Such non-multiplexed programs may be classifie1d as1follows: 

.. Precisely-cyclic programs which must be entered at 
fixed and precise time intervals. Where possible, 
requirements for precisely-timed entry should be 
avoided in COding applications programs. 

.. Immediate-response programs which must be entered 
immediately; usually on occurrance of a signal from a 
device external to the CPU. 

ound tasks whose completions are not urgent and 
performed as time permits. 
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All programs in the regular mUltiplexing loop are logically divided 
into segments, '. each of which will be completed within ma?cimum segment 
time (e. g. 10 msec) or will be interrupted at the end of t~at time. 
Programs not hiandled by the mUltiplexing procedure may! or may not be 
segmented but r:$,ay be interrupted, if their requirements) permit, to 
maintain regularity in repeating the multiplexing procedure Or to update 
the status of programs within the mUltiplexing loop. Precise Or immediate 
entry or completion requirements will be satisfied for such programs 
whether or not they are segmented. A good general rule is to segment all 
programs when pqssible. Failure to do so will not result in failure to 
meet all program ~equirements, but may result in unneces sary OBES 
overhead to proce~s stackedinterrupts, process service queues, and 
perform more complete save/restore than would otherwise be necessary. 

The requirements of programs may be described by one of the 
"service classes" listed below: 

• Immediate-response. 

• Precisely-cyclic. 

• Nominally-cyclic. 

Priority. 

Background. 

The status of any program in the system may be described by one 
of the "program states·· listed below: 

o Selected - now in control of the CPU. 

• 

Active - actively competing for CPU time. 

No longer competing for CPU time during this major 
cycle because its k. = r .. 

1 1 

Waiting - competing for CPU time but must first await 
the completion of an event (such as an I/O operation). 

- in main storage but deactivated and not 
requiring service. 

but its servicing has not begun because it is 
allocation or loading service, 
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• Dorm,ant - available on the AMU, from which!it may be 
ret,ri,Foved and serviced on demand (usually) by a signal 
to ~"itch phase or mode. :' 

! ~ 

As is th~ case throughout the description of OBE.~, such categor­
ization as Ilserv~ce class II and IIstate ll described above 1's mainly £01" 

explanatory pur~oses. One does not necessarily find one-for-one 
correspondence between categories and flow-charts or coding lists. 

; 

Logic and compu~tion is coded in a manner which meets system requi1"e-
ments, considers~ special contingencies, and allows for overlap of 
categories at the ~owest possible cost in CPU time and main storage space. 

l 

2. 3.4.4 I/O Supervision 

I/O supervision routines handle all I/O requests issued by appli­
cation programs]and process all I/O interrupts. Assuming a channel type 
I/O, an I/O requfst is a request to execute a channel program; I/O 
interrupts result~usually from the execution of channel programs. I/O 

! 
supervision routfnes perform the following functions: 

;;,1 

11 
• I/O Requfst Processing 

. Dete~mine channel and device availability. 
-:~~ 

Enqu~ue requests that cannot be immediately honored. 
~, 
f . 

Initia,1te I/O operations when requests can be honored. 
1 

• I/O Interrupt Analysis 

.'., Maintain tables describing device status and usage. 

Resolve conflicting demands for device usage. 

Test channel, control unit', and device status, and, when 
a complete path to a device is available, select the queue 
entry to be processed next. 

Error analysis and recovery. 

I/O request processor determines that a complete path 
red device is available, it initiates the channel program. 

ti during the initiation of a channel program, control is 
rupt analy~~er to determine the reason for the error 

the (;,:lse control unit shared by more 
the channel program is not 

r queued. Figure 2-15 is the functional 
diagraln of the 110 Request Processor. 
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If the I/O interrupt analyzer determines that an I/P interrupt was 
caused by a deVice attention signal, the appropriate attention routine is 
entered. 1£ an ~nterrupt is due to an attempt to start an 1/0 operation 
when the contror Lmit or device is busy, the I/O request .remains queued. 
1£ an I/O interrW-pt is due to normal completion of an 1/01 operation, 
normal processl,pg is permitted to continue. Error conditions cause an 
error routine to'i\be executed and, if the error is uncorrectable, it is so .' 
indicated to the ~:equesting program. 

l' 

',~ -" 

Figure '2-:16 describes the analysis of I/O interrupts. Supervision 
of I/O resources iis heavily machine-dependent; I/O interface/ control 
unit/device spedfications are inextricably bound to I/O software control 
systems. The OBES I/O supervisor routines maintain tables describing 
the status and co~ntrol requirements of each device, res~ond to user 
requests for 1/01 service, determine the availability of a l complete device­
to-control unit-tp-channel path, select and initiate the operation, and 
monitor the stat~s of the operation. Present-day I/O capability permits 
I/O processing t~ progress concurrently with CPU processing, concurrent 
I/O operations 0' the same channel, and capability for programmer-controlled 
interruption of c~annel activity. Such capability is inv~~uable in meeting 
the QRGT objectifves of flexibility and generality over a;wide range of . 
mission require$ents and vehicle devices. Hardware provision of status 
information for the channel, control units, and devices: permit the OBES 
I/O supervisor to rapidly and efficiently allocate and control the system's 
I/O resources. 

2. 3.4.5 Main Storage Supervision 

Main storage supervision routines are entered when it is necessary 
to activate a program not residing in main storage. Deactivated programs 
are tagged "inactive" but remain in storage until necessary to free space 
they occupy in order to reallocate it to a program required to be activated. 
The status of main storage utilization i:s described in a system table. 
Main storage cleanup is performed to rhake scattered free areas contiguous 
only when a sufficiently-large contiguous area necessary to meet an 
activation requirement is not available. Programs with varying (expanding 
or contracting) requirements for data storage can issue requests for the 
allocation or freeing of assignable data storage areas. 

The program loader and program relocator are separate routines 
of main storage supervision. Program loading 

relocation since all programs On the AMU are 
zerO and relocatable. Relocation is also required 

f';J.tl.ction in cases where already-loaded programs must be 
single contiguous area from several scattered free areas. 
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If an act~ation requirement or request is awaitinJ loading or 
storage allocati~n services, it is not entered into the muitiplexing loop 
until these services have been provided. Deactivated prpgrams are not 
ren:oved from ~ain storag.e unless there is no othe~ meiLns of accommo-.. 
datmg a progra~ to be actlvated. Requests or requlre~ents for program 
activation or de\ctivation are normally considered only,;between major 
cycles (e. g. 1 sf c) of the multiplexing procedure. Thi; does not apply 
to programs whi~h are required for immediate respon~e to external 
signals - these programs and others with precise timing requirements, 
must be in main 'tora.ge . during all periods within which their invokation 
~s possib~e. !he~¥~nctiona: flow diagram of the main storage supervisor 
1S shown m F1gufe 2 -17. .•. . , 

2.3.4.6 Utility SJrvices 

i 
Utility sfI"vices provided consist of re-enterable routines available 

to applications ~ograms to perform computations such as trigonometric 
functions, expotntials, logarit~s, data conversion, etc. The exact 
repertoire of su''¢h functions provided depends on demands imposed by the 
mathematical fo~ulation of allmis sion functions and has not ye.t been 
finally determin~d. Provision of these as system services reduces . 
redundant codinljeffort, contributes to uniformity of results, and conserves 
main storage by ~aking it unnecessary to store duplicate copies for 
separate users. ~~ 

2.3. 5 .,SIMULA~ON ,T00I::,s 
.... ". -' ". /'. . ." . 

The third~major software system that must be provided for QRGT 
. is that required to perform debug, test and validation of the flight programs. 
This software is commonly referred to as ,isimulation tools" and could 
,be categorized as "soft" simulation and "hard" simulation •. By "soft" 
'simulation is meant that all of the components of the system (computer, 
sensors and controllers) are implemented in software. By "hard" simu .. 
lation we mean that these components are implemented in hardware and 
operated in a multiprocessor facility. 

Minimal (soft) simulation is illustrated in FigureZ';18 and a more 
extensive mUltiprocessor facility is illustrated in Figure 2-19.: The 
minimal one is capable of basic validation of the on-board software con­
taine(1 in ea.ch SVL. The multiprocessor facility performs the validation 
i,n a more thorough and realistic manner using an actual on-board computer 
'y:r.,i:e:n.1 ,~;);r:mected and operating with a larger ground-based computer. 
The n, facility provides basic interface validation of SVL'sj the 
1n.uHirn:'oc:e,iHlor would; in addition, serve as a training/demonstration tool 

e!il.r~i1tbHity tor final I$ystems test and qualification of the on. ... 
s':J:itwa.;re/hal'dware· system, 
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interrupt by transferring to the simulation monitor 
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Figure 2- 18 

A Minimal Simulation Facility with Sample Flow 
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Figure 2 -19 A Multiprocessor Simulation Facility 
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2. 3. 5. 1 Minimal pimulati6n J 
{ I 

!he co~ruter used in the minimal system employs four major 
categorles of s~ftware: ~ , " ,. 

• 

• 

• 
• 

A cdntrol program nearly identical to the G~S control 
prog~am. I"~! 

, ! 

A Si1",',ulation monitor to mediate between tqe control 
prog m and the on-~oard programs. ,/ 

,( 

The ~h-board executive system (OBES). 

The 4n-board applications programs being validated. 
t 

, ~, Allon-boa;d software inclu,~i~g the .OB ES 
functions as a p#@blem program. When OBES is sues azt; instruction not 
permitted in theitroblem state, (e. g., an I/O instructiqn which is only 
executable by a ~pervisor program in the ground SysteJn,'~ ) the "violation" 
causes transfer. control to the control program. Th~ control program, 
however, has bei'.: modified to perm, it such "violations I( by transferring 
control to the 5i lation monitor for handling as it would be handled on 
board. The 5im. ation r .. :H)·: ' " • " ;-eturns control to OBES via the I (~\ 

control progra~~ An example of such interaction is given in Figure 2-.1 8 ',' " ' 

, With con\tatibility between grotind and on-board computers, the .... : ..... 
simulation monitor serves mainly as a switching center between simulation 
facility software and the on-board software. In this case, on-board 
instructions can be executed by the ground computer on a one-for -one 
basis. Without compatibility, the simulation monitor would have to provide 
interpretive routines for fetching and simulating on-board instructions. 

2.3.5.2 A Multiprocessor Simulation Facility 

The mUltiprocessor facility (Figure,'.2 -1:9) consists of a ground 
computer and an on-board computer operatini together asa single system 
through an interface unit consisting of storage, control, and conversion 
equipment. Its capability includes: 

~ Generation and maintenance of the MML. 

~} k::xt:C'.action of MML subsets: to form SVLI S • 

~) L,oadillg of SVL's on an actual AMU device. 
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• 
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, 
Initial loading from AMU to an on-board main!storage 
uni~ and initiation of the on-board system. ' , , 
Co~munication of information and control da,ra from 
the em-board computer to vehicle devices; in! some cases 
actu~l devices, in others software-simulateq. devices. 

I , 
Exec~tion of on-board executive and applicaltions programs 
in the\Same manner that they would be executed on-board. 

Provision for test data input, data reduction, and test 
result output. 

High-speed recording of on-board computer status at small 
time intervals (e. g. after each instruction execution) for 
detailed post-test analysis of the flight program. 

Insert/ display capability which functionally provides all 
such capability available to crew members plus additional 
facilities for monitoring and controlling simulation runs. 

Use of computer test equi.pment for the purpose of testing, 
at the probing level, selected on-board computer test points. 

On-board computer programs are executed in an environment which 
accurately represent. their operational environment. Inputs representing 
the space physical environment, including gravity and atmospheric forces 
are provided by a simulated physical environment operating in the ground 
computer. Vehicle control data is input to and processed by the simulated 
vehicle dynamics program operating in the ground computer system; this 
same program outputs vehicle attitude reference data to the application 
programs. Information and control data (e. g. telemetry, discretes, 
display, autopilot signals) transmitted between application programs and 
vehicle devices are transmitted from (to) actual devices attached to the 
on-board computer system where possible; software-simulated devices 
are substituted where actual devices cannot be provided. 

The mUltiprocessor facility described provides all services neces­
sary to prepare, debug, test, integrate, and validate QRGT software. Its 

t,'mt purpose is to provide for final systems test and qualification 
oftware (SVL) hardware system. 
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2. 3. 6 '(:OMP~~ERS~~ING 
" ... ~ l - .. - ,,' 

In ordettJo determine the organization of the fligqt computer 
program it is n!~cessary to compile the storage and timi1g requirements 
for the functionfi; to be implemented on the flight computer. For the 
present study a ~ecision had to be made as to the level cjt which program 
sizing was to be 'evaluated. As indicated in the past, thie overall sizing 
study depends he\~vily on previous evaluations updated t,~ the present time; 
that is, within thi,~ phase of the QRGT study, the only functions being 
thoroughly studi ' and defined are the guidance equations, mission 
planner and the, -board executive system (not to the extent of the 
guidance equatio'" ). The outputs of these studies will provide flow 
diagrams from "ich good estimates can be arrived at by trial program­
ming. But in 0 er to obtain an ~stimate of the realistic computational 
load it is neces ... ·'ry to consider such things as orbital n4vigation, digital 
autopilot, displ~s, calibration, alignment, etc. To ob~a.in the estimates 
for these items,"'frlaximum use is being made of previo~, computer sizing 
efforts on other fttudies. The principal information co es from studies 
like SSGS and MIL and is supplemented with informatio from Gemini, 
Titan and Saturn;~"'here necessary. It follows that the flinctionallevel used 
to evaluate SiZin," should be compatible with the breakdown of these pro­
grams and the Ie' el that appears most compatible i,s·, the mode level as 
defined in Appen x A of this report. 

~ .. 
It should Je noted, however, that it is not necessarily true that the 

flight program will be structured at this level. Since:the present study 
is to delineate th~ computer requirements, the method of evaluation must 
be compatible wifh the use of a computer with or without auxiliary storage 
capabilities. This being the cas:e the final computer organization cannot 
be determined until a more comprehensive computational load is determined. 
Even then two organizational aims exist. If the computer is to be used 
without auxiliary memory, the most efficient use of core presupposes that 
common modules be utilized to the fullest extent feasible, whereas if 
auxiliary memory:.is to be used, tradeoffs exist concerning the modular 
size, the access time and the storage needed for bookkeeping. Because 
of the absence of a strict limitation on size of an auxiliary memory, a 
large amount of program redundancy could be desired for this method. 
For example, it could be conceived that the computer could be loaded by 
phase rather than by function mode. If this were true there could be con­
siderable redundancy among the modules. Recommendations as to module 
six,£) ·.~\lill be presented as the study advances but since these recommendations 
U'':) b,,~s,;t 0;;". computational load and bookkeeping costs (storage/timing) 

0'':/'' [1'3 continually revised as required. 

,:.r. 
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The trial programming is being done using the IBM System/4 Pi 

Computer (Model EP) using floating point arithmetic. On~ program, 
the Gemini Re-~ntry, is being written in both fixed and f¥oating point 
arithmetic. Thjs is being done in order to calculate the ,ratio between 
a fixed and floating point program. The ratio, for both storage and major 
cycle times, ha~, been determined by evaluating the portjons of the 
re-entry prograrp that are primarily computational. It ~s recognized 
that this ratio m~st be used with care. Each of the pro~rams to be sized 
must be investigated from the standpoint of the amount of logic versus the 
amo~nt of computttion and the ratio then applied only to the computational 
portions. 

The Gemini-Re-Entry program was selected to determine the 
ratio due to the large amount of information available about it. IBM 
developed the program for Gemini missions and detail math flows with 
exact scaling are readily available. The ratio for the fixed to floating 
point arithmetic pas not been applied to the other functions for the present 
report but will b~ utilized after further analysis to substantiate an accurate 
one. Prelimina~y analysis shows the factor to be approximately 50/'0 for 
storage and 150/0 for timing (i. e. fixed point requires 50/'0 more storage and 
150/'0 more CPU tire). 

The sizing effort, to the present time, has investigated available 
sources for progtam sizing that are not covered by Task II. Coding has 
been completed for the Gemini Re-Entry (floating and fixed point) and a 
Digital Autopilot proposed for the Titan III C vehicle by IBM dudng a 
computer competition. Also, the Martin T III digital autopilot equations 
are being trial programmed, but the results are not yet complete. Many 
of the functions that IBM analyzed for MOL have been updated and used for 
sizing purposes. The summary of the storage and timing estimates to 
date is presented in "QRGT Computer Sizing Estimates and Mission 
Description" a classified document to be issued under separate cover as 
a supplement to this report. 

The computer requirements analysis will continue with concentration 
on the guidance equations, mission planning and mathematical subroutines. 
Effort will also continue on compiling available information on other QRGT 
functions in order to get a more comprehensive feel for the size and speed 
of computer requirements. The major functions identified such as align­
rn~:nt routines, orbital navigation, I/O interface routines will be trial 

get an accurate estimate .. Other areas such as displays, 
n not be trial programmed during Phase I due to absence 

/math flows during this phase. 
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2.4 DISPLAYS (TASK 4) 

Several of the mission~'considered under the QRGT Study involv, manned space­
,craft. The over all obJectives of Task 4 are: (l) to identify theftasks to be per­
formed, by the man and HZ) establish the information that must bQ displayed to aid 
the man. Manned task$~ related to guidance and targeting fall i~" the following 
categ,orres:, j; 

! 

.~. Mission Plan,ning 
• System mana;~ement in normal operation 
• Malfunction d;~tection and corrective action 
• Performance of a portion of the navigation guidance 

or control function to replace failed elements of the 
system. 

Table 4-1 presents a preliminary list of tasks generated to date, together with their 
basic information requirements. In the next quarter, these tasks and their information 
requirements will be defined in greater detail. The consequences for computer 
requirements will be estimated in cooperation with Task 3. 
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Table 4. I Crew Act~vities and Tasks 
Preliminary 

Tasks 

2~~.£~sion Specification via manual input device (if not automatic 

Information Required 

Target ephemeris or latitude and longitude constraints to be followed 
(or ignored), criteria (such as minimum time or maximum probability 
of success within time limit), mission objectives. 

Kvh".ion Specification for accuracy and consistency with preliminary IStored Mission Specification 

M'ssion Specification (if not automatic function). 

constraints to be followed 

<cu",. to guide in generation of mission plan. 

.xami.n" computer-generated mission plants). 

odiCy cues or constraints as desired. 

odify portions of proposed plans as required. 

onstruct own mission plan if-desired. 

erify validation. 

Revised part of Specification 
-,~;:!?~~~-

Special physical constraints. Other constraints such as rninitnum time 
or number of station passes between maneuvers, lighting conditions, 
safety margins, range safety, launch time. 

Launch window, range saCety data, constraints violated, time to mission 
objective. total mission time, maneuvers requ.ired, time between 
maneuvers, time oC station passes, lighting conditions at critical times, 
A V requirements, orbit parameters, etc. 

[DetailD oC part of plan already constructed, mission specification, and 
Ilnformation for planning next portion. 

etaUs of candidate plans. 

r---------II-------------'---------II------------~-" .---------
Range-Safety (Pre­

launch) 
nsert launch azimuth constraints and any other constraints which differ 
rom launch site normal. 

heck proposed mission plans against constraints. 

evise mission plan to meet constraints 0" obtain clearance to vio'late them. 

[Constraints may be based On existing air and surface traffic conditions 
nd urgency of mission. 

Planned and permitted night paths, launch azimuths, impact points, 
nd overnight conditions. 
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Table 4. I Continued 
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" t-- I 
Crew Activity Task Infor;ruotion Required 

Missic-T.'i Phi?;.nnm~ ~e:i"if¥ or insert current mission status. 

(Ck'.<i:.d:' ~OCifY Mission Specification if required. 

Present orbit parameters, remaining eapability. 

~lternate Mission Specification. 

. 1iF'!.ail ",,,,,ssion as.in. Pre-Launch Phase, but starting with current status. 

f----..... --------+ .---. h. - .. -- .- h_'_'_'" --. I -.. ------
{Sd.,"'t or modify criteria for trajectory shaping based on eurrent conditions.iHeat shield and vehicle integrity, life support syste~ status. Mis:sic':;~ ~, ,j' L":~~a.n6 

(FoE ~~'c~ld)i.f~ 1G:;.:-iteria may include heat. acceleration. mechanical stress. time to re­
l~ntero time to landing or splashdown. time to rescue. 

Fetect Landing sites.' . 

iselect trajectories for further analysis. 

!select re-entry plan. 

Trajectory ",,,,d Perforlll.jMonitor for abnormal performance. 
anee Evaluation 
(Ascent) 

Trajectory Evaluation 
(Descent) 

Abort Planning 
(Ascent) 

I~o~pare trajectory flown with nominal and with safety and range safety 
l1uDlts. 

Monitor predicted impact points unless included in above. 

~ trajectory requires abort, determine optimum time. 

iCheck parameters .of achieved orbit. 

IDetermine maneuv~r required (if a~y) to achieve safe orbit. 

Make Go/No Go decision. 

Monitor trajctory consequences. 

Pilot vehicle to landing. 

Monitor abort mode. 

Optimize time of abort. 

Possible sites under existing constraints and c.r.it.~J't ....... fun'dion of tintes. 
consequences oC .select<·d site a'!!i~~'lIlYafectories. 

-~-.,;..,'-. 

Consequences of sdected trajectories including total heat. peak heat 
rate. and allowed values; peak acceleration magnitude. time. range. 
and cross range. 

Acceleration, attitude, attitude rates, tilJle of staging, etc. 

Precomputed trajectory limit data. 

Impact points and protected areas. 

Same plus degree of urgency. 

Perigee, apogee, time to apogee, and tolerance to which these are 
known. tl V required. C_sequences with nominal and n_-nominal 
orbit. 

6 V required for safe orbit, AV to cOlllplete mission. t1V remaining. 
Achie\'able nominal and worst case orbit parameters. 

Present and predicted maximulIl total heat, peak heat rate, acceleration. 
Time, range, cross range, altitude. 

Piloting and navigation instruments and displays. 

Altitude and ascent events. 

Degree of danger, achIevable landing areas, predicted impact 'area ---­
of debris. 

,... 
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Cr""" 

Naviga;U, (,'l" 

Guid';,x' 

.~ ~ .~ ........ ~ ......... 

Table •• I COllttnued 

Tasks 

MmamarlC (or· star). 

~ . ..... .,.... ,..... ~ ...... 

Information ·Required 

Sensor capabilities a~d requirements, navigation requirements. 

A'vaHabUity and. recognition information. 

............ 
"~-.---! .-

liandmark,telescopeand check correction for reasonableness. Telescope pointing and tracking indication and time to go. 
o! cor recti on. 

Magnitude 

need for corrective maneuver .. ~ 

.. 

_.~'.~ .. . .... , ...• '. " .. _. ". ,"'1' ,. -"'""~;c:.<:,;" •. 'i~~=<,. " • .' ".=_. 
_ ~',-~c,..""~,i.l.h~1.~~-\,, _: ..... ~t!~u1Ea and ac~uaI tl~~~_~~~~wleF-,6y-. and-results. 

'Above plus navigation information or position update from ground. 

Existing capability and requirements of present plan. Feasibility of 
present plan. 

Range, range rate, angles and rates. 

ndication of need, maneuver schedule and details. Present state 
of vehicle. 

--.....--... 

!!:.~.;. 
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2.5 ERROR ANALYSIS (TASK 5) 
t 

Effort during the past quarter consisted primarily of development 
of error a.nalysis plans for Phase II. ! 

l , 
In the nexi",quarter, guidance error vectors (errors in six orbit 
paramet~r, at thrust termination) for each guidan-re source considered 
will be rec~ived from Task .~ personnel, and proRagated to critical 
mission POiptsi i. e., points at which mission suc~ess is affected by 
spacecraft rl0sition and velocity accuracy. Mission performance 
will be compared with mission success requirements. Results of 
this analysis\ will be','Uised to establish which guidance errors are 
acceptably small and which guidance errors need to be reduced by 
modification of the guidance equations. 
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APPENDIX A 

MODULARIZA TION OF MISSIONS 

This Appendix includes~a definition of a classification hi"erarchy and indicates the 
breakdown of QRGT mUuions within this hierarchy. This brea1¥own and classification 
~s necessary for Multi-\~'1ission Planning for various, but related, reasons: 
, 'i,' 

,., 0 Det~rmination of the extent of commonality across 
mis'sions as a function of the classification level. 

, 0 Selec;tion of the "optimal" program module size for the' 
On-board and Off-board (GaS) systems. 

i 0 Determination of the On-board flight program organization 
as a function of on-board ,memory capacity and allocation 
(Core, Auxiliary Storage). 

o Identification of the modules, from those available on-board. 
necessary to construct a flight program which implements 
the \Mission Planning spedfication. 

< 0 Det~rmination of an on-board validation procedure and its 
imp~ct on reaction time and computer loading. 

The presentlydefined hierarchy is: Mission Set, Mission Class, Mission, Phase, 
Function, Mode, and Element. 

Mission Set is the collection of all QRGT missions. The mission set 
presently being considered consists of the missions described in 
TOR-669(6730-07}-2 "Mission Analysis and Requirements". 

Mission Class is a high-level classification of missions according to 
trajectory objectives (orbit injection only, orbital rendezvous I 

, intercept, or other) and according to whether the rnissioniis 
manned or unmanned. Of the six: classe,s defined, one (manned 
missions with orbit injection only) is empty since no such missions 
are in the Mission Set. 

Mi!.~ioE} as used in this discussion. det1-otes a generic mission defined by its 
t;1Jbj~ctive. e. g •• orbit injection for an application satellite. Eight 
difie:rent generic missions have been considered in detail. For 
conv<mz.enee, they will be referred to as missions 0 through 7, following 
the te:rmirwlogy of TOR-669(67~O-07)-2. the report referenced 
;}w'<le" A specific mission is defined by a quantitative 
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or semi-quantitative mis sion plan which describes the 
planned sequence of events (trajectory changes, etc.,) 
from the beginning to end, including contingent events such 
as abort. I, 

, 

Phase denotes a ,time- based segment of a mission, with boundaries 
defined by~ome change of operating conditions, . such as the 
ignition or 'Fut-off of engines, etc~ Major mission, phases are: 
Pre-launch~: Ascent, Abort, Parking Orbit and Trh.nsfer, 
Terminal R,ndezvous, Orbital Operations, and Re-Entry and 
Landing. T.ese phases are briefly described in the next section. 
Some phases\ do not occur in certain missions; others may occur 
more than once. 

Function denotes the operations necessary to implement the various 
phases. These functions, which are identifiable with major 
vehicle systems, are: Nav.igation, Guidance, Control, Mission 

. Planning, System Readiness, Digital Communication, Display, 
Acquisition and Tracking, and Mission Support. The individual 
functions are described below. 

Mode denotes the specific application of the function during a particular 
phase of a given mission and which is compatible with the relevant 
interfacing systems. For example, the Inertial Navigation Mode 
is the application of the Navigation Function during the Ascent Phase 
of all missions. 

Element is that part of a mode program which can be identified with a 
particular implementation technique, subsystem or mission . 
requirement. As an example, the Inertial Navigation Mode may 
have three elements: Data i Processing, Gravity Model, and 
Integration Algorithm. 

This classification concept is illustrated in Figure AI. Figure A2 presents the 
Phases for all QRGT Missions. The preliminary definitions of Functions and Modes 
are presented in Figures A3 and A4 respectively. 

MISSION PHASES 

The mission phases, indicated on Figure A2, are described briefly with a listing of 
the operations performed in each phase.' These operations are generally what will 
be referred to later as Function Modes. 

Pre...... Phase - The.operations during pre-launch will be fairly: 
---'-'8;:a~:;:~;I;;~ri?O;-all missions; however, the accuracy requirements 

a'~,d +h'o>" a.vailability varies 'for specific missions or configurations. 
'1"\". ,.J.g c:pera:dons are per'fOJ:med in this phase: 
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" Mission Planning and Validation 
i Complete System checkout 

'~( Subsystem Calibration and Alignment 
1 Operational Readiness verification 
': Maintain Digital Communications I 

., Display of checkout and system status data 
~i (Manned mis sions only) i' , 

F.igure AS represents a ~ypical functional flow for this phase. / 

i 
! 
i 

.j:' . 

Ascent Phase - T~e ascent phase begins at launch and ends at injection 
into the fir. orbit which may be a transfer orbit, a parking orbit 
or the actu# working orbit.' , 

$ , 

I 
The follow~g operations are performed on all missions: 

~ 
f,' 

:'~hort-term navigation 
i),Boost Guidance in various modes of operation 
~;jBooster Flight Control 
:\Vehicle attitude maneuvers , ~ 

'::pigital Communications 
$'light conditi,ons monitoring 
,~ 
\j 

A representative functiotal flow for the ~scent Phase is presented in Figure A6. 

Abort Phase - T~ Abort Phase is run in parallel with the Ascent Phase and 
its, objectivF is crew safety on manned mission and range safety on 
all missiori~. Abort of unmanned missions is usually a Range Safety 

,function but an on-board Abort Phase might be responsible for 
detection of erratic flight and/or malfunctions as an aid to Range 
Safety operations. Some of the operations necessary in this Phase 
are: 

System Status Monitoring 
Ascent Trajectory Monitoring 
Digital CommUllications 
Payload Separation and Control 
A bort Planning: : ; } 
Abort Guidance 

Manned Missions 
Spacecraft Attitude Control 
Re -Entry and Landing 

7igure A'l :rep~>:e",('nts a functional flow of this ;Phase for manne9. missions and is 
based on the p, ltbort Mode definitions. 1", 

i', . \ 

-". ."",,~,-,-,,,. -", ..... ~., .'.~"" " .... 
! ;r~ndel.';r:;") ;:c". "Spacecraft Operational Abort and Alternate Mission 
Studies L,:t ,~S 2,.,\A, 'J 1 - AboZ't Studies, IiMSC Internal Note No. 66-FM-1l3, 
October Z8 g 1 S:;66. 
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Parking Orbit and Transfer Phase - During some missions the 
vehicle ro;ay be inactive in a parking orbit and certain in-flight 
operation~ are required to ready the system for ope~ation. This 
phase is also entered when any orbit transfer manet;lver is 
required (~rbit keeping, gross rendezvous, plane c~angesl de­
boost, etc.). The operations performed are as follows: 

Activate system and subsystem 
V. erify total system operation 
tstablish attitude reference I 

, , 

~stablish navigation references using autonomous 
nf-vigation or ground updates. 

! i 
I 

Perform autonomous navigation 
Perform attitude control and maneuvering in or,bit 
Perform maneuver planning 
Perform orbit transfer guidance and control 
Maintain digital, communications 
Present operator display (manned missions) 

This phase is presented in Figure AS. 

Terminal Rendezvous Phase - The T.erminal R~nd~zvous phase is unique to 
certain missions; however, some of the following standard 
operations shall be performed: 

a. Establish attitude reference 
b. Perform short-range' navigation 
c. Accept navigation updates when available 
d. Perform attitude control 
e. Point acquisition, and t'racking sensors 
f. Perform terminal guidance and control 
g.. Acquire and track target 
j.., (,, • t • ,. ... . , 
.d.. ./.-'l( • .:-t:lva e aOC.1':lng sys;,~~rl"l 

These operations are represented on the functional flow Figure A9. 

Orbital Operations Phase - The functions performed during Orbital Operations 
vary more greatly between missions than in any other phase. In 
many cases these functions are highly mission and hardware dependent. 
Listed below are some representative operations that might be per­
fot'med in this phase. 

Activate rendezvous system 
Activate docking system. 
Activate and checkout 'auxiliary equipment 
,Establish attitude reference 
Per'form autonom.ous navigation 
Accept ground.-updates: when available 
Ready shuttle.'for re-entry 
Maintain digital communications 
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Operate display systems (manned mission's) 
Activate, initialize, and control experimJnts 

,Figure A] 0 is a gener~lized function flow of this phase • 
. ~ 

Re-Entry and r.Janding Phase - This phase includes balli.tic and low LID 
re-entry,l\and medium LID re-entry and landing. {The preceeding 
de- boost ~aneuver is a special case of the Parking Orbit and 
Transfer B>hase. This phase includes: ' 

, 
\ 
~anding site selection 
rictermination of de:' boost' :r~quirement 
R e- entry prediction 
Footprint computations 
Capsule Ejection Conditions 
Navigation 
Maintain attitude' control 
Re-Entry guidance, and control, when applicable 
Display control 
Accept ground updates 

Figure All represents this phase for ballistic and maneuverable vehicle re-entries. 

MISSION FUNCTIONS 

To satisfy the requirements of the various QRGT missions requires the capability of 
performing the major functions of Navigation, Guidance, Control, Mission Planning, 
System Readiness, Digital Communications, Display Acquisition and Tracking, and 
Mission Support. These functions, indicated in Figur'e A3, are described along with 
preliminary definition of their operating: Modes (s,ee Figure A4). 

Navigation - The Navigation system shall be capable of performing 
both long-term and short-term riavigation completely independent 
of any ground- based tracking sy~tembut capable of accepting 
ground updates when available. The navigation capability shall 
be provided during all mission phases except pre-la·unch although. 
it maybe inoperative during certain coasting periods. Short-term 
navigation is performed by solving the equations of motion with 
inputs from the GIMU (Gimbaled Inertial Measuring Unit) and, 
possibly; other sources (such as radar altimeter). Long-term 
navigation (autonomous) shall b~ performed by statistical filtering 
of navi.gation sensor data.' . 

Naviriati~'m Modes are: 

In,~rtial 

.A 7.:Lglnented Inertial 

Approach and Touchdown (landing) 
, 

: ! 
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Guide Ice - The GuiJance function supplies commands for the control 
of vehicle attitude and acceleration during all powered phases 
and re -entry. The guidance computations shall be independent 
of ground communication but not exclude it. The inputs to the 
Guidance Function will be from the Navigation. Mission Planning. 
and Acquisition and Tracking Function. The Guidance Modes are: 

Atmospheric Ascent 
Vacuum. Ascent 
Abort 
Orbit Transfer 
Terminal (final phase of Rendezvous) 
Re-Entry 
Landing 

Control - The Control function involves trajectory control during 
powered phases and re-entry, vehicle altitude control during all 
mission phases except Pre-Launch and vehicle sensor control as 
required. The Booster Flight Control should be capable of con­
trolling all stages of several booster configurations with various 
payloads. The Control Modes are: 

Atmospheric Booster Flight Control 
Vacuum Booster Flight Control 
Vehicle Attitude 
Sensor Attitude 
Re-Entry 

Mission Planning - The Mission Planning Function generates. with 
minimal input. a validated flight program and targeting data 
based on optimized mission trajectory which satisfies vehicle 
and mission constraints. safety margins. and mission objectives. 
This function must also have the capability for re-planning, after 
launch, the next phase of the remainder of the,:mission. The 
Modes of this function are: 

Preliminary Trajectory Generation 
Trajectory Optimization 
Trajectory Selection 
Targeting 
Flight Program Identification 
Mission Safety 
Validation 
Plan Update 

mod.es is more complet.elydescribed i:ri~ppendix .B. 
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ISystem Readiness - The System Readiness Function is op~rative during 
,both the pte-Launch and tb.' ~ ; "~1-..t phases and i4cludes, but is 
not limit!e4 to, the follow:,,', . 

~ . 
,A\:tivation 
C9mputer Self-Check. 
S'irtem/ Subsystem Checkout 
Ca~rbration 

Ali~nment 
Ini~alizati~n a?d Verification 
Sta~us Monltorlng 

" 

i , 
f. 

"~ 

Di ital Communi' tions - This function involves: receiving, decoding and 
transferri~ , digital commands transmitted from ground command 
stations an, formatting, encoding and transferring PCM telemetry 
data durin ivarious mission phases. In addition, manual digital 
communic ,tions wi1l be provided in a1l manned missions for manual 
insert of 'Ita. The Modes of :Operation are: 

.f; 

Upt~nk 
Doftnlink 
M~ual , , , 

Display - For alWmanned missions. a Display Function capability will be 
, required. ~his function, described in Task IV, might include, but 

is not limi*d to, the following Modes: 
.~ 

Sysiem/Subsystem Status 
System/ Subsystem 'Modes 
V e~icle Attitude' . 
Trajectory Parameters . 
Rendezvous Data : 
Re-Entry Footprint 
Mission Plan Para.kneters 

Acquisition and Tracking- The Acquisition and Tracking Function is required 
in a11 missions with a Terminal Rendezvous Phase. The system should 
be capable of acquiring and tracking both cooperative and non-
cooperative targets by measuring relative parameters such as range, range. 
rate. angle and angular rate. This information is used in the Guidance 
:f\incdcn for Terminal Rendezvous and Docking or Station Keeping. The 

fjl' d ,1 
(':'J1(:'<:';). ,,\'!'o es are: 

S(~r'.";ox' Activation and Initialization 
)\ce-',dsition 

":ki'''lg 
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Mission Support - The Mission Support Function is performed during 
Orbital Operations phases and it provides interface among and 
computational capability to various systems/ subsystems involved 
in the actual mission objectives. The Modes of operation of this 
function are highly mission and hardware dependen~. Some 
examples hre: 

Ex~,eriment Activation, Initialization and Control 
Sensor Activation and Command 
Exp~riment Data Pod Ejection 
Payload Preparation and Deployment 
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APPENDIX B 

ON;":S-OARD MissioN 'PLANNING 

On-Board Mission Planning represents a new and important addition to the repertoire 
of space system functions. The role of this function, in the QRdT concept is two­
:fold: 

o 

:) 0 

Construct, iwith minimal input, a validated flight program , 
and targeting data based. on a self-generated trajectory 
which satis4es vehicle and mission constraints, safety 
margins, and mission objectives. 

Provide replanning capability, after launch, for the upcoming 
phase or for the remainder of the mission in order to in­
corporate new mission data and/or objectives, plan de-boost 
and atmospheric maneuvers, and to handle contingencies 
such as abort. 

The input to the On-Board Mission Planning Function is a mission description with 
related data and the output is a validated flight program with the necessary targeting 
data (or may be only revised targeting data when used to replan a phase). 

The On-Board Mission Planning Function, as presently defined, has eight Modes: 
Preliminary Trajectory Generation, Trajectory Optimization, Mission Safety, 
Trajectory Selection, Fli.gp.t::PJ;'Qgrai:rl'Identi:gicatidh,c,;Ta.rgeting, Validation. and Plan 
Update. 

The present configuration of the On-Board Mission Planning Function is 
illustrat ed by Figure Bl and its various Modes are discussed in the following para­
graphs • 

. MISSiON PLANNING MODES 

1. Pre:liminary~ Trajectory. Generation. '.1:'.0, 

?urpose 

Generation of one or mOre candidate trajectories as starting points 
for the optimization routine. The trajectory(ies) mayor may ,not be 
i<;. bl.f:: . depending upon the capability of the routines 
lrl. 

I . 

b 

Ml.oi._ 

Vehicle Configuration/ Characteristics 

BI 

1· 
~. 
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FiQ'ure Bl - On-Board Mission Planning Function 
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Output 

Trajectory Parameters - one set per candidate trajectory. 

Technique 

The preliminary trajectory will be generated from a repertoire of pre­
scriptions which make use of analytical expressions for launch conditions 
and the atmospheric phase of ascent, explicit guidance equations for the , ' 

vacuum phase of ascent, impulsive approximations for orbit transfer and 
orbit plane change, and empirical relations for fir st-stage burnout con­
ditions, reentry footprints and rendezvous and docking requirements. 
Various options will be available so that:,alternate plans can be generated 
for consideration. The principal elements of this Mode are: 

n 

c 
deLe 

o 

o 

o 

Built-in Logic and Routines - this includes the supervisor 
program and routines particular to mission planning (e. g. , 
launch window determination). 

Guidance Routines - these are from the flight program 
library and are used to construct a given mission phase 
such as ascent, orbit transfer, etc. 

Prescriptions - the rul.es for constructing a particular 
trajectory plan or plans. A mission prescription is dependent 
upon: the mission class, mission and vehicle constraints, 
mission objectives, and, possibly, external cues. Its 
function is to 4etermine options and priorities, initialize 
guidance routines and select relevant trajectory para-
meters for the Optimization Mode. The prescriptions 
will be formulated as a fixed part and a variable part. 
The fixed portion will consist of a pre -determined table 
which includes, for each mission class, the ne cessary 
infornfution to construct the applicable trajectory and any 
alternate trajectories. 

The variable portion of the prescription will allow for 
variations and/ or additions to the fixed part due to 
peculiarities of the particular mission of interest (such 

s sion constraint), for re -planning of a mis sion 
contingencies, new mission objectives, etc.} or 

cues. 

Generation Mode is to identify 
then varied in the 

routines necessary for cal­
parameter SE:ts will be pr·;;­

and mission plan and can be changed as a plan 
is refined or altered. 
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Trajectory Optimization 

Purpose 

Rapid, approximate optimization (local minimum/ maxim~m) of the 
preliminary mission trajectory to a point which permits:! accurate 
comparison of alternatives, rejection of infeasible trajectories, and 
generation of targeting parameters • 

Input 

Trajectory Parameters - one set for each preliminary mission 
trajectory generated in Mode 1. 

Output 

Optimized Trajectory Parameter Sets. 
Decision Variables - for Mode 3. 

Technique 

An optimization routine will be employed to systematically vary the missio~ 
parameters to minimize (maximize) a mission-dependent "payoff" function 
while satisfying all mission constraints. This routine is of the "direct 
search" type. During the optimization mode, trajectories which do not 
satisfy consrraint might be noted along with the violated constraint(s). 
This information would be useful in certain cases during Trajectory 
Selection (See Mode 3) as indicators for possible mission respecification. 

Mis sion Safety 

Purpose 

Generation of certain Range Safety information during Pre-Launch and Ascent 
Phases and certain critical trajectory data during the Orbit Transfer and 
Re-entry Phases. 

Input 

Vehide Data 
!3ct l!)lrY Para.meters 

.~:1.outines 

.;:L~;i:' .:j . 

.. :,' (.. t ';.:.. D.htc. 
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Technique 

In the case of the critical trajectory data, this information may be directly 
or indirectly available from the Trajectory Parameter S~;t in the form of: 
transfer trajectory perigee (whether it occurs on the traliisfer arc or beyond); 

. I 

total mission duration; maximum altitude, . etc. 

On the other hand, information such as ground coverage.; during certain 
mission phases, lighting conditions during terminal maneuvers, etc. 
will require addi~ional data and routines. 

The impact of Range Safety on QRGT is discussed in Section Z. Z. 6. 

Trajectory Selection 

PE-rpose 

Selection of the "best" trajectory (if more than one candidate was considered 
and found to be feasible) including the option of delaying the mission until a 
more favorable opportunity. For most missions, especially manned ones, this 
should be an operator (astronaut, control center); decision based on 
Decision Variables from Mode 2. These variables would include such 
information as total AV required, time required to complete mission and 
critical mission phases, and safety margins at critical points in the mission. 

Decision Variables 

Output 

Selected Mission Plan, or 
Alternate Plan, or 
Mission Respeciiication 

Technique 

Th~ selection of a mission plan is a trade-off problem involving various factors 
such as mission type, mission priority and personal preference. The problem 
16 solved by a combination of procedural policies and human judgment. 

j~;} plan is unacceptable, Mode I can be repeated with contingency 
d.se,d or with opera,tor assistance in the form of an alternate plan 

H. 1,,'1<:< of certain mission constraints {which were noted as violated 
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Flight Program Identification 

Purpose 

Configuration of the flight program necessary to carry ou,t the planned 
mission. 

Mission Speci£ica~ion 
Vehicle Data tl 
Optimized Trajectory Parameter Set 

Output 

Flight Program Identifiers 
Program Schedules 
Discrete Levels 

Technique 

The mission is synthesized phase bTphase from the mission specification 
and optimized trajectory. Each phase:.is identified as to its o,bjectives, 
sequence, and Functions and Modes required. The actual assembly of the 
flight program is carried out by the on-board Executive routine. 

Targeting 

Purpose 

Determination of targeting parameters associated with the selected tra­
jectory and compatible with the Guidance Function Modes. In some cases 
these parameters are part of the output of Mode 3, in others they represent 
effects such as oblate earth and finite duration orbital burns which were not 
considered in Modes 1 and 2. 

Input 

Optimized Trajectory Parameter Set - as ,;"lected in Mode 3 
V ehicle Data' 

ne essary targeting purposes can, 
in most cases, be handled by existing analytical methods which amount to 

B6 
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calculated offsets to compensate for effects neglected in Mode 1. Fast 
time simulation of the pertinent mission phases might also be employed 
to generate the targeting data. 

Validation 

Purpose 

Validation of the generated flight program and associated targeting para­
metersLto insure satisfaction of mission objectives and constraints under 
both nominal and non-nominal flight conditions. 

Flight Program. 
Targeting Parameters 
Environment 
Vehic1e Data 
Test Conditions 

Output 

Selected Data - for validation purposes. 

Technique 

At one extreme the validation could be completely self-contained with re­
cycling through some or all of the preceeding modes in order to adjust 
the mission and targeting parameters until all validation criteria are 
satisfied .. This could also include a navigati'onal error analysis of the 
planned mission. At the other extreme, all validation could be performed 
externally based on information generated in the previous steps with 
possible res::ycling through Mission Planning for adjustment purposes. 
The more likely solution would be a divisionc::of effort with the best possible 
on-board validation (within time and memory constraints) supplemented 
with off-board validation procedures. In this concept, a simplified error 
analysis might be performed and used to adjust an autonomous navigation 
schedule. 

plan (e. g •• the launch window during the 
updating time and/ or 

to time of the plan's 
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Input 

Time Dependent Mission Parameters 
Maximum Capability Trajectory Parameters 

Output 

Life Span of PlaIf 
Updating Param~ters 

Technique \ 
\ 

The selected trajectory can be time perturbed (i. e., Launch time for 
Pre-Launch Planning) to determine maximum allowable timing delays 
that will result in the mission objectives but with certain mission/ 
vehicle constraints operative. (e. g., .A VT 1 = 6. VM ) 

ota ax. 

B8 



( 

r , 
I 

r 
I: 
I 
I , 
I' 
I 
I 
I: 
I' 
(' 

r 

I. 
': 

,,/ ' 

[ 
c) 

( 

APPENDIX C 

NUMERICAL COMPARISON OF ALTERNATIVE ORBIT TRANSFE:RS FOR RENDEZVOUS 
! 

The Rendezvous -Intercept Routine Option A4, (RIA4) was employed as a prescription 
for obtaining feasible preliminary two-impulse trajectories for rendezvous starting 
from a parking orbit. This technique is briefly described in Se~tion 2.2.5. Variable 
Point Guidance (VPG) is a multi-impulse trajectory planning a~d guidance concept for 
near-earth orbit rj:lndezvous developed by RCA {reference I ).'Both of these techniques 
give rise to many possible solutions of the rendezvous problem. Numerical com­
parison of the least impulse and the least time solutions from each technique will be 
described in this Appendix. 

IBM developed a computer program to simulate the VPG technique. The main features 
of this program are: 

v 

C 

• The spacecraft (interceptor) starts from a circular parking orbit. 

.,. The target (real or fictitious) is in an arbitrary but non-coplanar 
orbit. 

. ,;. All burns occur at the line of nodes except the first burn which is 
positioned to satisfy the next feature. 

i" The flight path angle at the beginning and end of each burn is 
unchanged. 

: Ii" Eight Options are generated for each input. Four options correspond 
to rendezvous occurring at a given node, the other four to rendezvous 
occurring at th~;.opposite node. The four options result in Bielliptic­
Chase-and-Lob and Full-Orbit-Phasing Chase-and-Lob solutions. 

;,. Bielliptic-Chase denotes a maneuver in which the intermediate burn 
(on the line of nodes) is inside the target orbit while in Bielliptic,,:, 
Lob it is outside the target orbit. In the ca~e of Full-Orbit-Phasing. 
if the period of the phasing ellipse is less than that of the target, the 
solution is a chase-solution otherwise it is a lob-solution. 

• The optimal plane change split subroutine of the program includes an 
D of considering a pure plane change at the target altitude. 

J: e:ni,t th(t~~ 'R.endez";)'OllS; Intercept ROlltine Option A-4 and 
we]' The orbits employed in Fun #1 
takt l.n Cl. In Run #2 the inclination 
pc, et cn'bit rotated 60" 
#c;h{,: Une ld,i no,,-;i,~.ua. Th~ in ... 

'iion 

Cl 
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The one-dimensional search for the time of the first burn, to' which gives a local 
minimum of the total impulse, was restricted to the interval 0 to 60, 000 sec. (The 
upper limit was chosen so that some rendezvous times would be 9btained which were 
as high as those obtained from VPG. ) 

Figure C2 is a plot of the total impulse as a function of the true alilomaly of the target 
at epoch (the time when the SIC is at the ascending node). The curves in Figures C2 
throughC13 should be piecewise continuous functions of the true anomaly of the target 
at epoch with finite discintinuities. In order to conserve computation time, the 
argument was incremented in steps of 30 o. For each starting condition, the solution 
which gave the least total impulse is plotted for both the rendezvous intercept routine, 
Option A-4 (RIA4) and VPG. Figure C3 shows the time of rendezvous for these least 
impulse solutions. The variation in total impulse between VPG and RIA4 solutions is 
about ±2. 5%. For the most part, the rendezvous via RIA4 occurs sooner than that 
of VPG. 

Figure 04 compares the least time of rendezvous solutions of VPG and RIA4 where 
only the local minima of the total impulse are chosen as solutions from RIA4. 
Figure C5 shows the corresponding total impulse. About one-half the time, RIA4 
resulted in a faster rendezvous. Sometimes RIA4 gave a quicker rendezvous at a 
considerable fuel saving. 

Figure Ch compares the least impulse solutions of RIA4 and VPG when the relative 
inclination of the parking orbit is changed;to O. 01 radians. FigureCi' shows the 
corresponding rendezvous times. Figures C8 an:l C9 compare the least time solutions. 

Figures ClO andCn show the effect of changing the angle between the line of apsides . 
and the line of nodes. In this case RIA4 shows a clear advantage in total impulse 
bur usually requires more time for completing the rendezvous. FiguresC12 and C13 
show the least time solutions. RIA4 shows an advantage in time often at the expense 
of some fuel. 

The two'-burn technique RIA4 sometimes shows an advantage over the three-burn 
VPG technique when' either the least impulse or least rendezvous time solutions 
are compared. However, further testing for other orbital geometries is anticipated. 
Additionally, these techniques will be employed to initialize an optimizer routine. 
Comparison of the optimized two-burn and three-burn solutions will be made this 
month. 
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APPENDIX D 

EXPERIMENTAL OPTIMIZATION ALGORITHMS FOR QRGTS 

INTRODUCTION AND SUM.11ARY 

This appendix describes the optimization algori,thms (b,e., algorithms for mlnlmlzlng 
a given function of the independent variables, subject to a given set of constraints) 
which have been developed in the QRGTS study for use in on-board optimization of 
planned trajectories. These algorithms are experimental, and are still being 
modified. Experimentation is considerably facilitated by the organization of the 
optimization program which is called DSOP (Direct Search Optimization Program). 
DSOP consists of a number of subprograms which can be fitted together in various 
ways to generate optimization algorithms, plus a number of frequently used test 
problems. 

As the name implies, the optimization algorithms of DSOP are of the "direct search" 
type; that is, they make no use of analytical derivatives. A test pr'oblem (or any 
problem to weh,iOO the problem is applied) is, therefore, completely defined by 
equations for evaluating the function to be minimized and the constraint functions 
(if any). No equations for partial derivatives of these function are required. This 
characteristic is highly desirable in an optimizer designed for use on-board a space­
carft, since it greatly reduces the number of routines that must be provided if there 
are a large number of different optimization problems which may require solution. 
Also, it makes the optimizer applicable to problems where analytic derivatives would 
be difficult or expensive to generate, and improves flexibility by simplifying the 
specification of new problems for optimization and the modification of existing ones 
to accommodate changes in mission objectives and/or constraints, etc. 

The principal subprogram of DSOP is called PMS (Pattern Move Search). PMS is 
a version of the rather famous search technique developed by Hook and Jeeves 
(Ref. 1). Its logic is explained in the PMS Section. 

PMS is not a self-contained optimization algorithm; it requires an "exploratory" 
subroutine which performs a restricted local search about a given point. DSOP 
provides a number of different subroutines which can be inserted in PMS for this 
purpose. Modification of these subroutines, and generation of new ones, is the 
principal method used for developing, testing, and incorporating improvements. The 
framework of PMS, and of DSOP itself, remains relatively unchanged; the changes 
that have been made were such that early versions of the "exploratory"subroutines 
are still 

The prin( 
UNIVAR. 

• 1) 
U 1, 

.t' 

Se":ions, 

i)ubrQut~,nes cere EMR (Exploratory Move Routine) and 
the explor,,\tory subroutine used by Hook and J eeves 

ar to optLrnization algorithm called 
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The PMS program and its associated subroutines were first designed for minimization 
without constraints, and modified until they accomplished this re,liably and moderately 
efficiently on a set of test problems. From these experiments, UNIVAR appeared to ! 

be a better "valley-follower" tham EMR, and was therefore selected for further 
development: PMS and UNIVAR were modified to provide for th~ enforcemerlt of 
specified upper and lower bounds for each component of the argument vector. Also, 
PMS was modified to incorporate an improved stopping rule. EMR was not modified 
but EMR and the original version of UNIVAR are still usable for problems where 
argument bounds are absent, or do not affect the solution. Constraints other than 
argument bounds are presently.;handled by penalty functi'ons., 

An optimization algol"ithm developed by Powell (Ref. 3) has recently been incorporated 
into DSOP as a subprogram. Powell's algorithm is brIefly discussed in Section 6. A 
more complete description is given in the cited reference. Powell's algorithm has no 
provisions for handling constraints, but shows extremely rapid convergence for un­
constrained problems, and can be used for constrained problems by employing penalty 
functions to enforce the constraints. 

Alternatives being considered for the next'step in optimization algorithm development 
are (l) combining the ideas of PMS and of Powell's algorithm, possibly by developing a 'iJ':'v/ 

new subroutine for PMS which incorporates some of Powell's ideas, (2) modifying 
Powell's method to handle constraints, or (3) midifying PMS to handle more general 
constraints than argument bounds. 

NOTATION 

The principal symbols used are defined below. ,Additional symbols will be defined as 
introduced, unless their meaning is clear from the context. In flow diagrams, the 
operations to be performed are defined::,partly by equations, partly by English sentences 
such as "EVALUATE P" or "BOUND UII. 

N = dimensionality of vectors denoted by underlined symbols 
U ,.. argument vector with components U(I)" 1 ~ I ==-N 
UA, UB, etc. = remembered past values of U. UB is the "base pointll 

from which exploratory moves begin. UA is the "advance 
point", the best point found to date during the current 
exploration. 

P = objective function evaluated with U as argument. 
Sometimes written P(U) for claritY. 

PAr PB. etc. = remembered past values of P. 
1 ~ ,etc. 'c, loglcal=choice variables with value ±l 

, !cO"f",ctors used in generating "steps" which change U. 
1L'Y.ltW.l magnitude for stepsize in the Ith coordinate -

ib,i.~d upper bOl1.nd ior: U{I) 
lower 

'1"" ,,' 

.L. ~~ .' 1 according 
held varied for minimization. The 

vector ;ay A is a program input used to control search 
strategy by providing for preliminary searches over a subspace. 
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BVB(l) = binary variable which keeps track of whether U(I) is at 
one of its bounds, or between them. 

IFIN = an integer used in an exit test. 

PA TTERN MOVE SEARCH (PMS) 

The basic logic of Pattern Move Search is shown in Figure Dl. The program makes 
use of an exploratory sllbroutine, which operates in two different modes. The ex­
ploratory subroutine starts at a given base point UB, and makes exploratory moves, 
according to built-in-rules, in a search for a smaller value of P. The output of the 
exploratory subroutine is an "advance point" UA and function value PA, with PA PB 
if the search succeeds, and with PA = PB, UA = UB if it fails. In "Mode Plus", the 
subroutine keeps trying, varying its stepsize6 and/or other search parameters, until 
it either succeeds, or concludes that PMS has converged to a solution. In "Mode 
Minus", the su broutine stops after one run through of its exploration sequence, regardless 
of success or failure. 

Pattern Move proceeds by generating a sequence of accepted base points, each of 
which gives a lower function value than the previous one. A "pattern move" generates 
attentative new base point by displacing the newest accepted:base point by a vector 
equal to (or proportional to) the difference between the newest and next-newest accepted 
base points. The tentative new base point is improved by use of the exploratory sub­
routine (in I'Mode Minus") and the result teste9- to see if it is an improvement. If 
so, it becomes the newest accepted base point, and the cycle repeats. If it is not an 
improvement, i. e., if the pattern move (together with its associated local exploration) 
is a failure, the program returns to the newest accepted base point (UE) and executes 
the exploratory subroutine in "Mode Plus". If this fails, the search ends. If it 
succeeds, the output and input of the subrouti:p.e become the newest and next-newest 
accepted base points respectively. 

A special merit of Pattern Move Search is that the tentative new base point generated 
by a pattern move is not tested for success until after an attempt has been made to 
in'1.prove it by a local exploration. This means that Pattern Move Search can follow 
a curving valleY;2even is pattern move misses the valley floor and hence gives a high 
function value, the subsequent exploration sequence finds the valley again, so the 
over-all move is a success. Search programs which always reject points that do not 
show an im.mediate improvement will sometimes be much less efficient that Pattern 
Move Search. (Sometirres they may be more efficient; persistence is not always a 
virtue. ) 

The detailed logic 

tested by 
possible t;,;r 

of Pattern Move Search is shown in Figure D2. Most ,'oi' this Figure 
the,previous discussion. and by comparing with Figure Dl. 

set the exploratory subroutine~ and subsequently 
\;vhether to continue or to terminate the search. Another 

search is by EXIT-TEST. a subroutine that counts the 
s that have to improve the function value by 

used in thi subroutine. A third 
cur ::the number of function 
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Save Base 
Point. Then. 

Make 
Pattern 
Move 

Exploratory 
Subroutine 
(Mode -) 

Return to 
Saved 

Base Point 
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Failed 
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Start {with UB) 

1. U = ~ 

2 • 

4. 

BOUND U 
Evaluate P(E) 
UB = UE = U 
PB =PE = P 
IFIN = 0 

5. BVBS = BVB 
E = UE + (UA-UE)K5 
Bound U. 
Evaluate P(LT) 
UE = UA, PE = PA -- --
UB = U, PB = P. -- -

7. BVB=BVBS 

UB = UE 

FB = FE 

Exit on Stepsize 

Exit on'Test 

+, 0 

Figure D2. Detailed Logic of PMS 
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Block I in Figure D2 is initialization. Block S saves the newest accepted base point 
(labeling it UE) and performs a pattern move. The coefficient K~ in Block S is currently 
set at KS = 2. By choosing KS greater than 2, the lengths of a siequence of pattern 
moves can be made to !grow more rapidly, but with increased probability of failure. 
Block 7 restores the sa.~ed base point after failure of the pattern' move. The vector 

, A 

BVB, which remembers which components of the argument vector are at their bounds 
(and hence require different treatment in the exploratory subroutine) is saved and re­
stored along with UE. the operation denoted by BOUND U, in Blocks land 5, is a sub­
routine that examines eafh component of U to see if it exceeds the prescribed upper or 
lower bound. If so, it is':, set equal to whichever bound was vio~ated, and BVB is changed 
accordingly. 'I 1-

Pattern Move Search provides a very general' framework into which almost any type of 
optimization algorithm can be fitted as an exploratory subroutine, with minimal changes 
in PMS itself. For example, if it should be decided to modify the optimizer so it can 
handle general sets of equality and/or inequality constraints, this could be done by 
developing a new exploratory subroutine with the desired capabilities. The only changes 
required in PMS itself would be (a) replacing the operation BOUND U with a more elaborate 
operation which enforces, or approximately enforces, all active constraints, by pro­
jecting the search point onto constraint surfaces, and (b) saving and restoring infor­
mation which remembers which constraints are active; this requires an extension of 
the BVB vector • 

EX:t:>LORATORY MOVE ROUTINE (EMR) 

Components of the argument vector U for which BVA(1} = 0 are treated as constraints; 
other components of U are varied systematically in a search for a>local minimum •. 
For each value of I for which BVA(I} = I, the routine tentatively changes U(1) in one 
direction and then (if this fails to reduce the function value) in the opposite direction. 
The direction t:ried first is determined by the sign of STE(I), and the magnitude of 
this quantity determines the step size. If either change succeeds, the value of PA 
(which is the best value of P found so far) is updated, and the search proceeds froIn: the 
altered argument vector, by considering the next value of I. If both directions of 
change along the Ith coordinate axis are unsuccessful, no change is made in U(I} , and 
the routine moves on to the next value of I after saving some auxiliary information. 

When all variable components of U(I} have been treated as described above, the routine 
decides whether to accept the result, or try one additional "interpolatory" step, whose 
components are given by a vector STF::o The value of STF(I} is zero for any value of I 
for which BVA(I) = 0 or for which ;ither. of the steps ±STE(I} succeeded. For the 
remaining ca,ses (i. e •• BVA(I) = 1, and ±STE(I) both unsuccessful), STF (I) is computed 
by consi.dering the locati,on of the minimum ofla quadratic function fitted, to the function 
values fo:.md at three points U(I) and U(I) ± STE (I) with all other components of 

.. 

U fixed. If Kl were chosen to be lIZ, and no :6ther coordinates were involved, STF (I) 
would gi,'vn a rrov.,', to this !"ninimum. A value 'of Klless than 1/2 is appropriate in ;-;,y,'_v:·::L::-:' 
n:;.>jtidirL1J"''-1:.::.t-i,'::ii,_ H P(U) i.s a qu,?~dratic function, and if all coordinate-
steps hav<c; U ,;'.,a.r~ ':v shown that fhe interpolatory step always succeeds if 
Kl <. 1 IN, and is ",b..Jays too sho:>::t (undershoots the;',,; ",)xrmm) if Kl ~ 1/2N. There£ore 
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Kl should be between l/N and 1/2N. 

The decision whether to try the interpolatory step or not is made by comparing the 
total function-reduction obtained by steps ±STE(I) with the expected further reduction 
obtainable by the interpolatory step. This expected reduction is proportional to SUM, 
if interaction between coordinates is ignored. A coefficient K41is provided which c~n 
be adjusted to bias the decision. If K4 ~ 0, the interpolatory step is never tried unless 
all the step ±STE(I) failed. If K4 is made very large, the interpolatory step will always 
be ,tried. 

The step vector STE is updated during the routine, to provide a faborable step for next 
time. If step STE(I) is successful the new STE(I} is larger (K3> 1). If STE(I} fails 
but the reverse step s,ucceeds, STE(I} reverses sign but does not change magnitude. 
If both steps ±STE(I) were unsuccessful, the new STE(I} has its sign determined by 
comparison of the two unsucces sful trials. 

An option (LCI) is provided to allow the routine to exit on failure to reduce the function, 
or try again with reduced step sizes until either success is attained. or the step 
sizes are reduced to the allowed minimums given by MINC. 

The performance ofEMR could probably be improved significantly by adding a one­
dimensional search along the direction defined by~, 1. e., parallel to the "interpolatory 
move ". However, this experiment has not been tried. 

UNIVAR 

The subroutine UNIVAR exists in two versions: an original version which has no pro­
vision for bounds on the argument variables, and a revised version that incorporates 
such bounds. Either version works with PMS. 

The original UNIVAR proceeds by making a sequence of one-dimensional searches, 
each parallel to a coordinate directionn until all directions have been tried except 
those for which BVA(I) = O. Each one-dimensional search begins from the best poipt 
found by the previous search. The logic for a one -dimensional search is as follows: 

Step in the stored direction (and bY."the stored amount; both are defined by a component 
of the step vector STE). If th is succeeds, increase stepsize and repeat. If if fails, 
reverse direction and go the other way. Proceed until the minimum along the search 
direction has been bracketed, 1. e., until a set of three points has been found with the 
smallest function-value in the middle. This occurs when a success if followed by a 
failure, or when the first step fails and is immediately followed by a second failure 
'\Nhen th;) ver etion tried. Fit a quadratic function to the values found at these 
three tl:1C point where this quadratic is minimal. The search result is 
either m~ the previous point, whichever has the least function-
value. i.s reduced to cancel the last increase and is further reduced by an 
I';)::tra ",·half Lf the h'5,zJ. fit) is not a success. 

a prEJsc:ribed n'lJ,nimum. size. 
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This one-dimensional search procedure is known to be inef£ icient, since it requires 
a minimum of three new function-evaluations per direction, whereas a procedure due to 
Powell (based on remembering and updating an estimate of the second derivative) 
reduces the minimum to two. Adopting Powell' s rules for one-dimensional searches 
might reduce the number of function evaluations for each execution of UNIVAR by as 
much as 33%. The average reduction would be less than this, b!ut still significant. 
This improvement has not been incorporated because other developments have 
higher priority. I 

The revised UNIVAR is tl;,le same as the priginal UNIVAR except for extra logic to handle 
bounds on the independent variables. The binary-valued vector BVB keeps track of t 
which variables are at their bounds. If BVB(I) = 0, indicating tha:tthe Ith coordinate is 
in the interior of its allowed range, the search along the Ith direction is the same as in 
the original UNIVAR, unless a tentative step reaches or exceeds a boundary. In this 
case, a step to the boundary is tried instead. If this step fails, the search along the 
Ith direction will end at an interior point. If it succeeds, BVB(I) is set to I, STE(I) 
is set to call for a small step (4 times the minimum slz-e.); away from the boundary, 
and the routine goes on to the next direction. 

If BVB(I) = 1, indicating that the Ith variable is at a boundary, this coordinate is left 
unaltered unless LCI = +. in which case a step away from the boundary is attempted. 
If this succeeds, BVB(I) is set to ° and the search proceeds as from an interior point. 
1£ it fails, stepsize is reduced to half its 'previous magnitude, or to the minimum 
magnit ude allowed, whichever is greater. 

The motivation for restricting attempted moves away from a boundary to cases when 
LCI = + (i. e., to times when the patterri-move sequence is being started for the first 
time, or is being restarted from an old base pbint after failure of a pattern move) is 
to reduce the number of unsuccessful attempts to move away from the boundary that 
would otherwise occur if the true final solutions calls for one or more variables to 
be at their bounds. Since search termination on step size is permitted only when 
LeI = +, the prdgram cannot exit on step size without having tried moves away frorp. 
all boundaries. It can "exit on test" if there is a prolonged sequence of pattern moves 
which are all successful but give very small improvement, but this is highly unlikely; 
in general, one of the pattern moves will fail, and the next execution:uf UNIVAR will 
attempt moves away irom the boundaries. 

VA04A (POWELL'S 1964 ALGORITHM) 

VA04A is the name given by M. J. D. Powell to the function-minimization program 
develope a 19 paper (Ref. 3). Note: Powell has also 
published • 1 > alld 1965, which ;:;;-entirely different 
from this confused i.t. We have converted VA04A from 
Fortran 
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, y: = Xj 

for i: = I step I until N do MIN (i) j 
for i: = I step I until N-I do Pi: = PHI j 
PN: = y-x; MIN(N) 

where x is an N-compohent argument vector (equivalent to the U, of our notation), y is 
the value x had at the beginning of the cycle, and MIN(i) is a subroutine which performs 
a one -dimensional minimizing search parallel to Pi, starting from the best point found 
previously. The vector~, Pi are originally chosen to be para11el to the coordinate 
directions~ The routine, performs a linear search para11el to each Pi in sequence. The 
net resulting change in x';defines a new p-vector, and a11 the p .. vectors shift down in 
the list, the oldest (the previous PI) being discarded. 

Powell l s actual procedure. as described in his 1964 paper. is somewhat more complex 
than this. It is evident that if his set of vectors pi ever become linearly dependent, 
his search process becomes trapped on a hyperplane and will never find the solution if it i.q n 

is not on this plane. To avoid this, he does not always discard the oldest vector; anotijer 
vector, chosen by a rather complex set of rules. may be discarded instead. Also, 
the newly generated direction is not always accepted. 

Powell l s program performs N+I one-dimensional searches per cycle, each search 
requiring at least two new function evaluations. It will find the exact minimum of a 
quadr.atic function in N cycles, requiring a total of N2 + N linear searches. For 
non-quadratic functions, the exact answer is' generally not found. and more than N 
cycles will usually be required to obtain the accuracy desired. The convergence is 
ultimately quadratic. That is. if the function to be minimized behaves like a quadratic 
function in the neighborhood of the optimum, then if the search point is sufficiently 
close to the solution and at least N cycles have occurred. each subsequent:'s;y-c,le')Vill 
double the number of significant figures. The number of linear searches required for 
minimizing a quadratic function could be halved by a slight change in the program logic, 
but this change would not double the programls efficiency for minimizing non-quadratic 
functions; at most, lit might save half of the first N2 + N searches that would other­
wise be performed, but subsequent operation would not be improved. 

VA04A has outperformed the PMS-UNIVAR combination on simple test problems in 
two and three dimensions. It wi11 next be tried on higher-dimensional examplesfwith 
penalty functions and on actual mission-planning problems. 

VA04A has no provisions for handling constraints (except by using penalty functions). 
An interesting, and presently unsolved, problem is how to modify this program so it 
can dire handle general constl·aints. without losing its quadratic convergence. 
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Active Guidance 

Acti ve State 

Actual State 

Adaptation 

Address Constant 

Aerodynamic 
Velocity Vector 

Algorithm 

Allocate 

AMU 

Anomaly, True 

Apsides, Line of 
Assembler 

( Bielliptic l' 

C 
I 
( 

The closed-loop steering of a space vehicle during a 
pr,opulsive phase, or du ring a skip or re -ehtry. 

A term used to describe the status of an oh-board appli­
I 

ca~~ons program which is in main storage, is sharing the 
CPU, and is not in a wait state. " 

~ , 

Six parameters which describe the true or actual position 
and velocity of the spacecraft at a given time. See Reference 
State and Error State. 

The single burn which changes the orbit of the sIC to closely 
approximate that of the target vehicle. This maneuver is 
usually made in the vicinity of the target vehicle to decrease 
the relative velocity, thereby allowing more time for terminal 
sensors to search for, and acquire the target. 

An expre s sion (value. te rm or combination of value sand te rms) 
entering into the computation of a main storage address. 

The velocity of a space vehicle relative to that of the neighbor­
ing air mas s. 

A computational procedure. 

To reserve or grant a computer system resource for a job 
or task. 

Auxiliary Memory Unit - An airborne computer subsystem 
which stores programs that can be read into the main memory, 
Normally a tape or drum. 

The angle, measured from pe rigee, that the geocentric position 
vector of an orbiting vehicle sweep outs. 

The line connecting the apogee and perigee of an elliptical 
orbit. A ground-based support program which accepts 
programs written in symbolic language and translates these 
ida machine of a specific computer. 

.An orbit transfe maneuver involving three burns. VPG 
yende,,,vous IYlaneUVer with the second 

sand 1 degree s apart. 
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Bin Storage 

Calling Sequence 

Channel 

Chase: 

Compiler 

Configuration 

Conjugate 
Directions 

Conjugate 
Variables 

Control Program 

Control Section 

Control 

An area of storage partitioned in a manner which permits 
each partition to be allocated to a job or task to accommo­
date storage requirements which vary (expand or contract) 
during execution . 

The instruction and data words required to establish transfer 
of control to, and facilitate return from, a software module 
(r,outine ). 

( 

The portion of a compute r system used to control the trans-
mission of data between an I/O device and main storage • , 

A \tPG Rendezvous maneuver that occurs between the Inter­
ceptor and Target orbits. See VPG. 

A support program more powerful than an assembler which 
can translate statementS; formulas and operators into an 
executable sequence of instructions for a given computer. For 
example, the FORTRAN compiler. 

A ground-based support program which selects flight prograIn 
eleInents froIn the' Multi-Mission Library and· configures a 
set of program Inodules for a specific vehicle. 

A generalization of orthogonal directions. If H is the Hessian 
Inatrix (Inatrix of second partial derivatives) of a quadratic 
function of n variables, two vectors p and q are conjugate with 
respect to H if pTHq = O. The concept of conjugate directions 
is useful in finding the minimuIn of any function which behaves 
like a quadratic fUrictiori in the neighborhood of the IniniInUffi. 

In the Hamiltonian! formulation of the theory of optimal control, 
a Lagrange Inultiplier Pi (t) is associated with each state 
variable Xi' and the variables Xi' Pi are said to be conjugate 
to each other. The Lagrange Inultipliers are also called 
adjoint variables or costate variables. 

A term used to describe collectively all routines which perforIn 
scheduling, initiate and terminate execution, allocate resources, 
and otherwise provide common and conventional services to 
applications programs. 

The sInallest separately and contiguously loadable unit of code 
can be esta.bHshe~ as an entity at coding time. 

portion of anilO device which adapts device characteristics 
to the standard lorr:tl of control provided in the computer 

bel integral of a device or a physic­
be used for a single device or Inay 

s, 
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Conversational 
Mode 

CRT 

Cutoff State 

Data Management 

Data'Set 

Decision Variable(s) 

v 

Direct Search 

Display 

Dog Leg Ascent 
Trajectory 

Dormant State 

DSOP 

Dynamic 
Area 

Element 

Mode of operation in which the computer using a display, and 
the operator, using a manual input device, guide each other 
to the desired end. 

Cathode Ray Tube. 

The state vector at thrust termination. 

The control program functions which provide access to data 
ad::ording to conventional usage by an applications program. 
The se functions include regulation of I/O device usage, 
initiation of I/O operations, and avoidance of conflict for device 
usage requested by various applications programs. 

Any named collection of instructions or data residing on an 
external (I/O) device organized and described in a manner 
which permits access by data management routines. Some­
what synonomous with IlfHe II. 

Parameters specifying the candidate trajectories for use is 
selecting a particular trajectory. The se parameters might 
include: V required, time required, constraint(s) viblated, 
etc. 

Total impulse; the integral of thrust acceleration. 

Any procedure for finding the minimum or maximum of a 
function without using derivatives (except, possibly, approx­
imate de ri vati ve s obtaine d by finite diffe rence s). 

The equipment used to present information, or the information 
presentedl 

An ascent trajectory whi~h includes a plane 
after the region of high dynamic pressure. 
to avoid launch range obstacles. 

change introduced 
It is used principally 

A term used to describe the status of an on-board program on 
the AMU but! not in main storage and not currently competing 
for computer system resources. 

Direct Search Optimization Program; a computer program 
developed under the QRGT study. It contains experimental 
algorithms for opti:tnization (function minimization). 

The area storage which may be allocated at execution time 
to applications rams' and executfye system utility (service) 
p ~.·ams, 

rtial coordinate system. 

Imdiscussiingc:mission mddularization, a Mode Module which 
can be identified with a particular implerncntation technique, 
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EMR 

Entry Point 

Epoch 

ER 

Error Mapping 

Error Propagation 

Error State 

Execution List 

Executive System 

Explicit Guidance 
Technique 

External Reference 

Exte rnal Symb 01 

External Symbol 
Dictionn l'y 

Fixed Sto 

r c F(»1;print (f 

( 

subsystem, or mission requirement. Presently, the lowest 
level of the mission hierarchy. 

Exploratory Move Routine, part of DSOP. I 

Any point in a program which is specified, at coding time, as 
a point to which control can be passed, at execution time, by 
another program. " 

An instant of time selected as a reference for past or future 
events. 

Ephemeris Routine; a computer program for predicting the 
future position and velocity of a spacecraft. 

Evaluation of the error state at time t z as a function of the 
error state at time <tl is referred to as a mapping from tl to t Z• 

Behavior of the error state as a function of time. 

The difference between actual and reference state at a given 
time. Error state is a six-dimensional vector. 

A list (queue), used and maintained by the OBES scheduler, 
of all active and waiting programs sharing CPU time. 

The control program for the on-board computer. 

A guidance algorithm which employs an approximate means of 
predicting the trajectory that will result from a given stee ring 
policy, and which dynamically adjusts the steering coefficients 
to meet specified terminal conditions. The algorithm requires 
a minimum of precomputed information. 

A reference within a software module to a syn:bol defined in 
anothe r module. 

The name of an entry poiilt, control section, or external 
reference which appears in an external symbol dictionary. 

A section of an object or load module which identifies all 
syrnbols l'cio r red to in the nJ.odulc but external to it. 

The portion of main storage containing permanently - resident 
"~Xt;cutive system routines and imbedded transient areas contain­
ing (one at any given time) executive system routines which are 
not perrnaul;:;ntly 

) horn current vehicle 
refers to the approximation to 
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Full Orbit Phasing 

Function 

GAA 

GISMO 

GMM 

Ground Operating 
System (GaS) 

Ground Configurator 

Gui'dance 

Guidance Error 

He rricks Unb.!(s r Variable 

C' I .; 

[ 

the true footprint defined by: maximum, minimum range 
and maximum cross -range trajectories. 

A VPG Rendezvous Maneuver that includes a phasing ellipse 
tangent to the target orbit at the line-of-nodes. See VPG. 

In mission modularization, the major operfi,tions necessary 
to implement the various mission Phases Cl-nd which are 
gererally identifiable with major vehicle systems. The 
fu4ctions presently defined are: Navigation, Guidance, Control, 
Mi'~sion Planning, System Readiness, Digital Communication, 
Display, Acquisition and Tracking and Mtssion Support. 

\ 

See Footprint. 

General Integrated Simulation Model - a versatile point mass 
vehicle simulation program especially constr~cted to allow 
easy implementation of candidate guidance algorithms. 

An acronym for the General Matrix Manipulator. 

A term used to collectively denote all software components 
used in the ground environment for the preparation, debug, 
execution, test, maintenance, integration, configuration, and 
validation of QRGT programs for pre -mis sion analysis or 
later on-board use. 

A GOS program which extracts from the multi-mission library 
(MML) a subset of all program modules which support all 
mission functions within the capability of a specified vehicle 
configuration. A subset formed in this manner is referred 
to as a specific vehicle library (SVL). 

The process of generating commands for attitude and thrust 
control, from navigation information and a definition of the 
desired final conditions. This definition excludes the execution 
of the commands (flight control) and the determination of 
vehicle state (navigation). Guidance is also used in a broader 
sense, to denote the entire process of automatically directing 
a vehicle to a desired objective. 

Differences between actual spacecraft position and velocity 
and desired spacecraft position and velocity are caused by 
approxim.ations and silnplifications in the guidance equations. 

The independent va rediscovered (1960) by Samuel Herrick 
which results in forrn.ulae for computing the motion of a space 

discovered by Battin (1964). 
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Impulse Splitting 

Impulse, Total 

Inactive State 

Initial Program 
Loading (IPL) 

The application of two co-linear velocity increments separated 
by one or more complete orbits such that the V for the , 
orbital change is identical to that of a one -burn maneuve r. 

The sum of the magnitude of the velocity increments in any 
sequence of propulsive maneuvers. Also called V. 

I 
A term used to describe the status of an on.-board program 
which is not currently queued in the execution list but is in 
main storage. , 

An \initialization procedure which loads aboostrap loader, which· 
in turn loads the system nucleus and control program routines 
into the fixed area of main storage and transfers control to the 
control program. In the ground environment, loading is from 
any available auxiliary storage device; in the prelaunch and 
space -borne environments, loading is from the vehicle AMU 
or from launch support equipment. 

Initiator/Terminator A job management routine within the GOS control program 
which collects information and resources for a job step and 
initiates and terminates each job step. 

Input Job Stream 

Intercept 

Intercept Condition 

Interrupt 

I/O Comm.and 

A sequence of j obcontrol language statements and data entering 
the system via a system input device. Applicable to GOS. 

Used in Mission Planning and Guidance, to denote the passage 
of the planned trajectory through a prescribed point (which 
may be time dependent) with no requirement to match velocity. 
Hence differs from. rendezvous which requires a velocity 
match also. See intercept condition. 

I 

The requirement that a trajectory satisfy three position 
constraints at a future time (1. e., pass through a given possibly 
time -dependent, point in space), but need not satisfy any velocity 
conditions simultaneously. The corresponding transversality 
condition is that the printer vector vanish at intercept time. 

A compute r system. signal originating from a source usually 
external to the CPU which changes the sequence of instruction 
execution without the use of a pre -coded branch instruction. 

A computer word specified by the programmer and dec·oded by 
the Ilo channel which determines the I/O operation to bel' 
pe rmed and the main storage area and extent from (to) 
which data is to be transmitted. 

snecifies an I/O .. 
ration is to be initiated, 
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I/O Order 

I/O Interrupt 

Jacobian Matrix 

Job 

Job Management 

Language 
Translator 

Launch Window 

Light Pen 

Linear Tangent 
Steering Policy 

Linkage 

Lob 

Macro 

Macro Facility 

Matrix 
a.J'~rLe Tal 

A specification of functions peculiar to an I/O device such 
as rewind (tape), lineskip (printer). set density (tape), etc. 

A computer system signal originating in the I/O channel most 
commonly at the completion of an I/O opera,'tion. The signal 
changes the sequence of instruction execution within the CPU. 

An nth order square matrix of the partial 1erivatives of n 
functions of n variables with respect to the n variables • 

One or more job steps specified externally as a unit of work 
to qe performed by GaS software and the iground-based 
computer system. 

A term used to describe collectively all functions of the GOS 
control program related to job step and task sequencing. 

A program which produces machine -language code in one 
language from statements written in another language - e. g •• 
an assembler or a compiler. 

The time interval during which a particular mission plan is 
applicable. 

A manual input device used to specify to the computer an item 
of information being displayed on a CRT. 

A means of specifying the time history of ~lie angle between the 
thrust axis and a refe rence axis such that the tangent of the 
angle is a linear function of time., 

The means by which communication between routines is 
achieved. 

A VPG Rendezvous Maneuver that goes outside the targetls 
orbit. See VPG. 

A one -word statement of a coded program which is used to 
generate a sequence of machine instructions at a given point 
in;:a program. 

The feature of an assembler which recognizes the use of macros 
in an application program and produces the proper sequence 
of machine instructions. Specified by the definition of the given 
macro. 

A rogrammed for a digital computer to 

Navigation systems. 
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Mission (as used in 
hierarchy level) 

Mission Parameters 

Mis sion Planning 

Mission Planning 
Function 

MML 

Mode 

Module 

Multiprogramming 

N-dimensional 
Search Routine 

Navigation 

Navigation Error 

Newton-Raphson 

Node,As 

A generic mission defined by its objectives, e. g., intercept, 
rescue, shuttle, etc. 

Replaced by Trajectory Parameters. See Trajectory Para­
meters. 

See Mission Planning Function 

An on-board computer function which constructs with minimal 
input, a validated flight program and targeting data based on 
a s~lf-generated, optimized trajectory which satisfies vehicle 
and; mission constraints, and mission objectives. 

Multi-Mission Library. A magnetic tape which contains all 
of the elements which are required to perform any mission 
for any vehicle configuration. It is the input tape to the 
Configurator used to construct an SVL. 

In mission modularization, a specific application of a Function 
during a particular phase of a given mission. 

Any discreet programming unit which is identifiable and known 
by name to the operating system - usually a source, object, or 
load module . 

Concurrent fulfillment of more than one computational task 
using the same corr~puting system. 

A computer program which systematically varies N independ­
ent variables to find the maximum or minimum of a given 
function, subject to given constraints. 

The determination of present vehicle state (position, velocity, 
and possibly attitude). Also used in a broad sense to denote 
the entire process of directing a vehicle to a desired objective'. 
In this broad sense; navigation include s guidance or is 
synonomous with guidance. 

Difference s between actual position and velocity and desired 
position and velocity which are caused by errors in navigation 
instruments and errors in mathematical models. 

A means of solving n simultaneous transcedental equations by 
employing the Jacobian matrix to compute a correction to the 
last estimated solution. See Secant Method. 

point on the Une of node s at which an orbiting vehicle 
(usually the e rial or ecliptic 
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Nodes, Line of 

OBES 

Object Module 

Optimization 
Algorithm 

Overlay 

Parking Orbit 

Payoff Function 

Penalty Function 

Phase 

PMS 

Predictor-Corrector 
Integration 

Preliminary _ 
Trajectory 
Generation 

(1) The intersection of two orbital planes; (2) the intersection 
of the orbital plane and the equatorial plane. 

On-Board Executive System - (See executive system). 
! 

The output from each single successful ex~cution of a language 
translator. Consists of one or more cond .. ol sections, is 
rjalocatable, and includes control dictiona~ies as well as text. 

I, , 
\ , 

A >'procedure. for minimizing a given func~ion of the independent. 
variables, subject to given constraints. I 

I~j 
Any technique which permits use of the same main storage 
area for different portions of the same job. 

Any coasting orbit. 

A function whose value is to be maximized for optimization. 
Also called the objective function; however, the latter term 
may also denote a function which is to be minimized rather 
than maximized. 

An extra term added to a function which is to be minimized by 
an optimization algorithm; its presence serves to enforce 
(approximately) a desired constraint relation. 

A time-based segment Ot a mission, with boundaries defined by 
some change of operating conditions, such as ignition or cutoff 
of engines, etc. The phases presently defined are: Pre­
Launch, Ascent, Abort, IParking Orbit and Transfer, Intercept! 
Rendezvous, Orbital Operations, and Re-Entry and Landing. 

Pattern Move Search; an optimization algorithm included in 
DSOP. 

A technique used for numerical integration whereby the present 
and past values of the integrand are used to extrapolate or 
predict the integrand change over the next increment. Then the 
predicted present and past values of the integrand are used to 
improve or correct the integrand change over the same 
increment .. 

A mode of the Mission Planning Function in which planning 
Prescriptions and rules,,;oi-thumb (e. g. VPG) are employed to 
calculate one Or IT10re candidate trajectories as starting points 
for Trajectory Optimization. 
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Prescriptions 
(Mission Planning 
Prescriptions) 

Primer Vector 

Program Control 
Table 

Program Status 

Quadratic 
Convergence 

Range Angle 

Reaction Time 

Re-Enterable 

Reference State 

Relocation 

RIA4 

RIR 

The rules for generating one Or more preliminary trajectorie.s 
in the Preliminary Trajectory Generation Mode of the Mission 
Planning Function. 

A vector, first defined by Derek Lawden, and usually denoted 
by (t), which occurs in the theory of op~imal rocket 
trajectories. Its direction gives the optinh.al thrust direction 
at any instant, and the variations of its magnitude determine 
{in a slightly more complicated way} the optimal control of 
thrust magnitude. 

The portion of an on':'board applications program which provides 
the control information needed by OBES to service the program. 

A computer word which contains information describing the 
status of the computing system in relation to the program being 
currently executed. 

A form of rapid convergence of an iterative process, in which 
the error after an iteration is asymptotically proportional to the 
square of the previous error. 

The angle travers ed by a. spacecraft; i. e., the difference of the 
true anomaly at the beginning and end of a transfer arc. 

The time interval between when a mis sion is specified and when 
the mission may be executed. 

The attribute of a load module which permits 
resource by two or more tasks concurrently. 
which does not modify itself during use. 

its use as a system 
A load module 

Six parameters which describe the computed or estimated 
position and velocity of the spacecraft at a given time. 

Address Constant modification to compensate for a change in the 
origin (in main storage) of a module. 

The two-burn trajectory'planning technique derived from the 
Rendezvous Intercept Routine Option A-4 (see QRT&GS Second· 
Quarterly Summary Report, Section 2.2. 4). 

Rendezvous Intercept Routine; an algorithm for computing the 
required velocity vector to intercept a moving target point. 
This routine has several options which may be employed in 
active guidance or in the preliminary trajectory planning of 
c<:rbital m,~tneuvers, 
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RVVR 

Safety Margins 

SIC 

Scheduler 

Secant Method 

Segment 

Slope at Arrival, 
m 

a 

Specific Impulse 

State 

SVL 

r Target Offset 

Ci 
( 0/ 

( 

B-equired 'yelocity Vector B-outine: an algorithm for computing 
the velocity vector that a spacecraft should have to free fall 
from a given initial point to a desired terminal point. A 
constraint must be applied to make the fre~ fall trajectory 
unique. if 

The amount by which safety constraints are not violated; e. g .• 
:Pl,erigee altitude, of a transfer maneuver •. which is just above 
the atmosphere. , 

SpP.cecraft. 
~ 

An OBES program which (a) activates all programs to be executed, 
(b) selects the program which is next to be allocated CPU time, 
(c) transfers control to the program selected, and (d) insures 
that each program is serviced as specified by its service class 
and repetition rate. 

An iterative method of s:olving a non-linear equation, or set of 
equations. It differs from the Newton-Raphson method in that 
exact derivatives are not used. Instead, approximate derivative 
information is obtained by finite differences. There are 
numerous versions of the secant method, which differ in the 
detailed methods of obtaining and using approximate derivatives. 

The portion of a program to which control is transferred each 
time the program is scheduled. Each time a program is 
scheduled. only one segment of the program is executed. 
Segment break poip.ts are established on the basis of CPU time 
required rather than number of instructions. 

The tangent of the flight path angle at arrival at the aim. point; 
in plane polar coordinates, m = (1 . dr) a _.-

r de . 
a 

Thrust per unit weight rate of flow. Typical units are seconds. 

An n dimensional vector; often denotes the three components of 
the position and velocity vectors of a spacecraft. 

Specific Vehicle Library. A magnetic tape which contains the 
set of program modes or functions which are needed to perform 
aU mis sions which a specific vehicle can be used for. 'Used to 
load the AMU. . 

The required velo~ity vector algorithm aims at a fictitious point 
ed from the desired target point. This 

a target offset is employed to compensate 
for the of perturbative forces (drag and oblateness). 
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Targeting (As 
Employed In 
~ission Planning) 

Trajectory 
Optimization 

Trajectory 
Parameter(s) 

Translator 

Transversality 
Condition 

UNIVAR 

Validation: (As Used 
in ~ission Planning 
Function) 

Validation 

Variable Point 
Guidance 

V 
g 

VPG 

A mode of the ~is sion Planning Function in which trajectory­
dependent guidance parameters are calculated. 

A mode of the ~ission Planning Function in which a direct­
'search optimization algorithm is used to s:ystematically vary 
the Trajectory Parameters to minimize a.!mission-dependent 
Payoff Function while satisfying all miss~on constraints. 

Identifier(s) of a trajectory generated in the Preliminary Tra­
jectory Generation ~ode of the ~ission Planning Function. A 
trajectory parameter set might include launch time, launch 
azimuth. parking orbit altitude. engine start times. desired 
landing site coordinates. etc. 

A ground-support program whose input is a sequence of state­
ments in SOme language and whose output is an equivalent 
sequence of statements 'in another language. For example. 
translation from FORTRAN statements to symbolic statements. 

A terminal boundary condition involving both state and co-state 
(adjoint) variables 'which is a necessary condition for optimality 
of a trajectory. 

An optimization algorithm included in DSOP. 

A mode of the ~ission Planning Function in which the flight 
program and targeting data are exercised to insure satisfaction 
of mission objectives anid constraints. 

The final verification that a complete software system operating 
on specified computer equipment functions properly and meets' 
all system specifiCations. 

See VPG.' 

Velocity to .be gained; the vector difference between the pr~sent 
velocity and the required velocity. Also. the magnitude of this 

, . 
vector. 

Variable Point Guidance, - The mission planning and guidance 
concept for near-earth rendezvous missions developed by RCA 
and documented iIi "Variable Point Guidance Study". SSD-TR-
65-100. 15 July 1965. When simulation runs are noted 'as VPG 

, it denotes the results of'an IB~ program based On the above 
reference. The mk.in features of this program (as of February 
1. 1967) are: 
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VPG (Cont'd.) iii The spacecraft (interceptor) starts from a circular 
parking orbit. 

tl The target (real or fictitious) is in an,arbitrary but , 
not co-planar orbit. 

I 
(lI All burns occur on the Line-of-Nodes except the first 

burn which is positioned to satisfy the next feature. 

8 The flight path angle constraint is maintained through 
all burns (e. g. the flight path angle relative to local 
horizontal is unchan:ged). 

8 Eight options are generated for each input. Four 
options correspond to rendezvous occurring at a 
given node, the other four to rendezvous at the 
opposite node. The four options are Bielliptic Chase 
and Lob and Full Orbit Phasing Chase and Lob solutions. 

• Bielliptic Change denotes that the intermediate burn 
(which is on the Line-of-Nodes) is inside the target 
orbit while Bielliptic Lob denotes it is outside it. In 
the case of Full Orbit Phasing, . Chase or Lob denotes 
if the period of the phasing ellipse is less than or 
greater than that of the target orbit. 

• The optimal plane change split part of the program 
includes an option (input) of considering a pure plane 
change maneuver at target altitude. 
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