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Appendix I 

." 
. TGP - TRAJECTOR Y GENERATOR PROGRAM 

1. 1 INTRODUCTION 

The Trajectory Generator Program (TGP) is a digital computer 

program v.,rritten in FORTRAN IV to run on IBM 7090/7094 computers. The 

program is used in mis sion analysis and plrtnning to generate a prelilninary 

trajectory (or trajectories) from launch to orbit injection followed by several 

options for perforzning orbit transfer with or without rendezvous. 

The program employs analytical equations for determining launch 

conditions and the atmospheric phase of ascent. The vacuum phase of ascent 

(to orbit injection or intercept) is generated with an explicit guidance algorithm. 

All orbital burns are consi.dered as impulses and are planned by two different 

techniques to provide alternate solutions. The program is based on a spherical 

earth model which allows for the rapid generation of coast segments with Kepler­

type equations. 

This program was written to demonstrate feasibility of the Prelim­

inary Trajectory Generation Mode of the On-Board Mission Planning Function 

(see Section V of the main report). TGP is used to generate initial trajectories 

for the Trajectory Optimizer Program (TOP) which is described in Appendix 

II. 

1.2 PURPOSE AND USE 

TGP was written to demonstrate preliminary :feaSibility of on-board 

trajectory generation for the QRGT concept. The program also demonstrate s 

the capability of the generalized guidance algorithms, developed during this 

study, for mission planning purposes. TGP represents the "Explicit" aspect 

of the "Optimal-Explicit" approach to on-board trajectory planning which is 

outlined in Par. 5.4 of the main report. 

_ '.' This program is employed .to gerrerate preliminary trajectories for 

.'-!·,various m~ssi·qn$,·thatmayem.ploy the QRGT concept. These preliminary t!"a­

jectories are specified a set of parameters which identify: launch conditions, 
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ascent to orbit, and all major orbit burns. These parameter sets then become 

C\ the input to the Trajectory Opti.mizer Program-TOP (Appendix II) where they 

are systematically varied in order to minimize some mission performance 

function (e. g. total ~ V or total mission time). TOP then represents the "Op_ 

timal" aspect of the "Optimc.l-Explicit" approach to trajectory planning. 

c 

1.3 PROGRAM FEATURES 

The present version of TGP makes use of many subroutines gen­

erated in, different subtasks of Task II during this phase of QRGT. This has 

resulted in some duplication and program inefficie:r:cy. These deficiencies can 

be corrected when a more general and sophisticated program {which will be 

necessary for detailed feasibility studies} is written during Phase II. 

The present program ernploys fairly simple planning logic and 

launch routines in conjunction with quite sophisticated ascent and orbit m.aneu­

ver routines to provide the following features: 

Direct asc,:mt, ascent to orbit and orbit maneuvers (witI-~ or 

without rendezvous) can be generated. 

Spherical gravity model. 

Kepler arcs for coast phases. 

Launch conditions options for minimum out-of-plane angle 

or for a specified launch time. 

Maximum and minimum launch azimuth constraints included. 

Ascent to orbit or intercept with an optimal explicit guidance 

algorithm (UP 1 or UP 2 Subroutines, which are really two 

entries to a slightly modified version of OP-EX, the algorithm 

used for powered-flight guidance and described in Appendix 

III). " 

• Two-burn (RENDI Subroutine) or three-burn (VPG Subrou­

tine) orbit transfer s pas sible. 

• Orbital burns treated as impulses. 

o. Mission can be planne.d from launch or from a park:ng orbit. 

• >.r,," The two··buron 'tendezvou.ts'.routt~:e: (RENDI} employs a search 

routine to locate local mi.nimum- (j.V transfers. 
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1.4 PROGRAM OPERA TION 

The over -all operation of TGP is illustrated in Figure I-I. The 

• program consists of an executive routine MAIN and seven rnajor subroutines: 

LAUNCH. UP 1. UP 2. EPHEM. RVVR. RENDI and VPG. The MAIN program 

reads in all data. performs necessary conversions. sets up program paths. 

initializes and calls subroutines. and writes all output data. The LAUNCH 

subroutine is used to determine the launch time and launch conditions. The 

ascent to orbit or intercept phases is calculated in UP 1 and UP 2 respec­

tively. Ephemeris for the spacecraft and target is updated with EPHEM. The 

RVVR routine is used to compute the required velocity necessary for an orbital 

burn. Two-burn orbital rendezvous maneuvers are generated with RENDI 

while VPG generates several different rendezvous trajectories with three (or 

more) burns per trajectory. 

For each successful run. the printout includes all parameters nec­

essary to specify each trajectory. These include: launch time and azimuth; 

ascent cut-off state. time. and 6.v remaining; position, velocity, time and 

C' II V at each orbital burn; and other related data. 

t. 4.1 MAIN PROGRAM 

The executive routine MAIN represents the planning logic and pre­

scriptions of the Preliminary Trajectory Generator Mode of the On-Board Mis­

sion Planning Function (see Section V of the main report). That is, it deter­

mines how a trajectory will be generated, the subroutines necessary and the 

linking of subroutines. In TGP this logic and prescriptions are dependent on 

the mission type but otherwise fixed. For example, ail ll'lissions requiring 

rendezvous with an orbiting tar get (real or fictitious) are planned in the same 

way; only the results differ. Figure 1-2 is a detailed math flow of MAIN. 

The symbols used may be found in Table I-I. 

Referring to Figures I-I and 1-2, after reading-in and convert­

ing input data MAIN branches if a Surveillance case is to be planned (M~4), 

otherwise.);he EPHEM snbr.Qutine is called ~ii'Ild certain parameters of the tar­

e ,L~:.get~&· 0l·bL\c:I.,r~:~9mputed., If a parking orbit is required (M=3) the LA UNCE 
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routine is used to determine the best time to launch; that is, when the out-of­
f. 

plane angle with the target orbit is minimum. The launch time (tL ) is con-. 
strained to occur after a reference time (to) and before a maximum tim.e (tLf) 

both of which are inputs. The outputs of LA UNCH are used with UP 1 to 
1 

generate a optional ascent trajectory to a circular parking orbit. 

Once in the parking orbit, the orbital bu~'ns n.ecessary to achieve 

rendezvous with the tar get vehicle are generated as a two-burn maneuver with 

REND! or as a set of possible three-burn :maneuvers with VPG. 

The results from REND! and VPG are printed-out with the la.unch 

conditions and ascent phase. Selected options are then ready to be optimized 

with TOP (Appendix II). 

When a direct ascent is called for (M=l, 2), M.l\IN branches after 

generating the target parameters. The problem here is to determ.ine the launch 

conditions and an ascent trajectory so that the coast trajectory after cutoff in­

tersects the target orbit when the target is at the intercept point. This is the 

case, for example, when a direct-ascent rendezvous is to be planned. The 

C first step is to employ LAUNCH to generate launch conditions for minimum 

out-of-plane angle at the earliest possible launch tim.e (tL = to). From this, 

the intercept direction is determined. The EPHEM routine is then called to 

determine the tar get's position and velocity at the intercept point, and the time 

required to reach that point (tf)' The intercept position and time to intercept 

t C', ~. ; 

(tf - to) are inputted to UP 2 which generates an ascent trajectory, if one exists, 

which will arrive at that position at the proper time. If the 6, V required on 

this trajectory ~.~ less than the maximum available, a solution has been found 

and the program writes the results and stops. If, on the other hand, the tra­

jectory is not feasi.ble, the program increments the launch time by an input 

constant (6, t L ) and proceeds to generate a new trajectory. The launch time is 

incremented in this fashion until a feasible trajectory results (i. e., one with 

6, V ~ 6, V max)' or a maximum value for tL (tLmax> is exceeded. In the latter 

case, the launch time is fixed at the "best" time found so far (i. e., corre-.... 

sponding to a minimum value of (6, V), and the launch azim,utb i's'n0'W incre­

mented from its minimum value (ALmin) by a fixed amount (6,A L , an input~. 
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In this iteration the maximum and minimum }.alues for launch azimuth are set 

to the desired value in LAUNCH. This results in the launch conditions and 
& 

intercept point when the launch time and the }a.unch azimuth are specified and 
: ~ 

will, in general, not result in the minimum out-of-plane angle with the target's 

orbit. If a solution can not be found for ALS ALmax the program stops. 
~ 

Within the above mentioned constraints of launch time and launch azimuth, this 
i 
J 

exit indicates that the target cannot be reached with a direct ascent trajectory • 
. " 

In the case of surveillance missions (M=4), :MAIN initially checks 
.I 

the possibility of a direct over -flight by proper cutoff conditions during ascent. 

This is done by determining the maximum inclination attainable from. the launch 

site when launch azimuth restl"ictions are considered. If this maximum incli-

nation exceeds the latitude of the point to be overflown, a first pass uverflight 

is calculated. In this application the inputs to UP 1 are varied in an attempt 

to find an elliptic parking orbit which has the desired altitude over the point 

and gives overflight at the desired time. In this iteration the parking orbit 

parameters and overflight time are varied. 

If a solution cannot be found or if the target's latitude exceeds the 

maximum possible inclination, a parking orbit and transfer maneuver is used. 

UP 1 is used to put the spacecraft into a circular parkin.g orbit which is as 

close to the target as launch azimuth constraints allow. The EPHEM and RVVR 

rou~ines are then used in an iteration loop to deter~ine the time or the orbital 

burn and the overflight time (which defines an aim point for the burn). The 

iterations are continued until a suitable trajectory is found which results in a 

total l::::. V (ascent to parking orbit and orbital maneuver) which is less than the 

vehicle's capability (l::::. Vmax)' 

1.4.2 LA UNCH SUBROUTINE 

A m.ath flow of the LAUNCH subroutine is presented in Figure 1-3 

and the corresponding symbols are in Table 1-2. This routine is used to de­

termine the launch conditions for: (a) a specified launch time, (b) the launch 

time which results in the minimum possi.ble out-of-:,hne1anglej or ('c) a speci-

£led launch time and launcn azimuth. 
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Referring to Figure 1-3, option (a) corresponds to LCL positive • 
• 

(' . ~he specified launch time (t) is used to dete~~mine the location of the launch 

c 

site relative to the target's ascending mode! (CPL)' The launch azimuth (AL) is 

then computed which will result in the minim.um out-of-plane angle with the 

given target orbit plane. This results in a 90 degree range angle between 

launch and target plane intersection (6.8). The computed launch aZlmuth is 

compared with the allowed minimum and m.aximuITl values (A' LITli.n and A' Lmax) 

and set equal to the appropriate liITlit when it is exceeded. If the launch azimuth 

is constrained the range angle l.\ e is computed; otherwise it is set to 90 de­

grees. The launch conditions are then specified by generating unit vector 

along the launch radius (£.L l , in the launch plane defined by AL (YL) a.nd nor­

mal to the la.unch plane mL)' Finally, the out,~of-plane angle between the 

launch and tar get planes (6 i) is calculated. 

Option (b), when LCL is negative, is used to determine the launch 

times t't"l and 't"2) when the miniITluITl possible out-of-plane angle (6. i) can be 

achieved. If the launch site latitude (>.. L) is less than the targets inclination 

(iT) there are two opportunities each day when 6. i is zero; otherwise both 

opportunities coincide and result in a value of 6. i equal to the difference in 

~ L and iT' When this option is used, the launch unit vectors LL' YL' nL are 

obtained by setting t = 't" I (or 't" 2)' LCL positive, and re-entering LA UNeH. 

The last .option (c) is just a special case of (a) where the launch 

azimuth liITlits (A'Lmin and A'Lmax) are both set equal to the desired launch 

azimuth, A L' 

1.4.3 UP I AND UI-- 2 SUBROUTINES 

These two subroutines are really just two entry points to one rou­

tine. This is possible because of the large amount of cOITlITlonality between the 

cOITlputations for ascent to a parking orbit (UP l) and ascent to intercept (UP 2). 

This routine is based on the optimal-explicit guidance algorithITl developed 

during this study which is discussed in Par. 6.4 of the main report and de-

scribed in detail in Appendix III. This algorithm is used for the cxoatITlo-.,.,­

spheric phase of ascent and gives ascent tr2.j"ectories u.:th· nt:act'ly ITllriimaP'c' :wi""c': 

burning times (and therefore, minimuITl fuel consumption). 
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In order to initialize the explicit guidance equations, the vehicle's 

state at the "top of the atmosphere,r (dynamic pressure less than 30 1bs/ft.) 
• 

must be determined in terms of the launch conditions. Presently, both UP 1 

and UP 2 determine these conditions by analytical equations which use three 

vehicle-dependent and payload-dependent parameters. These parameters, 

once determined. are then fixed and used for all1aunch azimuths. The three 

parameters, in conjunction with the launch conditions, are used to calculate 

the position and velocity at the beginning of explicit guidance by use of spherical 

trigonometry relations. This ana.lytical technique of handling the atmospheric 

phase of ascent is very efficient computationally, but initial simulation re-

sults indicate prediction errors of the order of 1 - 3 seconds in the final in­

jection time. This aspect of plauning the ascent phase can and should be irr.i.­

proved by a more accurate modeling of the atmospheric phase. 

1.4.4 EPHEM SUBROUTINE 

The ephemeris subroutine EPHEM, see Figure 1-4 and Table 1-3, 

C is used to deterrnine the spacecraft's or tar get's position and velo:city (r.. andr) 

at a given epoch based on a given ephemeris (La' r 0) and epoch (To)' The pro­

gram has two modes of operation: (1) Option A (NOP = 0) when the range angle 

(8) between the epochs is specified, and (2) Option B (NOP = 1) when the trans­

fer time (t) is specified. When Option A is employed, the transfer time (tof) 

is calculated in EPHEM in addition to the position and velocity. This routine 

was formulated during the studies of orbit maneuvers and a description of its 

operation and the algorithms employed in it are given in Section VI of the main 

report. 

1.4.5 R VVR SUBROUTINE 

The Required Velocity Vector Routine (RVVR) is used to determine 

the velocity required to tr~nsfer between two positions in space. The slope 

(target of the flight path angle) at arrival at the secone. point (m a) is the con­

straint imposed to completely define the problem. Figure 1-5 is a math flow 

of this.· 'llubroutio.e and the syrnbols are defined in Table 1-4. 
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This routine has five options available for specifying the slope rna 

(' and thus, generally, five transfer options (KR = -1, 0, 1, 2, 3). These op­

tions were developed during this study as part of the generalized guidance 

equations subtask in order to study different techniques for generating two-

c 

burn orbit transfer maneuvers. The rati.onale and implementation of these 

options is discussed in Section VI of the main report. 

For those cases where a 180 degree transfer is involved and the 

transfer plane becomes undefined, an input quantity, a, is used in the subrou­

tine to define the plane. If this case is not known when the routine is entered, 

a = 0 and the velocity at the fir st position is used to define the plane and an 

indicator is set (Nl80 :: +1). The main program can then specify a value for 

a and re-enter the routine, if required. This subroutine calls its own time­

of-flight routine for calculating the time on the transfer arc: TIME (Figure 

1-6 and Table 1-5) for elliptic arcs and SIMTIM (Figure 1-7 and Table 1-6) 

for parabolic and hyperbolic arcs. 

1.4.6 RENDI SUBROUTINE 

The Rendezvous-Intercept routine (RENDI) is a traje.::tory planning 

program which is employed to find local nlinimum - ~ V tViro-burns orbit trans­

fers which result in rendezvous with an orbiting target vehicle. The target 

may be fictitious as is the case of placing a payload in a synchronous equatorial 

orbit where a "target" is introduced to control the e,arth longitude of the final 

orbit injection. 

The program uses the EPHEM and RVVR subroutines (paragraphs 

1. 4. 4 and 1.4.5 above) to generate a two-burn rendezvous and a one-dimen­

sional search routine (Subroutine BEST) to find local minimums of the total ~ V 

required. In TGP this routine is called to generate all10cal :minimum ~ V 

rendezvous for which the fir st burn is alJ.owed to occur between TSTAR T and 

TSTOP (two input times). 

This routine represents the planning mode of operation of the Ren­

dezvous-,Intercept guidance algorithm \vhich is discusGed in detail ir,l"Section VI 

C of the m.ain repo:·t. FigUl, e I-'Riis a Inath:flov;,.( of lhts;subroutine and Table 1-7 
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contains the symbols employed. The one-dimensional search routine (BEST), 

(' based on Powell's technique, is represented in Figure 1-9 with a list of sym-
• 

boIs in Table 1-8. 

1-.4.7 VPG SUBROUTINE 

The Variable Point Guidance (VPG) subroutine is a pla.nning pro­

gram. used to generate a series of orbital burns which result in rendezvous 

with a specified target vehicle. ThlS is an IBM program based on the tech­

nique developed in the Variable Point Guidance and Targeting Study, Refer­

ence ( 1 ). 

This prograln was developed. during.this study based on ea.rlier re­

ports generated during the various VPG studies phases {especially references 

1, 8, and 9 of Reference ( 1 ). The program incorporates many of the fea­

tures reported in these earlier papers but differs in actual implementation 

from. that reported in Reference ( 1 ). Some of the important features of the 

present version of the VPG subroutine are: 

1. 

2. 

The spa.cecraft starts from a circular parking orbit. 

The target (real or ficticious) is an arbitrary orbit (relative 

to the spacecraft). 

3. All burns are considered as impulses. 

4. Spherical gravity model as sumed. 

5. The flight path angle, relative to local horizontal, is un­

changed by a burn (i. e. except for plane change the . ~ V 

added is co-linear with the velocity). 

6. All burns except the first occur on the iine-of-nodes between 

the spacecraft and tar get orbits. 

7. The first burn is positioned in the parking orbit to satisfy 

(5) and (6). 

8. Eight options are generated for each input case. Four op­

tions correspond to rendezvous occurring at one node, the 

"" ',- other four to rendezV(.,us at·the opposite node. The four op-

~":."" tiOllS are Bielliptic Chase. Bielliptic Lob, Full Orbit Phasing 

Chase, and Full Orbit Phasing Lob. 
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Bielliptic maneuvers involve three major burns: the first 

at parking orbit altitude, ,the last at tar get altitude (on the 

line-of-nodes) and the second 180 degrees from the third. 

The altitude of the second burn is adjusted to insure proper 

phasing at the third burn. If this altitude is below the ta.rget 

orbit, it is a Chase Eolution, if above, it is a Lob solution. 

10. Full Orbit Phasing maneuvers also involve three luajor burns: 

11. 

The first at the parking orbit and the second and third coin­

cident at the target altitude. The second burn, at the target 

orbit" is adjusted to produce a phasing orbit such that after 

an integer number of revolutions the spacecraft and tar get 

are coincident. The third burn then matches the spacecraft's 

velocity to that of ' the target. If the period of the phasing 

orbit is less than that of the target, it is a Chase solution, 

otherwise it is a Lob solution. 

The plane change to be effected at each burn is determined 

by optimally splitting the total change between the major 

burns. This routine includes an option (input) of also con­

sideringa pure plane change maneuver at target altitude. 

One of the major differences between this program and that in 

Reference ( 1 ) is that the ascent to orbit is not included in the VPG subrou­

tine. This phase of the mission is generated with the UP 1 subroutine { Para­

gr,aph 1. 4. 3 of this Appendix} because of the flexibility and performance it offers. 

A detailed description of the ,phibsophy unncrlying the Variable 

Point Guidance and Targeting technique as well as its implementation can be 

found in Referen'ce ( 1). A math flow of the VPG subroutine can be found in 

Figure "1-10 and the symbols are listed in Table 1-9. VPG itself employs 
\ 

three subroutines: an optimal Plane Change Angle routine - PCA (Fi~ure I-11 

and Table 1-10); a Required Velocity routine - REQ (Figure 1-12 ahd Table 
" 

1-11); and a Time-of-Flight routine - TOF {Figure I-13 and Table 1-12). 
" 

:l'he lat":er tWQ::J:outines (REQ and TOF) were generated when VPG was initially 
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altitude (LCO = +1, LCS = +1) the radius magnitude is also calculated inter-

(' nally to insure a 24 hour period (RT is then used only to define the target's 

direction at °the epoch, tT). 

If the mission is to start from a parking orbit (LCL = -1) the space­

craft's ephem.eris is inputted: 

t 
P 

= Parking orbit position at t = t 
P 

= Parking orbit velocity at t = t 
P 

= Epoch time. 

The type of mission to be planned is determined by the integer M: 

M = 1 Intercept 

M = 2 Direct Ascent Rendezvous 

M = 3 Orbital Rendezvous 

M = 4 Surveillance - from parking orbit 

M = 5 Surveillance by first pass overflight (set in program if 

found possible) 

C For M = 4, the surveillance point is defined by: 

AT = Latitude 

n T = Longitude relative to launch site 

RT = Overflight radius 

8 M = Error tolerance allowed in the overpass. 

The additional input data required are: the circular parking orbit 

radius Rp (when LCL = +1); last possible launch time <Linax; last possible 

final time tfmax; maximum ~ V capability of the vehicle t::.. V max; and incre­

ments of launch time and launch azimuth (~tL and ~AL) which are used when 

M = 1 or 2 to find a feasible direct ascent trajectory. 

1.6 TEST CASES 

Three test cases are presented in order to illustrate the perform-

.,. ance of ':cep. Table T .. 13 contains a descrfption of the cases, and Table 1-14 

C illustrates 'the results obtained with TGP. 
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written as an independent program. They were retained when VPG was con­

v.erted into a subroutine for TGP (instead of ,using RVVR and EPHEM) because 

of the internal structure of VPG which would have required a major overhaul 

in order to make use of the more general RVVR and EPHEM routines. 

1.5 PROBLEM SPECIFICATION 

The coordinate system used to define the problem and in which all 

calculations are performed is the XYZ Eel {Earth Centered bertial} system, 

illustrated in Figure 1-14. The XY plane is the equatorial plane and the Z­

axis is through the north pole. This fi gure also illustrates some of the param­

eters involved in the program, which are defined in Table I-I. 

If the mis sion is to be planned from launch (LCL = +1) the launch 

site is specified by: 

XL = Launch site latitude. 

n = Launch site longitude relative to X-axis at t Lt') 0 

t = Reference time. 
0 

A' = Minimum allowable launch azimuth. 
Lmin 

A' = Maximum allowable launch azimuth. 
Lmax 

Two alternative ways are provided for specifying the target orbit 

If LCO = -1, the target orbit is specified by its ephemeris at some epoch: 

RT = Target's position at t = t1 

V T = Target's velocity at t = t1 

tl = Epoch time; or, 

If a circular target orbit is desired (LCO = +1) the orbit is specified by: 

n = Unit normal to target orbit -c 

RT = Target's position at t = t1 

\ = Epoch time. 
e, 

> ..... 

,. and the program computes the circular velocity from L3:T~,'a:nJ::bfoi'ms:theve,r- ~:nf;.no ':;'.0.' 

locity vector with llc and R T • When the target orbit corresponds to a synchronous 
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Case 1 - This case requires planning the launch conditions and 

(' orbital maneuvers to achieve rendezvous with a fictitious target in a synchro-
• 

nous equatorial orbit stationary at launch site longitude. The program gen­

erates, with the LAUNCH subroutine, a launch at tL = 0 at an azimuth of 90° 

which gives the m.inimum out-oi-plane angle possible (~i = 28.5617° = A L)' 

The ascent to the circular parking orbit is calculated with UP 1 and requires 

483.7 seconds with 14,444 feet/sec. of ~ V left for orbit maneuvers. 

The orbit transfer neces sary for rendezvous is generated as a two­

burn maneuver with REND1 and as a series of three-burn maneuvers with VPG. 

In the case of REND1, Table 1-14 lists the results of the first local minirnum 

.6.. V found and the best local minimurn in the time span allowed for the search 

(tf < 1 day). The VPG results iil Table 1-14 represent one Bielliptic and one 

Full Orbit Phasing Option. Both are three-burn ITlaneUVers and represent 

maneuvers which require less ~ V than is available (l4, 444 feet/ sec.) and 

which, if possible, achieve rendezvous within 1 day (86,400 seconds). 

The Bielliptic option requires 14, 138 feet per second but final 

rendezvous is at 102,716 seconds. This is accomplished by gross phasing in 

the parking orbit for 7 full orbits after the first nodal crossing. The rendez­

vous is then effected by two 180 degree transfers, with the second burn being 

above the target orbit at 143,437,670 feet (target radius is 138,607,380 feet). 

The second VPG option is a Full Orbit Phasing case which requires 

14,032 feet! second of ~ V with rendezvous at 64,800 seconds.' In this case, the 

phasing is accomplished with one orbit at initial altitude followed by a 180 de­

gree transfer to target altitude. The second burn ther:p'lts the spacecraft into 

a phasing ellipse with a period of 38,990 seconds (target period is 86,400 sec­

onds) and after one phasing orbit the third burn matcnes the velocities for ren­

dezvous. 

Case 2 - The target in this case is at Space Station Altitude (185 . 

nm) and the problem is to plan a rendezvous mission from launch. The LAUNCH 

routlne is used to find the most favorable launch conditions, which are tL = 

C:,·.,nli.,~02 seconds;>and A L ::: 74.9178 degrees. This results in the ascent trajec­

tory intersectingthe target orbit 90 degrees down range with zero out-of-plane 
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angle (iT> A. L' so an in-orbit launch time opportunity is available twice per 

(-" day). The ascent to a 100 nm parking orbit is then generated with UP 1 and 

results in an injection time of 15,089 seconds (585 seconds after launch) with 

8, 762 feet/ sec. of 6 ¥ remaining for the rendezvous maneuver s. 

() 

The orbital maneuver repl esented in Table I -14 isa VPG Full 

Orbit Phasing option which requires 6, 05'1 feet! sec. of 6 V with rendezvous 

at 27,383 seconds '(12, 881 seconds after l::tunch). The maneuver involves a 

180 degree transfer to target altitude followed by one revolution h a phasing 

orbit. The period of the phasing orbit is greater than th2..t of the target orbit 

(8,280 seconds vs. 5,485 seconds) so that this is a Lob option. 

Case 3 - The final test case is the same as Case 2 except that a 

direct ascent rendezvous is to be planned. TGP finds a solution corr.esponding 

to the launch site 80.25 degrees beyond the ta.rget'3 ascending nvde (tL = 19,260 

seconds);this corresponds to approximate~y 80 minutes after the launch site 

has passed through the target orbit plane. The launch azimuth of 84.8443 de­

grees results in the intercept point being 90 degrees down range and an out­

of-plane angle of 3.05 degrees. These conditions are inputted to UP 2 with 

the time that the target will arrive at the intercept point (2112 seconds after 

launch). An ascent trajectory is generated which achieves the desired £inal 

state and has 2,734 feet! sec. of 6. V left after the adaptation burn for rendez-

vous. 
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M 
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TOF 
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TABLE I-L -- "./ 

MAIN PROGRAM SYMBOLS 

Description 

Run Type Variable 

Reference Time 

Initial Position Vector (Target) 

Initial Velocity Vector (Tar get) 

Initial Time (Tar get) 

Gravitational Constant:: 1. 4082878xlO I6 

Position Vector 

Velocity Vector 

Time of Flight 

Slope at Arrival 

Semi Major Axis of Tar get Orbit 

Angular Momentum 

Unit Cross Product Vector (Target) 

Target Semi Latus Rectum 

Eccentricity 

Target Inclination Angle 

Longitude of Ascending Node 

Maximum Allowable Launch Azimuth Angle 

AI-IS 

Program 
Symbol 

M 

TREF 

RTO 

VTO 

TTO 

GC 

RTN 

VTN 

TOF 

SLT 

A 

ANG 

UNT 

SEMIL.d. 

E 

EYE 

CLONG 

ALMAX 

-
(Sheet I of 5) 
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Symbol 
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2!L 
N 
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p 

R 
o 

Table I-I Main Program Symbols (Continued) AI-l6 

Description 

Minitnum Allowable Launch Azimuth Angle 

1 st Zero Out-of-Plane Launch Time 

2nd Zero Out-of-Plane Launch Time 

Launch Site Latitude 

Launch Site Longitude at t 
o 

Desired LauI'_ch Time 

Launch Azimuth 

Out-of-Plane Angle 

Range Angle to Target Plane Intersection 

Unit Vector Tl~I'U Launch Site 

Unit Vector In Launch Plane 

Unit Vector Normal to Launch Plane 

Program Counter = Number of Launch Time 

Calculations 

Launch Times 

Be st Launch Time 

Unit Vector THi~.l Launch Site at tl 

Earth Radius 

Unit Vector Normal to Launch Plane at tl 

Apogee Radius 

Pergee Radius 

Parking Orbit Altitude 

Launch Site Longitude at Launch Time 

Program 
Symbol 

ALMIN 

TAUl 

TAU2 

SLAT 

SLONG 

T 

AL 

DELEYE 

TANG 

RL 

VL 

UNITL 

N 

TP(N) 

UNITl 

RA 

RP 

RPARK ,:, 

XLONG 

(Sheet 2 of 5) 



Math Flow 
(" Symbol 

I:).V~:~ 

e ' f 

t I 
f 

~J 

5 f 

t>l~ 

A * L 

LCI 

I:).A L 

C' 
I:). tl 

tl MAX 

i MAX 

AT 

I:).T 

t4 

R'T' _ ... 

tf 

e f 

tfMAX 

c 

Table I-I Main Program Symbols (Continued) 

Description. 

Current Max Value of I:). V R 

Range Angle to Tar get 

Time of Insertion or Rendezvous 

Position Vector at tr' 

Velocity Vector at tfl 

Time of Conditions with Highest Remaining I:).V 

Launch Azimuth with Highest Remaining I:).V 

Program Ir..dicator to Step Launch Azimuth 

Launch Azimuth Increment 

Launch Time Increment 

Latest Possible Launch Time 

Maximum Inclination Angle 

Target Latitude 

Elapsed Time 

Transfer Time for Zero Flight Path Angle 

Overpass Position Vector 

Time at Overpass Position 

Error in Time at Overpass Position 

Last Possible Final Time 

AI-I8 

Program 
Symbol 

DVSTAR 

THETF 

TFP 

RF 

VIi' 

TSTAR 

ALSTAR 

LCI 

AZ DEL 

TDEL 

TLMAX 

EYEMAX 

TLAT 

DELT 

T4 

RT 

TF 

ERRF 

TFMAX 
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~3 
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t3 

~T3 
V 
-T3 

6. f 3 
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Table I-I Main Progra~_Symbols (Continued) 

Description 
.. 

Earth Rotational Rate 

Time at Injection into Parking Orbit 

Parking Orbit Position or Cut-Off Vector at Time tz 

Parking Orbit or Cut-Off Velocity Vector at Tin~e t z 

Remaining 6. V(Ft!Sec) Available 

Remaining 6.V(Ft!Sec) Available 

Target Position Vector at t z 

Target Velocity Vector at t z 

Unit Cross Product Vector of~2 and"yZ 

Cosi!!e of Out-of-Plane Angle Between Parking , 
Orbit and Target Orbit 

Unit Vector to Line-of-Nodes 

Transfer Angle from Parking Orbit to Rendezvous 

Position Vector at Rendezvous 

Velocity Vector at Rendezvous 

Time of Rendezvous 

Target Position Vector· at Rendezvous 

Target Velocity Vector at Rendezvous 

Angular Position of Target Relative to Line-of-Nodes 

at t3 

True Anomaly of Target at t3 

Angular P(JsitioJ;l of Line-of-Node Relative to Targets 
.J..... 

Perigee 

AI-19 

Program 
Symbol 

WE 

TZ 

RZ 

vz 

DELVM 

DELVR 

RTN 

VTN 

CP 

ALPHA 

CPPR 

THETO 

R3 

V3 

T3 

RT3 

VT3 

DELF3 

F3 

FLN 

(Sheet 4 ·of 5) 



Math Flow 
Symbol 

--
b.V3 

8 

8 ~:< 

S),Lf 

.aTf 

b.ilT 

~DN 

b.VR 

b..a 

(~ 
LCO 

LCS 

LCL 

LCT 

R 
_po 

V 
_po 

t 
po 

R _c 

V _c 

I 

Table 1.,.1 Main PrograID: $ymbols (Continued) 

Description 

• 

Velocity Required for Overflight 

Angular Overpass Error 

Maximum Allowable Overpas s Error 

Final Launch Longitude 

Final Tar get Longitude 

Target Longitude Relative. to Launch Site 

Unit Vector to Parking Orbits Descending Node 

Remaining b. V 

Range Angle Er r or 

Parameter to Select Circular Orbit Option 

Parameter to Select Synchronous Orbit Option 

Parameter to Select Parking Orbit Data 

Parameter to Select VPG Option 

Parking Orbit Position Vector 

Parking Orbit Velocity Vector 

Parking Orbit Epoch Time 

Radius of Circular Orbit 

Velocity of Circular Orbit 

AI-20 

Program 
Symbol 

DELTV3 

DEL 

DELSTR 

XLONGF 

TLONGF 

TLONG 

CPDN 

DELVN 

DELONG 

LCO 

LCS 

LCL 

LCT 

RPO 

VPO 

TPO 

RC 

VC 
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Math 
Symbol 

LCL 

t 

to 

1>1 
Lmax 

AI 
L min 

'1 

'2 

AL 

Ai 

.608 

";L 

• 

TABLE. - 1-2 

LAUNCH SUBROUTINE SYMBOL TABLE 

Description 

Option Indicator: +1 when launch time is specified; 

-1 determines best launch time(s) 

Launch site latitude (degrees) 

Launch site longiturle relative to x-axis at t 
o 

(degrees) 

Longitude of ascending node of target orbit 

(degrees) 

Inclination of target orbit plane to x-y plane 

(iT ~ O) (degrees) 

Desired launch time 

Reference time (sec) 

Maximum permissable launch azimuth (degrees) 

Minimum permissable launch azimuth (degrees) 

Time at which launch site is nearest target plane 

Time at which launch site is nearest target plane 

Launch azimuth (degrees) 

Out of plane angle between launch plane and target 

orbit (degrees) 

Range angle from launch site to intersection with 

target orbit 

Unit vector through launch site 

AI-21 

FORTRAN 
Program 
Symbol 

LC 

LAML 

OLO 

OT 

IT 

T 

TO 

ALMAX 

ALMIN 

T 1 

T 2 

AL 

DELI 

DELTH 

RL 
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n _L 

WE 

<PL 

4>Ll 
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ALI 

AL2 

~il 

~i2 

Table 1-2 Launch Subroutine Symbol Table (Continued) 

Description 

Unit vector in the launch plane and perpendicular 

to !:L 

Unit vector normal to launch plane 

Rate of the earth's rotation (rad/ sec) 

Longitude of launch site at time t relative to 

target orbit's ascending node 

Value of CPL when t = T 1 

Value of cfL when t = T 2 

Value of A L' at t = T l' for minimum ~i 

Value of AL' at t :: T 2 , for minimum ~i 

Value of ~i at t = TI 

Value of,~i at t = T 2 

AI-22 

FORTRAN 
Program 
Symbol 

RL 

NL 

WE 

PHIL 

PI-ilLI 

PHIL2 

ALI 

AL2 

DELIl 

DELI2 
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TABLE !-3 

EPHEM (EPHEMERIS SUBROUTINE) 

SYMBOL TABLE 

Description 

Initial position and velocity (ft. and ftl sec) 

Initial time (sec) 

Gravitational constant 

Transfer angle (radian)' 

Time of transfer -input for option B (sec) 

Convergence criteria 

= 0 for Option A (anglE; input) 

= 1 for Option B(time input) 

Position and velocity at end of transfer 

Time of flight (Option A only)~sec) 

Arrival slope 

Semi':"major axis (ft) 

Magnitude of r 
a -

Unit radial vector 

Initial radial velocity (itl sec) 

Moment of momentum (£t2 I sec) 

Magnitude of C (ft2 I sec) -
Initial horizontal velocity (ftl sec) 

Initial slope 

Magnitude of r -
Eccentric anomaly (radian) 

AI-23 

FORTRAN 
Prqgram 
Symbol 

RO, RODOT 

TO 

U 

TH 

T 

DLE 

NOP 

R, RDOT 

TOF 

MA 

A 

ROM 

ERO 

VRO 

C 

CM 

VTHO 

XMO 

RA. .. 

DLEN 
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Table 1-3 EPHEM (Ephemeris Subroutine) Symbol Table (Continued) A1-24 

Math' 
Symbol 

P 

V 
ra 

• Description 

Period (sec) 

Radial velocity at arrival 

Horizontal velocity at arrival 

FORTRAN 
Program 
Symbol 

P 

VRA 

VTHA 

'(Sheet 2 of 2) 
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Math 
Symbol 

r • r 
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r _a 
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NN 

KK 

a 

N180 

8 
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tof 

V 
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NSIG 

a 

TABLE 1 .. 4 

RVVR (REQUIRED VELOCITY VECTOR SUBROUTINE) 

SYMBOL TABLE 

Description 

Initial position and velocity (ft. and ft/ sec) 

Aim point (it) 

Slope at arrival 

o 
Constant to determine 180 transfers 

Gravitation constant 

Number of complete orbits during transfer (input) 

Magnitude of target radius (Option A -3 only) 

= -1 for Option B of Rendezvous -Intercept 

o for Option A-I of Rendezvous-Intercept 

1 for Option A-2 of Rendezvous -Intercept 

2 for Option A-3 of Rendezvous-Intercept 

3 for OptionA-4 of Rendezvous-Intercept 

Slope at r before velocity change 
.-0 

Unit horizontal vector 

Plane change angle used in 1800 transfers (radian) 

o = 1 when 180 transfer has been performed 

= 0 otherwise 

Transfer angle (radian) 

Tim.e of flight (sec) 

Velocity required for transfer (ft/sec) 

Indicates type of conic transfer 

Sethi-major aAis (it) 

AI-25 

~ORTRAN 

Program 
Symbol 

RO. RODOT 

RA 

XMA 

XKl 

u 

NN 

RTAM 

KK 

XPO 

ETHR 

ALF 

N180 

THA 

TA 

VR 

NSIC··· .. 

A. AX 
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Table 1-4 RVVR (Required Velocity Vector Subroutin~) Symbol 'Table (Continued) A1-26 

c 

c 

c 

Math 
Symbol 

r 
o 

r 
a 

e 
_r 

r 
-ar 

v e 

Description 

Magnitude of r (ft) 
-0 

Magnitude of r (ft) 
-a 

Unit radial vector 

Radial component of r (ft) _a 

Horizontal component of r . (ft) 
,_0 

Magnitude of r e (ft) 
-a 

Horizontal component of r' (ft/ sec) 
_0 

Magnitude of:!.e (ft/ sec) 

FORTRAN 
Program 
Symbol 

ROM 

RAM 

ER 

RAR 

RATH 

RATHM 

VTH 

VTHM 
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C Math 
Symbol 

yR 
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yR 
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fL 

r 
0 

Ba 

" cos 8a 

sin Ba 

m 
a 

r 

C 
a 

NN 

tof 

C 

a 

~E 

TABLE 1-5 

TIME SUBROUTINE SYMBOL TABLE 

Description 

Horizontal component of velocity (ft/ sec) 

Radial component of velocity (ft! sec) 

Gravitational constant 

Magnitude of position vector (it) 

Transfer angle (radian)· 

Slope at arrival 

Magnitude of a.r ri val point radius (ft) 

Number of complete orbits 

Time of flight (sec) 

Magnitude of angular momentum 

Semi-major axis (ft) 

Eccentric anomaly (radian) 

AI-27 

FORTRAN 
Program 
Symbol 

VTHR 

YRR 

u 

ROM 

CTHA 

STHA 

Xl\fA 

RAM 

NN 

TA 

CA 

A 

DE 



c Math 
Symbol 

e 
m 
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·C 

m 
a 

fL 

tof 

TABLE 1-6 

SIMTIM SUBROUTINE SYMBOL TABLE 

Description 

Transfer angle (radian) 

Departure slope 

Departure radius (it) 

Magnitude of angular mornentulTI 

Arrival slope 

Gravitational constant 

Time of flight (sec) 

AI-28 

FORTRAN 
Program 
Symbol 

TH 

XMO 

ROM 

H 

MA 

U 

TOF, TOFN 
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Math 
Symbol 

r 
-i 

r. 
-1 

r T · _ 1 

. 
r T · _ 1 

TSTOP 

n1. 
a 

NOIT 

TSTART 

~T 

TABLE 1-7 

RENDI - RENDEZVOUS-INTERCEPT SUBROUTINE 

SYMBOL TAB4E 

De s c r i pti on 

Initial interceptor position (ft) 

Initial velocity of interceptor (ft/ sec) 

Initial target position (ft) 

Initial velocity of target (ft/ sec) 

Maximum time at which first burn can occur (sec) 

Arrival slope 

= -1 for RENDI Option B 

= 0 for RENDI Option A-I 

= 1 for RENDI Option A-Z 

= 2 for RENDI Option A - 3 

= 3 for RENDI Option A-4 

= 0 return when t + TSTART> TSTOP 

= 1 return after first minimum AV is attained or 

t + TSTART > TSTOP 

= -1 return when A V < A V M or 

t + TSTAR T > TSTOP 

. . 

AI-Z9 

FORTRAN 
Program 
Symbol 

RI 

RIDOT 

RTI 

RTIDOT 

TSTOP 

MA 

Kl 

NOIT 

Reference time when r., r., r T ., and r T . are TSTART 
. _1 -1 - 1 - 1 

given (sec) 

Maximum allowable A V for trajectory (ftl sec) DELVM 

Gravitational constant U 

Amount by which the time of first burn is incremented DELT 

in search for minimum AV (sec) , -,., 
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AI-30 
Table 1-7 RENDI - Rendezvous-Intercept Subroutine Symbol Table (Continued) 

Math 
Symbol 

t 

r , r 
o 0 - -

r. 
-lnp 

8 
DLIM 

ULIM 

P 

" 

\. 

- -

T or 
TAO 

TTAI 

r 
a -

m 
a 

TAO or 

TAl 

VALUE 

• Description 

Time of first burn relative to TSTART (sec) 

Interceptor position and velocity at time of first 

burn 

Target position and velocity at time of first burn 

Projection of r onto target plane (ft) 
_0 

Angle between r. and £T' (radian) 
-lnp -

Lower limit for transfer angle (radian) 

Upper limit for transfer angle (radian) 

Period of interceptor (sec) 

Past guess at transfer angle (radian) 

Present guess at transfer angle (radian) 

FORTRAN 
Program 
Symbol 

T 

RO,RODOT 

RT,.RTDOT 

RINP 

THE 

DLIM 

ULIM 

p 

THO 

THI 

Target position and velocity after being transferred in RTA, RTADOT 

orbit through angle 81 ' (or 80) from r T 

-
Target slope at r TA 

-
Time of target transfer from.!T to .!.TA resulting 

from transfer angle of 80 or 81 (sec) 

Aim point (ft) 

Desired interceptor arrival slope 

Time of interceptor transfer from r to r corres-
. _0 _a 

ponding to target transfer angle 80 or 81 (sec) 

". The functi on whic.h is reduced to ze ro by regula 

falsi iterations (sec) 

MTA 

TTAO or TTAI 

RA 

MA 

TAO or TAl 

VALUE 
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A1-31 
Table 1-7 RENDI - Rendezvous -Intercept Subroutine Symbol Table (Continued) 

FORTRAN 
Math Program 
Symbol Description Symbol 

DERrV Approximated derivative of VALUE DERrv 

82 New value of 81 (radian) TH2 

V Velocity required by interceptor at r to transfer VR _r -0 

to r (ft/sec) 
-a 

TA Fixed transfer time (sec) TA 

mAO Past guess at arrival slope MAO 

mAl Present guess at arrival slope MAl 

m A2 New guess at arrival slope MA2 

1" Arrival velocity of interceptor (ft/ sec) RADCT _a 

AV Total change in velocity (ft/ sec) DELV 

(Sheet 3 of 3) 



Math 
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Symbol 

DV 

l' 

TH 

IPL 

DT 

TMINSA 

NOPT 

81' 
TM(I) 
I = 1, 4 

DVEL(I) 
I = 1, 4 

Tl 
I = 1, 4 

T 

TABLE 1-8 

BES.T-SUBROUTINE.SYMBOL TABLE 

• Description 

Velocity change (6. V) 

Time of first burn 

Transfer angle 

Counter to tell when to apply quadratic fit 

Time increment equal to I /4 the interceptor or 

target period, whichever is smc.ller 

l' at last minimum found 

= 1 when minimum has been found 

= 0 otherwise 

Time increment = DT /10 

Storage for first burn times 

Storage for 6. VI s corresponding to TM(I) 

Normalized values of TM(I) 

Normalized value of time indicated by quadratic to 

gi ve minimum 6. V 

AI-32 

FORTRAN 
Program 
Symbol 

DV 

l' 

TH 

IPL 

DT 

TMINSA 

NOPT 

SDT 

TN(I) 

DVEL(I) 

TM(I) 



Math 
Symbol 

R 
t? 

n 
-2 

n 
'-N 

6R 
max 

R* . 
mln 

6R * o 

TABLE 1-9 

-
VPG - VARIABLE POINT GUIDANCE SUBROUTINE 

SYMBOL TABLE 

.. 

Description 

1. Inputs 

Target semi-major axis (it) 

Target eccentricity 

Angular Separation of Line-of-Nodes and Target's 

Line-of-Apsides (deg) 

Position of target relative to Line -of-Nodes at t3 

(deg) 

Time of spacecraft's first nodal crossing (sec) 

Radius of spacecraft's circular parking orb:t (ft) 

Out-of-plane angle between spacecraft (SIC) and 

target orbits 

Unit vector normal to SIC parking orbit 

Unit normal along Line-of-Nodes (defines Node A, 

Node B defined by - n ) 
-N 

Gravitation constant 

II. Internal Symbols 

Maximum altitude above target orbit allowed for 

intermediate airn point in Bielliptic option (it) 

Minimum radius allowed for inte rmediate aim point 

in Bielliptic option (ft) 

Initial altitude increment, added to parking orbit 

radius, used for intermedia.te atrn point in Bielliptic 

. option (ft) 

AI-33 

FORTRAN 
Program 

Symbol 

AT 

ET 

FLN 

DELF3 

.T3 

RP 

DELI 

ENZ 

ENN 

U 

DELRM 

RMINS 

DELROS 
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Table 1-9 VPG - Variable Point Guidance Subroutine Symbol Table 

(Continued) 
AI-34 

Math, 
Symbol 

S.D.i 

wp 

Pp 

Vp 

P T 

hT 

RTA 

RTB 

R T3 

VTA 

V TB 

V T3 

YTA 

YTB 

R. i = 
1 

V. i = 
1 

3, 7 

3, '7 

+ V. , i = 3, 7 
1 

R* max 

Description 

Error tolerance used to stop iterations in optimum 

plane change angle routine (rad) 

Sign of the .6i input to subroutine 

Angular rate of SIC in its orbit (rad/sec) 

Period of SIC orbit (sec) 

Velocity in circular parking orbit (it/sec) 

Period of target orbit (sec) 

Angular momentum of target orbit (ft2 / sec) 

Target radius at Node A (ft), see.].N 

Target radius at Node B (ft), see..!!N 

Target radius at t = t3 

Target's velocity at Node A (it/ sec) 

Target's velocity at Node B (ft/ sec) 

Target's velocity at t = t3 

Target's flight path angle at No'de A (rad) 

Target's flight path angle at Node B (rad) 

SIC radius at t = t .. i = 3,···, 7 
1 

SIC velocity at t = t. - • i = 3, ••• , 7 
1 

SIC velocity at t:: t.+, i :: 3, ••• , 7 
1 

Maxhnum raditi~'allowed forib.lte:·rm.'ediat-e,aiitn point 

in Bielliptic option 

FORTRAN 
Program 
Symbols 

EPA 

SDELl 

WP 

PP 

VP 

PT 

HT 

RTA 

RTB 

RT3 

VTA 

VTB 

VT3 

GAMTA 

GAMTB 

R3 ••.• , R 7 

V3~1, ••• , V7M 
and VM(I} I = 3, 7 

V3PL, .'., V7PL 
and VPL(I) I = 3, 

RMAXS 
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Table 1-9 VP<;:i - Variable Point Guidance Subroutine Symbol Table 

(Continued) 

AI-35 

Math 
Symbol 

~T 

TN 

R~< 

m~:< 

m6 

V 
r 

Ve 

y.i=3,7 
1 

TTl 

~e 

.y* 

TT2 

TT 

X' 

PPEO 

PPE 

" Description 

Time of flight (sec) 

Time for tar get to reach rendezvous point for the 

first time (sec) 

FORTRAN 
Program 
Symbol 

DELT 

TN 

Radius of intermediate aim point in Bielliptic option RS 

(ft) 

Slope of SIC orbit at R~:' 

Slope of target orbit at rendezvous point 

Radial component of required velocity (ftl sec) 

Tangential component of required velocity (ft! sec) 

Fliight path angle of SIC orbit at 4;=t., i=3, 7 
1 

MS 

M6 

VR 

VTH 

GAMl, ••• , and 

GAM(I) 1= 3,7 

Transfer time to intermediate aim point (sec) TTl 

Position of first orbital burn (t = t 4 ) relative to line- DELTH 

of-nodes (rad) 

Flight path angle at R~:< GAMS 

Transfer time on second arc in Bielliptic option (sec)' TT2 

Total transfer time, relative to t 3 , for SIC exchiding TT 

integral number of phasing 'orbits 

Non-integer number of full parking orbits (for phasing) XP 

before first burn 

Increment to R~:< to correct phasing error (ft) DELRS 

Initial value of PPE (sec) PPEO 

Period of phasing ellipse in Full Orbit Phasing option PPE 
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Table 1-9 VPG - Variable Point Guidance Subroutine Symbol Table 

(Continued) 

Math 
Symbol 

a 
PE 

Q. i=3, 7 
1 

Description 

Semi-major axis of phasing ellipse 

Plane change angle at t = t. i = 3, 
1 

7 

b.V. i = 3, 7 Velocity impulse at t = t. i = 3, .•. , 7 
1 1 

n. i = 2, 7 
-1 

Unit normal to plane defined by R. and V. 
-1 -1 

AI-36 

FORTRAN 
Program 
Symbol 

APE 

ALFA3, ... and 

AF(I) I = 3,7 

DV3, •.. , DV7 

and DELV(I) 1:::3,7 

EN ( ,I), I = 2, 7 

e. i = 3, 6 
-1 

Unit vector along position vector at t = t. i = 3, ... , 6 EVEC ( ,I), 1=3r 6 
1 

R. i = 3, 6 
-1 

e V' i = 3, 6 _ 1 

Position vector at t. i = 3, .•. , 6 
1 

Unit vector normal to R. and n. 
-1 -1 

V., i = 3, 6 Velocity vector at R. 
_1 -1 

I::::.V., i = 3, 6 Total velocity impulse at t. i = 3, .•. ,6 
-1 1 

, RVEC ( , I), 1::::3;6 

EVC ( ,I), 1=3,6 

VVEC ( , I), 1=3, 6 

DLVL ( , I), 

I = 3, 6 

I Integer, full orbits in parking orbit I 

J 

K 

Integer full orbits in phasing orbit (Full Orbit Phasing J 

option) 

Integer, full orbits of target be.fore rendezvous K 

(S!-.leet 4 of 4) 



TABLE 1-10 

PCA - PLANE CHANGE ANGLE SUBROUTINE AI-37 

SYMBOL TABLE 

(' FORTRAN 
Math Program 
Symbol Description Symbol 

J, K, L Controls for indices on various vectors J, K, L 

NM Iteration Counter NM 

Doi Total plane change angle DELI 

V-I (I) Velocity magnit'..1de before rth burn VM (I) 

V+ (I) Velocity magnitude after Ith burn VPL (I) 

Y (I) Flight path angle during Ith burn GAM (I) 

a (I) Plane change angle at Ith burn ALFA (I) 

Do V (I) 
0 

Impulse at Ith burn with no plane change DELVO (I) 

Do V (I) Tot.:..l impulse at Ith burn DELV (I) 

C 

c 



c 

, c 
I 

I 

Math 
Symbol 

e 

m 

TABLE 1-11 

REQ SUBROUTINE 

SYMBOL TABLE 

De s c r i pti on 

Radius of vehicle position (ft) 

Radius of aim point (ft) 

Angle between vectors to vehicle position and aim 

point (radian) 

Slope at arrival at aim point 

Gravitational constant 

Horizontal component of required velocity (ft / sec) 

Radial component of required velocity (ft/sec) 

AI-38 

FORTRAN 
Program 
Symbol 

Rl 

R2 

TH 

M 

u 

VTH 

VR 



TABLE I-12 
AI-39 

TOF SUBROUTINE 
., 

SYMBOL TABLE 

(~ FORTRAN 
Math - Program 
Symbol Description Symbol 

r 1 Radius of vehicle position (ft) RI 

r Z Radius of aim point (it) RZ 

D.8 Angle between vectors to vehicle position and aim DELTH 

point (radian) 

VI Velocity of vehicle (ftl sec) VI 

fL Gravitational constant U 

)"1 Slope of vehicle GAM1 

D.T Time of flight DELT 

.h Magnitude of c:.hgular momentum H 

C .a Semi-major axis (ft) A 

m Slope at arrival at aim point XM 
, , 

D.E Eccentric anomaly (radian) DE " . 



~ 

Case 

f 

2 

~ 

;,.':{-

.... "_. 

'3 

j 
t' 
I 

Initial 
Conditions 

Launch Latitude: AL 
0 

= 28 .• 5617 
Launch Longitude: nLO = 0 
Reference Time: to = 0 

Launch Azimuth Limits: 65°:SAL :s 
1150 

Same as Case 1 

Same as Case 1 but no parking 
orbit used, and n =: 800 

LO 

~ 

Table 1-13 

TEST CASES 

-
Final 
Orbit 

Semi-Major Axis: 
aT = 138,607,380 ft. 

Eccentricity: e T = 0 
Inclination: iT = 0 

Semi-Major Axis: 
aT = 22,060,185 ft. 

Eccentricity: e T ::: 0 
Inclination: iT = 32° 
Longitude of Ascending Node: 

.aT =: 0 

Same as Case 2 

~ 

Comments 

Rendezvous with fictitious ta!get 
in synchronous, equatorial 
orbit at launch site longitude. 

Rendezvous with vehicle in 185 
n. rn. circular. parking orbit. 

Direction Ascent Rendezvous to 
target of Case 2 

:> 
H 
I 

>J:>.. 
o 



,-
{ 

. .-..... '"tJ 

.' 
",',~ 

(J) 

S 
'r-! 

E-t 
.e: Case 0 
s:: 
;::: 
111 
~ 

(sec) 

. 1 0 

2 14502 
(6) 

3 19260 

RENDI( 

Launch 

(J) 
.-i 
oo+> s:: 'M 

,..Q <t!~ 
~ (J) 0 
S s:: +> 

'M 111 Q) 
N .-i b.O 
~ 11t '"' C\l A I 

0 ' 0 E-t 
s:: I.e: ::i 

8~ C\l 
~ ~ 

(deg) ,(deg) 

90 28.56 

74.92 0 

84.84 3.05 

(1) Fit· s1; Min- fj. V Found 
(2) Best Min-fj. V Found 
VPG .. .., 

(3) B\eNiptic Lob 

~ 

Table 1-14 

RESULTS QF TEST CASES 

Ascent Orbital Maneuvers 

RENDI 

- J:::: CIJ 
+> s:: '"' 

'+-4 f.I 
s:: s:: 

'"' 
;::: 

s:: '"' 
Q) ;::: r:Q 

'+-4 0 f.I ~ § ~ o '+-4 0 
H ro 

+>+>- '+-4 CIJ 
;::: r:Q .-i !=: 

;:::'M N r:Q 111 +> 

U~ro (J) s:: +> +> 0 CIJ I 0 
CIJ 

'"' U (J) .-i f.I +> ...... U 
S ~ 0 ~ .0 ;::: CIJ 111 ,0 ..... (j) 

~r:Q .-i ~ '"' Q) ~ U) ..... 0 
E-t 

Of) ...... '+-4 '+-4 
Q) '+-4 '+. 

(J) J:::: .-i 
111 r;;1' 0 0 U) 0 0 

~ 
ro 'r-! CIJ :> +> '"' CIJ 

-, 
;::: .J:t:: (J) (J) (J) o s:: Q) Q) 

0 +> f.I ~ ...... 
S S 'H f.I (J) 

S S 
~ ::::l 111 CIJ 

,0 -I-' 

.-i Ilt 111 ~o 
.r-! .r-! . ~ ::.1 0 .r-! ..... 

U ~ _u r-i E-t <]r:Q Z E-t E-t 

(sec) (n. m. ) (it/ sec) (sec) (sec) (ftl sec) (sec) (sec) 

4032 25050 17697 
483 100 14,444 

43488 75863 15489 

15089 100 8762 
(7) ( 7) 

19764 276 10127 21372 -- 7378 

(5) VPG Full Orbit Phasing Lob 
(6) Launch site is 80. 25 degrees frorn 

Target l s Ascending Node at Launch 
(7) One Orbital Burn At Target Altitude 

to Match Velocities. 

(1 ) 38553 58382 

(2) 6846 25810 

19103 27383 

-

(4) F~l Orbit Phasing Chase 
I' 

i 
! 
! 

_.j,'" 

i } 
{ ~. 

~ 
\ .1 

VPG 

-CIJ 
+> s:: s:: 

H Q) 
;::: S r:Q .-i S 111 +> +> 0 CIJ .,... 

U 111 ,0 
~ '"' 0 Q) 

'+-4 Q) 

I 0 T./). 
'"' CIJ -(J) .8 s:: 

S (J) 

'"' +> . .... ~~ 0 
E-t Z 

(s ec) (ftl sec) 

102716 14138 (3) 

64800 14032 (4) 

30125 6057 (5) 

~ 
I 
~ 
>-< 



I Input 
AI-42 

'(.,i A ,- MAIN 

• Read Input 

• Print Cut Input 

.' ., Convert Angles 
( " 

/ 

~ 
Yes Surveil1ari~,e No 

A <tMis sio:;:)'''' , ! No _<'-. Direct Yes ,~ -~ 

Set U? Initial 

~ Overflight • 
~ 0 C::onditions for 

LAUNCE ~ 
Pararneter s First Pass 

Set Up Initiall A-.' DetE:rr:nine P:.rking • ~ 

Orbit Crientation Conditions LAU1TCE 

• J; 
<Direct~ .. Launch 

A~t Conditions 
UPI LAUNCE 

e . Ascent to D~te rr.nin e 
Nc 

Intercept Point • Launch • 
(2) Circubr Orbit Plane v/hich LAU~NCH .. 

~ Includes 7arget -Deterrrline Best EPHEM 
EPHEl-/l + Launch Time p T,:-rget Para-

SIC Position for oJ, J • UPI meters at 
Orbital Burn Injection Into UPI Int~rcept --'(1) ..... P;:;,rking Crbit 

.,j Ascent tc Circular Point 

RVVR with Perigee Parking Crbit • Time to 

0 Velocity Required ever Target, J, Intercept 

For Transfer ~ 
HENDI Point 

<c:A 
Local ¥ini- .. • EPEEM mum l:::,. V UP 2 

liP SI t Position at Two-Burn 
e Ascent to 

Overflight Yes Overflight Time Intercept Tv.ct 
Rendezvous -. "-

No Yes 
VPG 

.... Satisfactory • Bielliptic & Full 
• Adjust l:lv ~ l:::,."MAX 

1) Overflight 
Orbit Phasing 

Time, or 
Three-Surn Yes 

2) TUne of 
No Rendezous 

~ 
No 

Orbital Burn -Adjust Overflight ~~ 

c' 

I Tin'le 
Yes Yes LaUnCf.~ 

A >A· Time Limit 
~ .. L LMAX 
~ .. Exceeded 

, I- Print Cut Hesultsl- No No 

c 
. 
" 

... ''Y..'" 

-'. IF 

~; -
1 ER;eturn to @ • Increment -Increment 
~ .... , 

" 

:; ), 
~ 

" 
iI.' ' Laurtch "Azimuth Laun~h Time 

; . For Next Case 
. Or Stop ~ 

~ ."~ 

Figure I-I Trajectory Generator Program 



(~ 

Initialize 

2 

11 
Printout 
Input Data 

R '= RC ,;~ (R I / I R I) 
_TO _TO _TO 

RTO I 

.::. TO I = V c ':.,;; C X ---=R--t 
c, 

4000 

AI-43 

Determine Target Ephemeris 
at Reference Time (to) 

20 

Gall EPHEM (R TO " V TO " tTO" fL ' 
DUMl, to, 0.001, 1., J.', v, TOF, - -rna, ~T) 

I = (1, OJ 0) -J -.: (0, 1, 0) - \ 

K = (0, Of I) -R =r - -V =v 

hT=IR Xv i 
-TO -TO 

n T = (~TO X 1:"0 )/ hr 
P T = hT 2/fL 

a =[ 2 -T --
!.!Tol 

VTO ~ VTO]-I 

e =[ 1 - {P / a )] . T T T 
1/2 

l 

31 

Note: . Numbers on Blocks Gorrespon<i: 
to Statement Numbers in 
Fortran Source Program 

Figure 1-2 Main Program 
(Sheet 1 of 12) 



c . 
I 

C: 

c 

n = Sign 
T 

-I 
".~Cos 

r~ ] L!.. . '::'T 
[
(Ken ). __ T 

sin iT 

y 

n = o. 
T 

!.] 

~ 2000 ) 

o -

Figure 1-2 Main Program' 
(Sheet 2 of 12) 

'. 

t 2 = t PO 

R2 - = R PO -= V 
_PO 

_ ~ V 
MAX 

:3124 

AI-44 



3001 

Calculate Times to Launch with Minimum 
out of Plane Angle (T I &: T 2) 

AL MAX I = AL MAX 

AL MIN = AL MIN 

Call Launch (-1, ALI nLO ' .aT: iT' t, to, 

AL MAX ', AL MIN ', T" T 2 ,A L • ~i, l::J.8; 

1', ; v L • nL) 
---- - -+ -.. 

+,0 

3010 

t3 
, 

=,T I 

t4 
, 

= T2 1 3014 CC' Last 3018 

.. ' Possi.ble 

Launch Time 
,~ T) 

No 

Yes 1'3 = T I 
>--1l1li 

N = 3 

3016 

N 

t I 
, 

t 2 r 

Do this block I = 

= 

= 

= 

1. 
Call Launch(l. AL • 

4 

3020 

to 

tlMAX 

N 

nLO~ n T • 

t r = 3 

3008 

N = 3 

;s,. 

3022 

iT' 
." t ( I ). 

to, A L M A X r. AL MIN r ,T I , T 2, A L. l::J. i I . 

68, .!.L'.!.L' .!lL) 

Figure 1-2 Main Program 
(Sheet 3 of 12) 

AI-45 

No 



e. 

"j 

! 

c. 

i C' 

I 
f 
; 

0,-

Following Selects I From Block 3022 which yields Min. Qut of 
Plane Error (t.i ) and Sc:::condly Minimum Launch Time (t) 

q " 

3032 
- + ,.,-.-~ 

~--IMin= 1 }~I.6i(l)l-It.i(2)1 

3030 

KNT = KNT + 1, 
Mi:l Alt (KNT) = 2 

AI-46 

0,-

KNT = KfiT + 1 
" Min Alt (KNT) =3 

Min =3 
KNT =0 KNT = KNT + 1 

Min Alt (KNT) =3 

0,-

o 
N-----<' It.i (l )I-It.i (4) I> 

3044 
M~n =4" -.-----1 
KNT =0 

3052 

"'-'--IKNT = KNT + 1 
Min Alt (KNT) =4 

3050 

" ""-
It.i(3 )I-It.i (4)1' 

3074 

KNT = KNT + 1 
NI---t 

Min Alt (KNT)=4 

Figure 1-2 Main Program' 
(Sheet 4 of 12) 

+ 

3068 

Min =4 
KNT =0 

."" 

----~.- .. ---.. -,---,----

." 



··c' 

Select 
/Minimum 
""'Launch 

Time 

No 

3102 

DO 3110 I :::: 12 KNT 
J :::: MIN ALT (J) 

MIN:::: MIN ALT (I) 

3112 

tl = t (MIN)* 

AL = A L (MIN)* 

6. i = 6. i (MIN)* 
·608 :::A8(MIN)* 

t :::: t1 

Write Out 
tp AL2 6. i, t"e 

-, 0 

Calculate Launch Conditions 
at Time t 

AI-47 
3114 

Call Launch (1 ~ AL' fi LO' nT' IT' t, 

to' ALMAX' ALM1N, T l' T 2" AL, Ai, E.L , 

YL , ~L) -

. ~l ::: ~L 

r :::: R 
a 0 

r :::: R 
p 0 

ilL :::: fiLa + VIE (t 1 - to) 

. .. 1:. ~-
Calculate As cent to Parkmg . 
Orbit Parameters 

Call UP1 ($IOO) 

t2 :::: tl + AT 

R :::: r 
-2 -

V ::::v 
-2 -

A V :::: AVR n ~ 

Write Out 

Initialize For Rendezvous 
Intercept Calculation 

3120 

~al1 EPHEM (gTO' V TO' to.'. p., 

608, t 2, o. 001, Ef' Xf , TOF" rna, 

at) 

'Call REND~ (.~2' ~2' ;:, !1 0", 

3, 0, t 2 , 6. Vlv1 , ~) 

Figure 1-2 Main Program (Sheet 5 of 12) 



1000 

r--- ---" 
Initialize For I 

: Variance Point I 
L.s:.~:;:r . __ ,J 

Rp == 1.!-21 

n 2 == (R2 x V2 ) - - -
Ilh x..Y21 

a:: ~T ·~2) 

1004 

Two Orbits ~
A.re the 

"'.lTithin o. S de g. 
of Being 
Coplanar 

No 

1006 

"';;N= ~i,' SIGN [(~2X':;:)·.!!2] 
~i=COS-l (a) *SIGN[~2x.!!T).nN] 

AI-48 

Bo = COS-I [~2·!;N)/R pJ 
CALL EPHEM (R 2 I V2 I to - -
fLI Bo I DUM I 0.001, O'.l' 

v, LH .. rna .. DUM) -
R3=r - -
t3= t 2 +.6.t " 

CALL EPHEM (R TO '. VTO '" - -
tal fL~ DUM .. T 3 .. 0.001, 

1, r, v, DUM .. mal DUM) - -

1042 

r 

Figure I-2 Main Program 
(Sh~et 6 of 12) . 



(' 

c 

}042 

No 

Write Out a, e , fLN t t , 

lH3, t 3 , Rp' ,~i, ~N' ]2.2 

t 3, R , ~i, nN' n...,) 
p ,--t.. 

2 

2000 

,,- .... I Direct I 
I Ascent l 
I ODtion I '- .::..._:....J 

t} ::: to 

~V* ::: 1036 

AI-49 

., 2002 

}054 

t ::: t 
1 

Call Lr:tunch (1, A L' flLO ' .aT' iT' 

to, ALMAX t , ALMINs TI , T2 , AL, ~iJ ~e, 

!..L' :!.L' 2;.L) 

~f ::: COS~e ~L + SIN~82;L 

e't ::: COS -1 r~(r • P ) Ii ., * 
£ L--f ~TO IR TO U ' 

SIGN [<.aTO x-tf) "1l.r] 
Call EPHEM (R TO' V TO' to' 

}L s 8/, DUM, 0.001, 0, liTt' 

V1,., ~T, ma"DUM) 
- f 

t r ::: t +~T 
£ E> 

Rf = RT~ 
- - I 

2.£ == .YT £ 

t f == t/ - t} 

( 2.011) 

Figure I-2 Main Program 
(Sheet 70f 1 2) 



c 

cr· 
;Intercept No 
"'-Mission 

R Z ::: r 
- -c 

v ::: V -2 .... c 

t ::: t +llt 
2 1. 

R ::: r 
-$Iof ....... 

t ::: t t 
f f 

"Write Out 
2028 

M, tl,tf ; AL' 6YR,ef 

~IS6V 
Remaining 
Negative 

No 

Yes 

t* ::: t 

A *::: A 
L L 

6V*::: 16V RI 

2040 

AL ':::AL 
MAX 

ALMIN' ::: AL 

'Write Out 

No Solution 

2~----------------------~ 

Figure 1-2 Main Program 
{Sheet 8 of 12} 

No 

Yes 

tl ::: t~:< 

A L ::: AL MIN 

LeI::: -1 

AI-50 



C 

4006 

4010 

I Calculate Parking Orbit 

M == 4 
A :: A * L L 
A- t :: AL 

L ~,,~:rN" _ 
A t "::AL 

L MAt"'( 
i :: i . 
T MAX 
.n ::0 

T 

Call Launch (1 s'X L, n La, 

nT' iT' t, t, AL' AL,'i s '2.' 

AL, 6.i, 6.8, -lL' ~L' .1!J 

Figure 1-2 Main Program 
(Sheet 9 of: 12) 

n:::n 
- -L 
r ::: R -a 0 

r ::: R 
p 0 

8 ::: o. 
p 

4012 

Call UPl ($106) 

t :: t 
1 f) 

t ::: t + 6.T 
2 1 

6.v :::6.v 
o 

6.v :::6.V 
M r 

R2 ::: r - -
V :::v 
-2 -

4020 

Call EPI-IEM (liz, XZ' t z' 
LL b.8. t . 0.001, 1, r, v, r' . 3" __ 

6.T, rna, DUM) 

R~ :::-I, 
-J 

V ::v 
-3 --

nT ::n La +6.nT + ViE (t4 - to) 

AI-51 

4026 

gT ::: RT [COS XT COS nT' COS >-T SIN nT' 

-SIN AT] 

Call RVVR (Ji3 a -X3 ' 11r' 0 .. 0, 1 • E-6, 

}J-, NORB,6.8, R T , b.T'~R' 2, SI, 

TUV. DUM, ;'Y180, NSIG, a ... J 
• 1. 

--- --~ --~~-



(~ 

(4020 
Yes 

~t>~ ( 4020 t 3 
f MAt"'\( 

C) 

""'trite Out 
No Solution 

2 

c 

Yes 

Yes 

No 

Write Out 

t I , t f , f), V T' 

t I , AL' .!l. 

t 2, R 2 , V~:I 
- -t, 

t 3, R 3, V ... , 
- -.:> 

t 4 , .E.r 

2 

Figure I-2 Main Program 
(Sheet 10 of 12) 
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f),Vo ' l:l.v3 

l:l.v 
0 

t::,.V3 · 



c 

M= 5 
t 1 = to 

5000 

First Pass 
Overfli.ght 

.aL=.aLO+wE(t l - to) 

r L = (co SAL co S .a L , co s - A L s'in,.a L, sin ~. L ) -t f = to 

8 * = 1. 

5002. 

.aLf = .a LO + wE (t f - to} 

.aTf = .aU +t..a T 

r T = - RTr T -
n = (-!:L x..!. T)/'.!.L X .!.T I 

= cos-I (n· K) - -

Yes 

n = -n 

5012. 

>---t:5 - -
No, iT = ..". -i T 

5016 

.o. T = Sign (I • n) *cos -I [Kx!_ . ,_I Jl 
- - sm tT 

Figure I-2. Main Program 
(Sheet 11 of 12.) 
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5024 



c 

c 

t :::: t 
1 

Call Launch {I. 0, A L, ..Q:LO' nT' 

iT' to, ALMoAX , ALMIN, 1"'1 ~ '2' AL, 

~i, ~e, ~L' ~L' 2!.1.,) 

r = R a 0 

r :: R 
p T 

n :: (- c: nsf), -srl',T () 0) -DN ~- T' . .lilT' 

. 8p = cos- 1 ~T • E..D~i)* SIGN ~DN x !T) .~J 

·CallUPl ($110) 

R = r 
-2 

v = v 
~2 -

5038 

t = t +~T 2 1 

~v ::~v 
n R 

8= cos- l eifR·2~T j *SIGN [~ ,,~) • ~ 
Call EPHEM (1l.2' Xz, t z' j.L, e f; DUMl J 0.00 l, 

O,....t,~, ~T, rna, DUM) 
t ·=t +6.T 
3 2·" 

R = r 
-3 -

AI-54 

5056 

AL* = AL 

w----! 8* == 8 

5064 

(cos8 -sn'J2"T) 
cosZ"T 

~n== cos- 1 [cos~n J. 
~ t = (.Q n ') *SIG N (t - t ) 

f WE 3 f 

tf = t f +~tf . 

Write 

No First Pass 
Solution 

Write Out 

"t l , t f , ~V 0 

t I , AL 

5060 

t2~ 11.z, -XZ' tJ.V 0 

t3~.B.32 -X3S. 8 

Figure 1-2 Main Program 
(Sheet 12 of 12) 



c 

Input 

(LCL, AL' nLO' .{2T,i-T , t, \ A'L MAX' A'L MIN' 

T1, T2 , AL' lJ.i, lJ.8, EL , ~L' !!.L) 

Data 

WE = 7.292115 x 10- 5 

CPL = fiLO + WE (t - to) -n T 

-1 
AL = tan 

Yes 
A = A' 

~----II>G L L min t-----. 

~yes 

>-----IN A L = AL max t--PI 

Figure I-3 Launch Subroutine 
(Sheet 1 of 3) 

C 

AI-55 



" 

B 

c: 

c 

[cos iT cc:;; AL cos AL - sin iT 

- cos AL sin L sin CPL)] 

6.8= tan -la 

.n = n + w, (t - to) 
.- L LO E 

(sin AT cos cbL .1..J • 

!: L = (cos AL cos (.n L 1) cos AL sinn L' sinAL) 

v L = -sin AL sin n L - cos AL sin AL cos n L , 

sin AL cos flL - cos AL sin AL sin n L , 

cos AL casAL 

n"'T = cos68rL + sin~8vL 
-.l'i - -

!!L = ~L x~~) /I!..L x~L' 
gT = (sin i; sin nT' -sin iT cos nT' cos iT) 

~~ = cos -I ~L· ST) * SIGN -[~L x~T) • .1].N] 

Figure 1-3 Launch Subroutine 
(Sheet 2 of 3) 
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c 

.c 

Yes 

<P :: 71"/2 
LI . 

¢ .:.1T/2 
L2 

. No 

AI-57 

¢Ll =si~-l ~anAL / tan iT) 

cp L2 = 71" -'i>LI 

'1 = to + 6: Ej[7T/2 +nT - nLO] ALI = sb -1 00s iT/COS AL ) 

Al 2 = 71"- A L , 

A = 7T/2 
Ll 

A =7T/2 
L2 

~i = A - i 
1 L T 

~i2 =~i1 

.. , 1 

~i = 0 
1 

D.i = 0 2 -- . 

.... - t .L f-: 1 ~4 + n. n \ 
~l - 0 ''\!' E)\'Y Ll T LO) 

Figure 1- 3 Launch Subroutine 
(She~t 3 of 3) 

Yes 

Yes 



Input: r ,I- ,TO,fL,8,t, 
_0_0 . 

DLE,NOP (O~e<271") 

, Output: 
. 

r; r, tof, m 2 a _ _ a 

Initialize 
Kount = a 

. 
1/2 'r = [r · r ] o _0_0 

. e :::: r /r 
ro 0 0 -

AI-58 

m -1 
[ fL 1 fLO ] r = 

f = 

g = 

f = 

--+ (-- -- }cos8 - - sin 8 
C 2 r 0 C 2 . r 0 

r r [cos a-rno sin8] 
o 

r 
V 

80 

r C o 

sin 8 

[rn 0 (I - cos 8) - sin 8 ] 

g :::: I - ( 1 - cos 8) 
CV80 

r=fr +gr" __ 0 _0 

; ::.; f r 1- g r" 
o. 0 -.... -.--.. 

V· =e • r 
ro 1'0 0 - -

C = r x r 
- 0 0 

- - ]1/2 C=[~.~ 
V8 :::: C/r o 0 

m .:::: V /V8 o ro 0 

2 2 
V + V8 ro 0 2 

a:::: -- - ---------
r o· 

A :::: 1 - r a 
o 0 

fL 

Option A 

AE - A sinAE + B (I - eosAE) o o· 
to! :::: --------------------------------

- I ) sin 8 _ 
m r 

o 
( rr 

q 
m = ----~~----~-

a 1 - cos 8 r 
o 

Call SIMTIM 

(8, m .r ,e,In ,tof'fL) 
o 0 a . 

No-

46 

rV 
ro 

B :::: --­
o 

JfL • a 
-r r 

o· 
sinAE :::: ------

../ji."""; 

. 
f 

r 
o cosAE:::: -- (£ .. 1) + 1, 

a 
~~ 

, -1 
AE = tan (sinAE/ cosAE) 

n :=: Largest Integer Less Than 8/271" 

AE ;AE + 21Fn 

a = lla 
' ... t •. 

Figure 1-4 EPHEM Subroutine 
(Sheet 1 of 3) 



(' 

c 

AI-59 

B = r V' /J;. 
o 0 ro 

No X Left =.;p. (t - TO) 

~ P=~",,/VfL·a 

Integ = largest integer less' than (t - TO)/P 

XLe£t =.~ (t - TO - Integ.P) 

x = X • a Left 

2 
y=aX 

No 

No 

1 2 3 4 
S{y) = 3 f. - --1!... + L - 9Y.t + Y11 .1 

1 
C(y) =­. 2! 

Sl. 7~· 

234 
Y Y Y Y 

,.. '41"7" +"6"""! - sr- + 1 0 ! 

7 

1- coshy' c (y) = --~..!...--
Y 

8 

Const~ain ..r-Y < 88 

S(y) = sinh ... 0 -M 
';;-3 

C .. ( ) ~ .. ' cosh J:Y 
y ''" 

~. -y 

-1 
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2 3 
Value::: X Left - BoX C(y) - Ao X S(y) - r oX . 

< 3 2 
Deriv::: -B (X -aX S{yJ - A X C(y) - r 

000 

Change::: Value/Deriv 

X ::: X ;;; Chane:e 
new' ~ 

X=X 
new 

KO'.lnt ::: Kount I- 1 

Yes' 

Write: "Ephemeris 
NR Iterations Did 
Not Converge" 

Return .. 

,-

13 

2 
X C(y) 

f = 1 -
r 

o 

AI-60 

3 
~Le£t - X. S(y) 

g ::: -----:=-~--
..fii 

r = f r + g r" 
- _0 _0 

r ::: [.:. ' 

f= k 

Eo. r 12 

r r 
.0 

3 . 
(aX S(y) - X) 

" g.::: 1 
r 

C{y) 

v =·r.~/r rd. __ 

m ::: V /V 
a· ra e a 

cose= r • r/(r r) o __ 0--
Z ::: r x r 

.~" __ . __ 0 -.. 

. Z == [ ~ .. ~ ] 1/2 

sine= Z ·C/C r r .,- _ _ 0 

. -1 e- ::: tan (s i,n e. cos e) 
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I 

Input: r • rO it r- t m tXk"l',fL, NN . _o_o_a a 

R 
rTa,KK,mpo,ee .a,N180 

Output: e • 'tof, V , NS1G. a 
a . _r 

Initialize: X KK = 0, Y KK = 0 

" 1/2 
r =[ r • r ] o _0_0 

r =[ r r] 1/2 
a a' a - -

e = r / r 
roo - -

r = r • e ar _a __ r 

cos e = r / r 
a ar a 

C ~Y:..:e:;..:s:.....-__ --..J~ 

... 

rae = r - r e a ar r - - -
r . 

'" R _ae { ° ee = -- SGN (e x r ) 
r. e r 0 

a --

. .1 

AI-61 

Yes 

_Ve = r O 
- (e e r O 

) e 
_0 _r _o_r 

-

- - -
N180 = 1 

7 

V =e. r 
ro r 0 -

[

0 • V 2] 1/2 V = r er_ 
(} 0 0 0 ro - -

mp =V IVe o TO 0 

=2 

No 

=3 
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c 

c 

sin e 
C e ::: ~-_t~--

1 - cos8 

v :::~-! . ...;....p-' 
C r +r 

o a 
r 

o 
Vr-r8 :::Ve ... a 0 

2V - V - V 
D:::- C eo Tea 

VC 

2 
(ropo - m ) Ce - 2DCe 8 Ta :: -,-----::--,...,..---=-m 2 

4tCe 
YKK=l 

0-'-~ 
1 

ro =m - X 
a a KK 

[ 

!' - r 
o a 

r + r 
o a 

r roT +r ro '-J + 0 a a Po 
r +r • 

o a 

r 
a 

+ Y KK 8 ro -r-~+""r­
o a 

r 
Denom:::~ --cosB -m sine 

ro a a , a 

Yes 

AI-62 
4 

1 [ p.r (I-cose) ]1/2 _ a a 
r r 

o a 
- - cos e - ill sinea r a a 

o 

r 

(..:.. - 1) sin e 
R r r a 

V 0- R 0 
r ::: T Ve --------ill 

a I-cose a 
a 

R R R 
.! r ~ V e::"e + V r ~r 

e =:tan -1 (ain e Ices 8 ) 0 ~ e <27T 
a a a a _ 

2 

2 2 
tv R, +fV R\ e I \ r J 

a ---
r 

c 

Call Time 

R R 
(Ve ' V ,fL,r, r 0 

cos e , sin e I 
a a 

m ,r ,NN, 
a a 

tof, c, a) 

, t 

p. 

Yes 

m :::V RIVeR 
o r 

C:::r X V _ 0 r - -

Call SIMTlM 

m I tof.fL) 
a 
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Bound ::: 

c 

r 
..L.!.. e r - cos a 

o 
sine 

a, 

No 

This section of flow 
changes the value of 
m I if necessalY to 

a 
make it cornpatible 
with the h"ansfcr. 

Yes 

Yes 

XMASAV 

::: Bound -f 1 

m = 
a 

r 
a 

r 
o 

Test orbit to determine if 
hyp~rbolic, parabolic, rectilinear, 
reentry, or elliptic. 

Return 

Yes 

No 

AI-63 

XMASAV 

- co-s e 
a 

sine 
a 

+X 
MASAV 

::: Bound - I 

XMASAV = ma 

Write ttSlopeChange to __ tr 
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t = 
of 

R R 
Input: Ve It V r .fL, r , 

o 
cos e , 

a 

sin e It m I r , NN 
a a a 

Output: t , c, a 
of. 

cos~E = 1 - 4 
c 

r r 
oa 
a 

( 1 - cos e ) 
a 

1\ -1 1\ 1\ uE = tan (sinuE/cosuE) 

r--

2 .71" 

--- .-.,- ........ - _._---., 

\ 

I Returnl 

Figure I-6 Time Subroutine 
(For Elliptic Transfers) 
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c 

Input:, 8 ~ m ~ r ~ C, m 'fL 
0, 0 a 

Output: tof 

FOR Ii ::: OtNS 

Initialize 
NS=5' 
tof::: 0 

cos n6.8::: cos (n-1)1l8cns6.8-sin(n-I)6.8 sin 6.8 

sin n6.8= sin(n-I)~8cos6.e+cos (n-I)6.8sin~8 

[
,... 1 fL mo. -:-1 

r::: -' - + ( -- - -- ) co s n 6.8 - -- s In n 6. 8 J 
n ,C2 r 0 C2 , r 0 

AI-65 

; 2 2" + 26.8(m r , - m r 2NS ) J tofN ::: EI/C 

Return 

o 0" a .. 

,tof = tofN 

NS =,2NS 

KOWNT::: 
KOWNT + 1 

-

Yes 

Write "Sinlpsonts 
Time Calculation 
off by II 

Retur~ 
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Inputs: r.» r O
• t r T. t r;.t TSTOP, 

_1_1 - 1_ 1 

:ma , k i • NOIT, TSTAR T. b.V M,}-L 

. l 
Ini tializ c : NI80 = O. IPL= 1 

TMINSA::: O. DLE = 10- 3, XK=IO-6, 

NN=O. TO:::, 0, t=O,p=O 

~ 
Compute interceptor and target 

periods. Initializ e b. T by 

setting it equal to 1 /4 the 

smaller of the two periods 

-
1 .. 

, 1000 

Call EPHEM subroutine Option B 

to compute the interceptor ephemeris 
0 

and target ephemeris r' ,ro r , r 
_0_0 -T-T 

for t sec after epoch (t = 0) 

Is Yes 
k 1< 0 

No 

Co:mpute interceptor position 

projection on target plane, r. 
lnp -

+ 
Compute angle. e between 

r. and r T (O!: 8<217") -lnp _ 

.- No Is 
2 8< 0.5 .. 

', . Yes , 

.. 

3 
c· 

. ~-.. ...... -' -"". 
~ ... 

~ AI-6 6 

Read in 
TAt TLIM . 

~ 
Call EPHEM to compute target 

position and velocitY":TA'-!TA' 

and slope :m.AO after transfer 

taking T A sec. 

l 
Compute Ai:n Poin!:, 

r a '::::: r TA +p o I • 

rTA'i rTAI - - - -
~. 

Call RVVR wi.th slope rnAO 

to computF:! tirne of flight T AO 

of interceptor from r to r 
-0 _a 

~ 
:mAl = :mAO +0. 01 

KOUNT = 0 

... 4 
,.971 

.. Call RVVR with slope m Al 

to compute time·of flight TAl 

of interceptor from r to r 
. . -o-a 

• 
Use regula falsi iterations to 
find zero of VALUE=T -T I' 

A ·A· 

with mAl as independent 

variable. Ccmpute new valUe of 
m TA called:m A2 

+ • >-, .. 

..... '., 

,J,', .KOUNT= KOUNT + 1 
j 

-

• , •. ~, .• '¥--"---- -.-~ .. -- ·6 
Figure 1-8 RENDI Subroutine 
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c 

DLIM= 0.5 - 8 

U LIM = 2.". - O. 5 - 8 

8 :::DLIM 
o 

81 == ULIM 

No 

No 

P 
t==t+-yz-

Call EPHEM Option A to .compute 

target positlon and velocity; " 

.!TA'.!.~A slope~'TA.:r and time 

of flight TTAO resulting from 

angular transfer of DLIM froIT'~ T 

Write: 
IIIterations did 
not Converge" 

No 

mAO = mAl Yes 

mAl =mA2 

TAO =T Al 

10 

Call EPHEM Option B to com­
pute the velocity r' of b.ter-

_0 

ceptor at arrival point r 
_a 

AI-67 

Compute 6. V required at first 
and last burns and als 0 total t:. V 

Call BEST to enter biformation 

'required for finding minimum 

6.V and compute new 6.T 

·"Figure I-SRENDI Subroutine 
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Call R VVR to cOC1.pt:.te interceptor 
time of iliaht T from r to 

o AO ,0 

the aim point r 
a 

KOUNT ~O 

-

VALO =: T - T 
TAO AO 

THUP =: DLIM 

99 

V ADOWN =: V ALO 

THDOWN=: ULIM 

KOUNT =: KOUNT - I 

Write "Iterations 

did not converg~" 

Return 

Call EPHEM Option A to com­
pute target position and velocity! 

• 1 n t' '!Ta. IT A s ope nlT A aD_ lme 

of flight T T Al resulting from 

angular transfer of 81 fr om..! T 

AI-68 

Call R VVR to COIYlpute interceptor 
tiITle of flight T Al and required 

velocity V from r to aim 
-r -0 

point r 
_a 

VALUE =: TTAl - TAl 

Yes 

VAUP:::-VALUE 

THUp::THl 

20 

No 

V ADOWN ::: VALUE 

THDOWN:::THI 

Test to see if 
zero occurs 

VALO =0 

DERIV::: {V ADOWN - V AUP} 
(THDOWN - THUP) 

8 ::: e -
2 1 

VALUE 
DERIV 
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I 
I 

= 1 

Yes 

Return' 

Yes 

Output: 
Desired 
Data 

No 

No 

No 

=J 

+ 

Figure 1-8 RENDI Subroutine 
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c 

c' 

. . 

7 

Input: DV» T, TH, IPL 

DT, TMINSA. NOPT 

KOUNT = KOUNT + 1 

8T = DT/IO 

No Yes 

TM {IPL) = T 
\ 

DVEL(IPL) = DV 

>0 <0 

tPL=IPL+ 1 

>0 

No 

T = T+DT 

5 

Return 

IPL=IPL - 1 

. l' =T + 8T 

RetUrn 

3 

AI-70 

Yes 

TMINSA = 1'+D1' 
l' = T+2.3 D1' 
IPL= 1 

Return 

1'= 1'M(IPL ... 1 )+1' 
2 

Return 

8 

8 l' = -8T 

l' = TM(I) +8T 
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(Sheet :1'0£ 3) . 
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• 

~ 
N~! DVEL(4) >+_~ 

- DVEL(3) I 

T=T+DT 
NOPT::: 1 

IPL = 1 

TMINSA::: TM(3} 

Return' 

>3 

1=1 

1 

I 

DVEL{l)::: DVEL(4) 

TM(l) = TM(4) 

. DVSA V = DVE L{l) 
DVEL(I) = DVEL{I + 1) 
DVFL(I + i) = DVSAV 

TMSAV::: TMfI) 

TM(I}= TM(I + 1) 

TM{I+l)=TMSAV 

- .. 

AI-71 
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·c 

c 

DVEL(I) = DVEL(1 + 1) 
• 

\ TM(I~ = TM(I + 11 

, = 
I 

TM(I) - TM(1 L 
18T I 

AI-72 

DENOM =: 2 {DVEL(I) ('2 -, 3) + DVEL(2) {'3 - "c. 1.) + DVEL(3) ('1 - '2)} 

,= 
. 22 2 Z 22 

DVEL{l) ('2 -'3 ) +DVEL{2) ('3 -'1) +nVEL(3) ('1 -'2 ) 

DENOM 

21 

T=TM(3 ):1-18 TISGN[ TM(3 ):TM(2 ~ 
IPL=4 . 

T = TM(I) +,-18TI 

1PL=4 

Return 
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c 

c\ 

c 

, 

Initialize: ~ R ::: 6. 106 
nlax 

* R ::: R + 10000 
max p 

* t.R ~ ;:;; 60,000 
o 

K::: 0 

NM ;40 

€ = 10-3 
a 

SA. =SGN (~i) 
Lll . 

NPASS;::: 1 

J = 0 

Ir 

w =0.1 RP 
p RP' 

P =27T/W 
P P 

,Ir 

1 

Figure 1-10 VPG Subroutine 
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.. , 

. , 
2 

P = a {I - e \ 
T TTl" 

hT=J.PT 

RTA =PT / (1 +eTccs f LN) 

R T B = P T i (1 - e T cos f LN) 

R.T3 =PT / [1 +eTcos (fLN+~f3)] 

V = [fL{-2..-· ~ _1_}] 1/2 
TA RTA aT 

V =[fLC-2 _. __ 1_>]1/2 
TB RTBaT 

[ 2 _1_)]1/2 
V T3 = fL( R . - aT 

. T3 

[ 
-1 hT 

YTA = SGN (fLN> cos ( >] 
RTAVTA 

LC:::: .1 . . 
LC2=1 

h1, ] . [ -1 ) 
YTB:::: -SGN (fLN> cos (R~B V TB 

ra:;-
P =27T. a N~ 

T . T. fL. 
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c 

R6=RTB 

R7=RTA 

* 

< 

R6=RTA 

R7=RTB 

* 

AI-75 

5 

R = R +6R 
rnax 7 rnax 

R = R +6R 
max 7 nlax 

Yf:,=YTB 

V+=V 
6 TB 

n 
:t. 0 

CALL TOF (R TA, 

R T ,6£3' V TA' 

o 6T,fL, Y T3 

..l.. 

V'=V 6 TA 

6 Jr..-~ ____ _. 
.6. R ::; O. 1 x (R 7 - R ) 

P . 

6R 1 =O.lx(R* -R) 
max p 

+ I C 

12 

TOF (R TB, RT3~7T +6£3' 

VTB,6T~ fL, Y T3) 

TOF (R T3" R TB, 

11"-6£3' V T3,6T 

fL'YT3) 

TOF (RT3 , i.<0TA" 

11" -lJ £3' V T 3 s 6 T I 

FigureI-IO VPG Subroutine 

(Sheet 3 of 13) 



c 
'200 

* * R :::: R . 
mIn 

Lela::: 1 

c 

c 

>0 0< 

* * R :: R 
max 

Lela::: 1 

m6 = tan Y6 

* CALL REQV (R • R 6,1T,m6, V r ,V8 ,fL) 

+ _ [2 2] 1/2 
V 5 - Vr + VB 

m*:::: V~/V8 

*:, 
R 

A=- -1 
R 

P 

B:::: Im*1 

'8 f :::: 2 tan -1 ~ A l 
B 

fLR(1-cos8 T) 
ARG :::: --,-_5_\ ____ _ 

. * 

0< 

R 
R 

P 

- cos 8'f -B sin8 t 

2:0 

,Figure 1-10 VPG Subroutine 
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('~. 

/ 

c 

. 
• 
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~o 

* * R = R +~R R 
P 

+0 

** I * I m ::: m - 0.0002 .. 

+0 

17 

6.8=.".-8 t 

28 22 

68= 2:71' -8 t 
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c 

+0 

• 
31 

ICc -1 * Y ::: tan (m) 

+ * * . V 6- = (Vs R cos Y )/R6 c;;OR Y6 

·0< 

K=O 
L=O 

32 

Figure 1-10 VPG Subroutine 
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T =0 
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41 
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401 

x = AINT (Xl) 

c 

o 

fiT = (XT - X}P 
P 

LC4= 1 

EXIT PRINT: 

IIDOES NOT CONVERSEI' 

AI-79 

402 

X =AINT ext + 1) 

-a-~-l ~1'2 
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c 

c 

c 

0.-

431 

L == L + 1 

* * R ==R 
-1 

TT_l :::TT 

434 

* * * R ::: R 1 +~R 
- 0 

K::: K + 1 

* * R == R 
min 

* TT::: TT 

L::: 0 

+ 

-.0 

-,+ 

-,-­
. . ® 

AI-80 

432 

* * CR - R 
-1 

* * R :::R 
-1 

* * * R ::: R_l +~R 

TT_l ::: TT 

+ 
435 

* * * R ::: R -~R 

o 

> 

-1 0 

K::: K + 1 

* * R ::: R 
max 

* TT::: TT 

L::: 0 
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c 

c 

33 

K =' 0 

J ::: 0 ' 
a T1 3/2 

Pp~O=21r J.L 1/2 

n ::: 1 

LC3 ~ 1 

~ _____ ~~~ _____________ --J 

47 r=e·p + T ;; T - J • P 
__ " TNT PEO 
X'::: --..,P=-------·.·--

P 

No 

51 

LC3 ::: + 1 

X ::: SGN (Xl). 

Largest Integer 
Less than' pC t I 

I::: X 

PpE = 
T + K • P - T -X. P N TIp 

n 

PpE = 0 

v - =0 
5 

+ 
V = 0 5 

49 

AI-81 

_1 _)] 1/2 
a Tl 

I = SGN (XI). 

LARGEST INTEGER 

LESS THAN IXII 

~o 

58 

K == K + 1 

J=l 

n==l 59 ___ ... 

55 
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(~' . 

C: 

c 

52 

, J ::: 1 

K=O 

54 

J=n 
n==n+l 

~O 

61 

;'6 ::: Y TA 

V6 
+ ::: VTA 

Y1 :::,YTB 

-V7 ::: VTB 

V7 
+ ::: VTB 

R7 ::: RTB 

CALL TOF 

(RTA, R TB,7T' .VTA,boT,JL. Y TA) 

l:::.T7 :::: boT 

<0 
60 

Y6 = YTB 

V6 
+ 

= VTB 

Y7 ::: Y TA 

-V7 :::=V 
TA 

V7 
+ :::: VTA 

R7 ::: RTA 

CALL TOF 

AI-82 

46 

Y3 ::: 0 

-
V3 =V 

P 
+ 

V3 :::V 
p 

Y 4 
= 0 

-V4 ::::V 
p 

-1 * y 5::: tan III 

(RTB, R TA, 7T'. V TB' boT,}L, Y TB1i 

l:::.T7::: l:::.T 

.: . ( 
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. ,' 

• 

LL = 4 

JJ :::: 4 

V +::: V 
4 P 

Y ::: Y 
4 3 

CALL PCA (J J, KKs 

NM,6is € a • V. -, V. +, 
..... 1 ..... 1 

i :::: 4, 7 

6V3 =6V4 

Y = Y 
3 4 

6V :::: V + - V 
4 4 P 

No 

KK:::: 7 

=V 
.P 

Yes 

Yes 

72 

LL:::; 5 

JJ :::: 3 

AI-83 

CALL PCA (J J :t KKlI 

NMa6i. C:! a;, V. -. V. +. y .• 
_1 _1 _1 

a .• ~V .• NMM) 
_1 _1 

i = 3. 7 

7 
6V = }: l:::.V . 

. 3 1 l= 

t =t +68 +I-P 
4 3 wp P 

tS.= t4 + TTl . 
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(~ . 

C: 

e == -LC2· n 
-5· _N 

-!6 == :';5 

c 

No 

R == R 
3 P 

R ::: R 
4 P 

R ::: R 
:; s 

v - = V. 
·3 P 

V - ;:. V 
4 P 

~3 = nN - -

. Yes 

~ 4 == cosl:.8. nN + sinl:.8(n3 xe 3) -- -.. .... -.... 

. No Yes 

e . = LC2· n _5 _N 

e 6 ==e 
- -5 

Figure I~10 VPG Subroutine 
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c 

() 

FOR i ::: 3. 6 

R. ::: R.e, 
1 1 1 -

e V ' ::: n. x e. 
1 1 1 - -

V ::: V 
i i 

(cos y. e V ' + sin y. e. 
1 1 1 1 - -

a ::: a • S • SG N (e' • n ) i i ~i i N -
, - -, + -

~V.:::V. [cosy. cosu. ev'+cosy. sina.n.+siny.e. ]--v. 
1 1 1 1 vl 1 1 1 1 1 1 ---- . -- --....... .... 

n l. + 1 ::: cos a. n. - sin a. e·V< 
1 1 1 1 - -

Convert' 
From Radians 
to Degr:ees 

Print Out 

·NPAS ::: NPAS + 1 

+.0 + 

AI-85 

_""":K..-_68.;;. . LC 1 ::: 0 

LC2::: -1 LC2:::+1 

, . 

Figure 1:-10 VPG Subroutine 
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Return to 
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c 

' . . . "0 

Input: 

J, K, L~ NM, tli~ e a ' V- (I), V+(I), y (If 
I := J through K 

FOR I ::: J through K 

+2 - 2 + - 2 
A(I) ::: V {I} + V (I) - 2V (I) V (I) sin y (I) 

+ - 2 
B{l} ::: 2V (1) V CQ cos y (1) 

N::: 0 

Lei::: 1 

For 1 ::: J through K 

a (I) ::: 0 

a _: (1) ::: 0 

. .6V 0 (1)-::: [ A(I)- BlI} cos QA1} r /2 

a(1) :::.6i/ L 

.6 V(I) + .6Vo (I) 

J =N 

No 

A = 0 
. For I ::: J through K 

[ , Jl/2 
.6V(l}::: A(I) - B(I) eos a(I~ 

A (1) = 6V (1) s in a (1}..-
B(l) 

A= ACI) + A 

LC2 = 1 

Figure 1-11 peA -'S'ubroutine F"' 
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1=1+1 

Yes 

~_. __ , ____ Y __ 3S-< 

'Yes 

Write 
: Output 

A ::: AIL 

* a = 0 
s 

J ::: 1'1 

Return 

No 

LC2 ::: 1 
- a(I} = 0 

6V(I) = 6V (I) 
,0 

L=L-1 

K=K -1 

For I ::: J through K 

* -1 -a (I)::: sin (6V(1) )/B(I)-A ) 

* * * as::: as +a (I) 

M::: 1 

For 1 ::: J through ~K 

a ** (1)::: ~ i a ~~ (I) 
a * - S 

** E a (1) ::: a (1) - a (l) 
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M(l) = 1 

Write: "Does 
not Converge" 
NMM= 1 

Return 

No 

No 

. Yes 

Yes 

M=M. M(l) 

Yes 

For I = J thru K 

** } a (1) = a {I 

* * a _ 1. (1) = a (ll 

Figure 1-11 . peA Subroutine 
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r l 
- cose - rn sin e 

r l 

[ r
2 

-m] 
-. 

(~ - 1) sin e = ... 

. r l . V 
V =_. e • I - cos e 

C r r Z .-

C Return) 

Figure 1-12 REQ Subroutine 
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Input: rI' r Z' tJ.8, VI,p., Y1 

Output: ~T 

h = r • V cos y 
I I I 

VI r l ~ 2 .~ 
a ::: r 1 / 2 - P. 

m = tan YI 

.r., ft 
sin lJ.E = ._ ... - -- (sin lJ.8- m (1 - cos lJ.8) 

h a 

A E _ -1 ~ in lJ. E j o . - tan 
coslJ. E 

[Return 1 

Figure 1-13 TOF Subroutine .. 
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Appendix II 

TOP - TRAJECTORY OPTIMIZER PROGRAM 

2. I INTRODUCTION 

The Trajectory Optimizer Program (TOP) is a digital computer 

program written in FORTRAN IV to run on IBM 7090/7094 computers. The 

. program is used in mission analysis and planning to generate local minimum 

time ur minimum fuel trajectories from launch through various orbital ma-

neuvers. 

The program employs a; direct search optimization algorithm 

which systematically varies the paramater of an initial (input) trajectory in 

order to minimize a pay-off function - the time or D.. V required to complete the 

mission. Inequality constraints on trajectory pa rarneters are enforced in the 

search routine while functional constraints are handled by the addition of 

penalty terms i:'.1. the calcula<:ion of the pay-off function. 

C This program was written to demonstrate feasibility of the Tra-

c 

jectory Optimization Mode of the On-Board Mission Planning Function (see 

Section V of the main report). 

2.2 PURPOSE AND USE 

TOP represents a flexible and efficient technique for gener~ting 

local optimum time or fuel mission trajectories. The trajectories to be 

optimized can start at launch or from orbit and can include any number of 

orbital burns for orbit transfer with or without ren.dezvous (the present version 

of TOP is limited to four orbital burns). All orbital burns are treated as 

impulses while the ascent-to-orbit employs an explic.it guidance algorithm 

which provides nearly optimal performance. 

This program is used to optimize the trajectories generated by 

the Trajectory Generator Program (Appendix I), but it can be used with any 

initial trajectory if the prop~~r trajectory parametc!'aa-r,ehspecifiedtsee Para-

graph 2.5 for illput requ.lrements). , .. " ~ 
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2.3 PROGRAM FEATURES 

(~, The present version of TOP does not represent a production level 

c 

• 
program. It does represent a possible technique for on-board generation of 

locally optimal mission trajectories. The program is the result of different 

efforts of Task II during this phase. The present program configuration is 

not designed for high efficiency; and certain approximation used in it must 

be studied in more detail before a final version is constructed. 

Some of the features of the present version are: 

• Ascent to orbit or intercept (e. g., direct-ascent 

rendezvous capability). 

• Spherical gl'avltymodel. 

• Kepler arcs for coast phases. 

• Total b. V or total mis sion time can be minirnized. 

• Maximum ~ V constraints enforced by a penalty terrn in 

• 

the pay-off function (OBJECT) when rninimizing total 

tirne. 

Cornponents of the argurnent vector (U) can be con­

strained in the search routine (TEXT). 

• Up to four orbital burns can be considered. 

• Transfers can be with or without rendezvous. 

• Near-optirnal vacuum, ascent trajectories generated by 

an explicit guidance algorithm. 

• Atrnosphe.ric ascent trajectories calculated with 

• 
• 
• 
• 
• 

analytical equations and ve~.i.~c1e -dep'~ti.dent empirical 

pararneters. 

All orbital burns treated as impulses. 

Initial parking orbit, after the ascent phase, is circular. 

Impulse splitting cases can be handled. 

180 degree transfers are allowed. 

Optimum transfer plane determined for 180 degree 

transfers. 
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Some of the approximations implicit in these features are discussed in Paragraph 

(' 2.4.3 of this Appendix • 

c 

c 

• 

2.4 PROGRAM OPERATION 

The over -all operation of TOP is illustrated in Figure II-I. The 

program consists of a Main Program (MAIN) and two major Subroutines, 

TEXT and OBJECT. The Main Program reads in all data, pe dorms neces­

sary conversions, sets up program paths, calls OBJECT and TEXT, and 

formats all printout. TEXT is the optimization subroutine which itself con­

sists of a nurnber of subroutines that C':2.n be used in various combinations. 

OBJECT is the subroutine which calculates the value of the pay-off function 

{P} corresponding to the present value of the trajectory parameters (tJ) as 

determined in TEXT. 

Referring to Figure II-I, l\AAIN reads in all data including the 

initial.trajectory, which is specified by a set of parameters (U (I), I = 1, ... 15). 

The initial trajectory specification, U , is used with OBJECT to provide the 
-0 

initial value of the pay-off function, P. TEXT is then called to begin the 
o 

search procedure, and control relnains in TEXT until a solution has been 

found. At this time, ~1AIN formats and prints the output data and either 

proceeds to the next case or stops. In TEXT, the OBJECT subroutine is 

called to provide a new value of P whenever U has been changed. 

2.4.1 MAIN 

A math flow of the executive program M...<\JN is presented in 

Figure II-2. The symbols employed may be found in Table II-I. In 

addition to reading input, printing output, and calling OBJECT and TEXT, 

this program: 

• Sets constraints on appropriate terms of the argument 

• 
vector (U) with the read-in values of U (I) and U . (I). 

- max mln 
Identifies the components of U to be searched over 

(BVA(I) = 1 if U (I) is to be varied, BVA (J) = 0 if U (J) 

is to be held fixed). 
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If an impulse-splitting maneuver is being considered, 

MAIN reverses the order of the orbital burns before 

calling TEXT and changes them back after returning 

from TEXT. 

The last item relates to the problem of determining the velocity required to 

transfer between two points in space in a finite time when the points are 

coincident. This is the case for the so-called impulse splitting maneuver 

which is employed in rendezvous missions to introduce a phasing orbit. 

When OBJECT is first entered to determine the initial value of the pay-off 

function a check is made to see if the last two burns are within p (RHO)-feet 

(an input) of each other. If they are, an indicator is set which, on the return 

to MAIN,. causes the order of the orbital bU:GJls to be reversed .(i. e., the 

program starts a.t the t<::.rget orbit and works back to the parking orbit). This 

is shown on Figure II-2 just before TEXT is called. The optimized orbital 

burns are then changed back to the proper order before final printout. By 

reversing the order, the first two orbital burns are now coincident in space 

but, because of the technique employed in OBJECT to propagate trajectories, 

this causes no problems. 

TEXT 

TEXT is the optimization algorithm sllbroutine. It consists of 

several options which can be used in various combinations. This subroutine 

is completely described in Appendix IV whic;:h includes Math flows, Input/ 

Output, and examples. In Appendix IVthis algorithm is entitled DSOP 

(Direct Search Optimization Program) and its various options are described. 

Only the Pattern Move Search (PMS) and UNIVAR options have been em­

ployed in TOP because of the ability of this combination to handle argument 

constraints. Any search type algorithm could be em.ployed with TOP but some 

reprogramming would be required to interface it with MAIN and OBJECT. 

OBJECT 

Ie The "p~yoff fundionas'sociatecffVJitl1>a:rpa,'l-fi:aulal' trajectory is 

c~mputed in the OBJECT subroutine; The input to this routine is the 
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argument vector U which describes the trajectory and the output is the corre­

sponding va!ue of the pay-off function P. The argument vector is supplied by 

TEXT while OBJECT calculates the time or ~ V (the presently available pay­

off options) required on that trajectory. 

OBJECT makes use of five subroutines: LAUNCH, UPl, UP2, 

EPHEM, and RVVR. The launch conditions are calculated in LAUNCH as a 

function of the launch site and launch time. UPI and UP2, employing the 

explicit guidance algorithm described in Par. 6.4 of the main report, 

generate near optimal ascent trajectories to orbit injection or intercept. 

The detertnination of position, velodty and time on coast arcs performed in 

EPHEM. The RVVR routine is uoed to calculate the velocity required for 

the orbital burns. These subroutines are also used in the Trajectory 

Generator Program. (TGP) and a com.plete description of them and TGP may 

be found in A ppendix I. 

Figure II-3 is a math fiow of C:3JECT and the symbols are 

defined in Table II-I. 

The OBJECT subroutine employs certain approximations in order 

to provide an efficient technique for generating ascent and orbital segments 

(this routine is called hundreds of times in the process of optimizing a 

mission trajectory). These major approxirnations are related to three areas 

of trajectory generation: Ascent, Coast, and Orbital Burns. 

• Ascent - the ascent segments are generated with UPI or 

UP2 depending upon whether orbit injection or intercept is 

required. Both of these routines (whicll are really two 

entry points to one program) use the explicit guidance 

equations, developed during this study, for the vacuum 

phase and analytical equations for the atmospheric phase. 

The form of the explicit equations are such that they 

introduce almost no performance degradation when com­

pared to o.,n optimal do1ution. The analytical equations, 

"" "'" which are necessary to initialize the explicit guidance 

equations, are merely spherical trigonometry equations 
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relating conditions at first (zero) stage burnout to the 

launch conditions. The equations require three vehic1e­

dependent parameters which are used for all launch con­

ditions. This analytical technique of handling the atmos­

pheric phase of ascent is very efficient computationally but 

it does introduce prediction errors of the order of 1 - 3 

seconds in the injection time. This aspect of the ascent 

phase can and should be improved with additional study of 

efficient techniques fo:::- generating conditions at the "top 

of the atmsophere rr as a function of launch conditions and 

vehicle configuration. 

• Coast - All coa.st arcs are computed with an ephemeris 

routine (EPHEM) which employs Kepler-type equations, 

that is, assumes a spherical earth. In the case of long 

mission times, this will result in sizable errors if un-

corrected. The present program could be upgraded by 

considering the effects of oblateness on coast trajectories. 

Clos~d-form expressions for these effects are available. 

• Orbital Burns - All orbital burns after ascent are treated 

as impulses. This approximation is justified because :::.f 

the almost negligible performance penalty incurred. The 

results of Reference (1) , for example, indicate this 

penalty is less than 1 % for an extreme case (L\ V =: 10,000 

fps. ) a::tdprovide a prescription for generating a nearly 

optimal finite-thrust trajectory for data derived from the 

impulsive trajectory. 

One other feature of OBJECT should be mentioned. This involves 

the program1s ability to generate 180-degree transfers when the transfer plane 

is undefined. This would be the case, for example, for a simple Hohnann 

transfer between non-coplanar circular orbits. Specifying the times 

·.'~C' ...... b (positions) of the two burns is not sufficient because the., trans~e'rJ)l2.ne iSi .. 

'still arbitrary (i. e., the plane change can all be made at the first burn, or" 
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all at the second burn, or split between the two burns in an infinite number of 

C ways}. The logical solution, of course, is to-divide the plane-change between 

the two burns so as to minimize the total 6. V required for the two burns. This 

is exactly what is done in OBJECT when the trajectory specification, U vector, 

calls for two burns that are within XKl-degrees (a program constant, presently 

set at approximately O. 080 ) of being 180 degrees apart. When this situation 

arises, a simple one-dimensional search is performed over the angle de­

scribing the transfer plane, to find the value which minimizes the D. V required 

for these two burns. This capability is required in order to accept such trans­

fers as part of an initial trajectory specification. The VPG Bielliptic option, 

for example, always includes 'such a transfer. 

c 

2.5 PROBLEM SPECIFICATION 

The coordinate system used in defining input and output mission 

data, and in which the problem is solved, is the XYZ ECl (Earth Centered 

Inertial) system illustrated in Figure II-4. The XY plane is the equatorial 

plane and the Z axis is through the north pole. 

If the initial trajectory starts at launch (LCL = +1) the launch site 

is specified by four parameters which are varied during the optimization. 

tL = Time of launch = U(12) 

AL = Launch Azimuth = U(13} 

R = Circular parking orbit radius = U(14) 
P 

a L = Dog-leg angle = U(15) 

'".' The present program only handles circular parking orbits. The dog-leg 

angle a L denotes a rotation about the launch radius which defines the de­

sired ascent I?lane after the atmospheric phase. AL defines the plane for the 

atmospheric phase. 

The target orbit is specified by the target's ephemeris at some 

epoch: 

RT = Target's position at tT 
o 0 

V T = Target's velocity at tT 
o 0 

'r 
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t = Target's epoch 
T 

o 

If the initial trajectory starts from a parking orbit, LCL = -1, this orbit is 

defined by appropriate ephemeris data: 

R = Spacecraft position at t 
-0 0 

v = Spacecraft velocity at t 
-0 0 

t = Spacecraft's epoch 
o 

The specification of the orbital burns requires 3 + 4 (N -2) para­

meters. where N is num.ber of burns (N ~ 2). If rendezvous is required, one 

less parameter is involved because' of the phasing constraint (i. e., the space­

craft and target must be coinCident at the time of the last burn). For all 

values of N, the first and last burns are defined by: 

tl = Time of first orbital burn = U(l) 

t f = Time of last orbital burn = U(2) 

maf = Slope 01 arrival at last burn = U(3) 

C The position of the first burn is determined by tl and the initial parking orbit 

(input or result of the ascent phase). The position of the last burn is de­

termined by t f and the target's ephenleris. For a two burn orbit transfer, 

this and the slope (tangen~ of the flight path angle) at arrival at the last burn 

are sufficient to determine the two impulsive burns required. In the case of 

rendezvous, mat is not used; the phasing constraint is employed instead. 

When there are more than two orbital burns, four more para­

meters are required for each additional burn. The parameters used are: 

AV. '" Velocity impulse at ith burn = U(4i), U(4i+l), U(4i+2) 
1 ' 

AQ. = Range angle between ith and (i+l)st burns = U(4i+3) 
1 

where i = 1, 2, .•• (N-2). This combination allows for efficient generation of 

the intermediate trajectories, because only the ephemeris routine (EPHEM) 

is required. ' For example, tl and the spacecraft's ephemeris with EPHEM 

yield the position and velocity just before the first impulse (R l and VI). 

;, Adding IS. V 1 to VI gives the velocity after the impulse which, wi,~h R:r.and 

A01 p is sufficient for EPHEM to generate the position and velocity just, "" 
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before the second burn (R 2 and V 2)' Adding L':. Y..2 to :!. 2' proceeding as before 

('- enables the next arc to be computed, and so on. 

The initial trajectory (input) is thus specified by assigning the 

proper values to the initial value of the argument vector U(i), i = 1, 2, .•• 15. 

In addition, other input data is required to completely specify th.e problem. 

The total input required is indicated in Tablell-l. 

2.6 TEST CASES 

To demonstrate the capability and performance of TOP, four test 

cases are included. Table II-2 contains a description of each case, and 

Table II-3 illustrates the results obtained from TOP. 

Case 1 - This is a two burn orbit transfer without rendezvous 

between two similar orbits inclined at 5 degrees. The initial (input) tra­

jectory corresponds to a perigee-to-perigee transfer arriving at the final 

orbit with zero flight path angle. This maneuver requires 7619 ft/ sec of L':. V. 

The optimized trajectory requires 5663 ft/ sec, a saving v£ 1856 ft/ sec. This 

C case required 155 evaluations of the pay-off function (1. e., passes through 

OBJECT) and 2.78 seconds of 7094 time. The running time figure contains 

I/O operations for writing input data, intermediate results, and final results. 

This case corresponds to. Optimum 4, Table I, page 1868 of Reference (2) 

which lists a value of 5800 for L':. V. This difference in results is due to the 

fact that the values for L':. V in Reference (2) are obtained by reading 

contour plots which have a contour inte rval of 500 ft/ sec. 

CaRf' 2 - The problem here is to rendezvous with a target in a 

highly elliptical orbit with a large semi-major axis. The initial orbit is a 

100 n. m. circular parking orbit inclined at 30 degrees to the target orbit. 

The starting solution is a three-burn bielliptic transfer which was generated 

with the Variable Point Guidance (VPG) routine. This routine is used in the 

Trajectory Generator Program and is described in Appendix I. The VPG 

planned trajectory requires 13,528 ft/sec of L':.V as compared to the optimized 

results of 12,715 ft/ sec. The very large number of functbn "evaluat~ons 

(109.0) are a result of slow convergence in the algorithm and, especially,·"· 
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because during many of the evalu2.tions 180 degree transfers are involved and 

(~ the optimum transfer plane must be determined (see Par. 2.4.3). 

c 

Case 3 - This is exactly the same as Case 2 except that the 

starting solution is a three-burn, full orbit phasing result from the VPG 

routine. In this case the input conta.ins an impulse splitting maneuver be­

cause the second and thrid burns occur at the !:;anle point in space. The 

technique described in 2.4. 1 was employed to handle this case. The opti­

mized trajectory requires 11,496 ft! sec as compa-red to 11, 764 for the initial 

trajectory. This case, in !?articular, demonstrates the near -optimal per­

formance of VPG in certain applica~ions 

Case 4 - The target orbit in this case is the same as Cases 2 and 

3 but now the missions start at launch. The input trajectory was generated 

with the Trajectory Generator Program (Appendix I) and involves a launch 

at t = 0, at an azimuth of 90 degrees into a 100 n. m. circular parking orbit 

with no dog-legging (U(l5)=O). This ascent trajectory results in the minimum 

out-of-plane angle with the target orbit that can be obtained from the given 

-launch site (latitude of 30 degrees). The input specification then involves a 

two-burn rendezvous maneuver with the target which results in a total ~ V 

of 31,673 ft/sec and requires 15,706 seconds of time. The optimized tra-

jectory required 255 evaluations of the pay-off function (total ~ V) and re­

suited in a mission requiring 14,769 seconds and 31,417 £t/ sec of ~ V. This­

is a 256 ft/ sec savings in ~ V and 937 seconds in time. The optimized mission 

involves a launch at t = 0 (launch time was _constrained to be positive) at an 

azimuth of 92. 7 degrees with a 1. 287 degree dog-leg after the atmospheric 

phase. The parking orbit altitude was reduced to its constrained minimum 

value of approximately 90 n. m. The two orbital burns were altered in time 

of occurrence. and thus in position because the parking orbit is different. 
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Math >!< 

Symbol 

LCL 

~L 

.aLO 

t LO 

n T 

Lln T 

~T 

R' 
T 

LlV 
max 

TABLE II-I 

TRAJECTOR Y OPTIMIZATION PROGRAM 

SYMBOLS 

Description 

1. Inputs to Main Program 

Equals +1 for Ascent, ~quals -1 for maneuvers 

that start from Orbit 

Note: The following inputs are required only for 

LCL = +1, 1. e. for ascent. 

Launch site latitude (degrees) 

Launch site longitude relative to x-axis at t LO 

(degrees) 

Reference tinle 

A II-ll 

FORTRAN 
Program 
Symbol 

LCL 

LAML 

OLO 

TLO 

Longitude of ascending node of target orbit (degrees) OT 

Longitude of target overflight point relative to 

launch site (degrees) 

Latitude of target overflight point (deg. ) 

Inclination of target orbit plane to x - y plane (i ~ 0) 

Radius of target overflight point (ft. ) 

Maximum Ll V available (ftl sec) 

Time of launch 

Launch azimuth (degrees) 

DELOT 

LAMT 

EYET 

RTP 

DVM 

U(12) 

U(13) 

Sheet 1 of 6 
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Math ~~ 

Symbol 

tL . mln 

AL . mln 

A 
Lmax 

Rp . mln 

R 
Pmax 

N BURNS 

l' 
o -
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Table II-I 'I:rajectory Optimization Program Symbols (Continued) 

• 
Description 

Parking orbit radius (ft. ) 

Dog-leg angle (degrees) 

Equals 1 for Intercept 

2 for Direct Ascent Rendezvous 

3 for Orbital Rendezvous -

4 for Reconnaissance with parking orbit 

5 for Reconnaissance with first pass 

overflight 

6 for Orbit injection using a parking orbit 

Lower bound on tL 

Lower bound on A (deg. ) 
- L 

Upper bound on AL (deg.) 

Lower bound on Rp (ft.) 

Upper bound on Rp (ft.) 

Switch to control the use of above bounds. 

FORTRAN 
Program 
Symbol 

U(14) 

U(15) 

MT 

AC(l) 

AC(2) 

AC(3) 

AC(4) 

AC(5) 

NAC(l-5) 

Note: The remaining inputs pertain to orbit maneuvers. 

Number of orbital burns (0, 1, 2, 3, or 4) 

Desired orbital maneuver. Equals +1 for 

rendezvous and -1 for orbit transfer. 

Desired minimum Equals +1 for minimum fuel 

and -1 for minimum time. 

Spacecraft position at tinl': t -}e_-
c.- 0 

NBURNS 

MANEUV 

MINREQ 

RO 

Sheet 2 of 6 
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Table II-I Trajectory Optimization Program Symbols (Continued) 

Math ~~ 
Symbol 

v 
_0 

t 
0 

r 
_.To 

v 
_To 

t To 

tl 

t f 

m af 

.0.21 

A81 _2 

AV 
-2 

A82 _3 

t 
f max 

AV max 

p 

Description 

Spacecraft velocity at time 

Reference time for r and v 
_0 _0 

Target position at time tTo 

Target velocity at time t To 

Reference time for r 1,. and vT _ 0 _ 0 

Time of first orbital burn 

Time of last orbital burn 

Slope at last orbital burn 

Impulse at firs+: orbital burn 

Range angle between first and second orbital burns 

Impulse at second orbital burn 

Range angle between second and third orbital burns 

Upper bound on t f 

Switch to control use of AC(6) 

Maximum a vaila ble A V 

Weighting factor to control use of FC(l) 

Gravitation constant 

Rendezvous iteration tinle tolerance (1 sec.) 

Impulse splitting indicator (5000 ft. ) 

Optimization search tolerance (=1) 

End of inputs 

FORTRAN 
Program 
Symbol 

VO 

TO 

RTO 

VTO 

TTO 

U(l) 

U(2) 

U(3) 

U(4), U(5), U(6) 

U(7) 

U(8), U(9), U(10) 

U(ll) 

AC(6) 

NAC(6) 

FC(l) 

NFC(1) 

U, GC 

EPT 

RHO 

BIAS' 

Sheet 3 of 6 
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Table II-I Trajectory Optimization Program Symbols (Continued) 

Math * 
Symbol 

WE 

tJ 
f 

/).V 

NPASS 

R. i = 1, 
_1 

V. i= 1, 
_1 

T. i = 1, 
1 

!-S' ~S' 

4 

4 

4 

TS 

I/).Vili=1,4 -

De s c r i pti on 

II. Internal and Output Symbols to Control and 

Object Programs 

-5 
Rotation rate of earth = 7.292115· IO radians / sec 

Earth equatorial radius 

Range angle of SIC from epoch to first burn 

position 

Range angle of target from epoch to final burn 

position 

Total velocity change 

Nllmber of p2..sses through Object Subroutine 

Position vector of i th orbital burn (ft.) . 

Velocity vector of i th orbital burn (ft/ sec) 

Time of ith orbital burn (sec) 

Position, velocity, and time at cut-off for 

ascent 

Magnitude of velocity change due to i th orbital 

burn. (it/sec) 

Magnitude of velocity change needed during ascent 

(ft/ sec) 

Out of plane angle between SIC orbit (or launch plane) 

and target orbit (radians) 

FORTRAN 
Program 
Symbol 

WE 

RE 

THI 

THF 

DV 

NPASS 

R( , i) 

v ( , i) 

T (i) 

( ,5), V( ,5) 

T(S) 

DELV ( , i) 

DELV ( ,5) 

DELI 

She~t 4 Qf 6 
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Symbol 

r _1. 

-!L 

-!1 
8p 

"':LB 

r 
a 

r _c 

v _c 

DoVR 

DoT 

TF 

"';R 

.::.V 

~VT 
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Table II-I Trajectory Optimization Progra~ Symbols' (Continued) 

Description 

Ra,nge angle from launch site to intersection 

with target orbit (radians) 

Unit vector through launch site 

Unit vector in launch plane and perpendicular 

to r _L 

Unit vector normal to launch plane such that 

n = r x v 
-L - ... L _L 

Unit vector normal to orbital plane 

Longitude of perigee from descending equatorial 

node (radian..,) 

Position vector of launch site 

Orbit apogee radius 

Cut-off position vector (ft) 

Cut-off velocity vector (ft! sec) 

Do V remaining at cut-off (ftl sec) 

Cut-off time relative to launch 

Desired time of intercept relative to launch ,(sec) 

Final intercept position (ft) 

SIC velocity at intercept (ft/ sec) 

Target velocity at intercept (ft/ sec) 

FORTRAN 
Program 
Symbol 

DELTH 

RL 

VL 

NL 

UNIT 1, NI 

THETP 

RLB 

RA 

RC 

vc 

DELVR 

DELT 

TF 

RR 

VV 

VVT 

Sheet 5 of 6 



c 

Math ~e 

SYffiool 

a 

TOF 

VFIN -
m 

a 

A II-16 

Table II-I Trajectory Optimization ProgrQ.m Symbois (Continued) 

Description 

Semi-major axis of orbit (ft) 

Time of flight (sec) 

Range angle (radians) 

Arrival velocity of Sic (ft/sec) 

Arrival slope 

FORTRAN 
Program 
Symbol 

A, AX 

TOF 

THT 

VFIN 

* In some cases there lS no math symbol corresponding 

to a FORTRAN program symbol. Such cases arise 

when in the math flow chart, descriptive phases are 

used instead of FORTRAN symbols. 
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Case 

1 

2 

3 

4 

~ 

Initial 
State 

. Elliptical Parking Orbit 

Semi-Major Axis = 5208 miles· 

Eccentricity = 0.2 

100 n. m. circular 

parking orbit 

Same as 2 
.;; ~ 

Launch Site Latitude = 30° 

~ n: 

r·: 

rJ 

TABLE II-2 

TEST CASES 

Final Orbit 

Elliptical Orbit 

Semi-Major Axis = 6250 nliles 

Eccentricity;: 0.2 

Semi-Major Axis = 8444 n. m. 

Eccentricity = O. 5 

Line of Apsides 30 ° frotn 

Line of Nodes 

Same as 2 

Same Orbit as 2 and 3, 

Lying in the Equatorial 

Plane 

Out- of- Plane 
Angle (deg.) 

5.0 

30.0 

30.0 

30.0 
(This is the 

minimum 

value obtain-

a ble from the 

Launch Site -

if Launch 

Azimuth = 90°) 

~ 

Comments 

Two- Burn Orbit 

Transfer Without 

Rendezvous 

Three Burn Rendezvous 

with Target in Final 

Orbit 

Same as above 

Ascent to Parking Orbit 

and Rendezvous with 

Ta.rget in Final Orbit 

:> 
1-1 
1-1 
I ..... 
-J 



~ 

, 
-, 

1 

~~~~~. ::. 

Input 
Output 

21 Input 
Output 

31 Input 
Output 

41 Input 
Output 

.-t 
CII .. .... 
.a 
H 

o .. 
til 
H .... 
~ ..... 
,+-:" 
o 
Q) d 
8 H 

..... ;::s 

E-tl!l 

U(1 ) 
(sec) 

o 
552 

7515 
7825 

2305 
2370 

.-t 
CII ....,. ..... 

..0 
H 

o .. 
til 
ro 
~ '+-I-
..... " o 

Q) d 
8 H 

..... ;::s 

E-tl!l 

U(2) 
(sec) 

.. 
CII 

-..... -
.-t ..... 
CII CII 

.~ 8 
H 
H 
~ d 
..... H 
C ;::s 

(j) I!l 
p." o til 

.-t ro 
U)~ 

U(3) 

22131 0 
2116 .07216 

19920 
19114 

33026 
33373 

~ 

TABLE II-3 

RESULTS OF TEST CASES 

-N N 
N 

.. ..., 4-> 
CIl til til 
H >< H H .... .... >-.... N 
~:>:..... ~ .-t ~ .-t 

'+-1<] '+-I> ..... > 
o 0<] 0<] 
~, ~, ~, 
Q) 0 Q) 0 Q) 0 o H 0 H s:: H 
O;::s O;::s 0::l 
p. I!l p. I!l p. r:Q 
888 
o....-! 0 ....-! o..-! 

u.fl u2 u.s 
.r-4 -,-t .~ 

,.a ,..0 ,..0 
H H H 

~o ~O NO 

U(4) ju(5) IU(6) 
(ft / se c)j(ft/se c) (ft/s e c) 

.. 
til 
H . ... 
~~ -
s::~ 
Q) 
Q) 

~ CIl 
.... 0 
Q) H 
I!l ;::s 

Q) r:Q 
,-I "0 
boOs:: o 0 
~ u 
Q) Q) 
boO(/) 
0"0 
ro 0 

p::; ro 

U(7) 
(deg) 

-173.9/-4317/-21081208.7 
2262. 0 -4797 -645 189.9 

358.4\-56681 -2788 1203.2 
879.3 -6329 -10701201.7 

~ .. 
~~ 

<t:; 

-5 
;::s 

Q) .... 

S .S 
.... ::'l 
H <:C 
...c: ...c: 
u u o s:: 
;::s ;::s 
ru ro 
~ ~ 

U(12)1 U{13} 
(sec) (deg) 

.. ..... 
"8 
o 

~ 
~ 

boO P. 
d P;:; Q) 

.... ...-i 

..!<::' 0/) 
H til 0 
ro;::s < P-.i .... 

't:1 
H ro 
~p:; 

;::s ~ u .,.., 
r-. .0 

.... H 

00 

boO 
(!) 

~ 

b.O 
o 
o 

"0 
Q) 
H 

.,:.. 
;::s 
0-
(!) 

p;:; 

> 
<l 
.-t 
ro ....,. 
o 

F-t 

til 
s:: 
o .... ..., 
ro 
;::s 

....-! 
ro 
:> 

rz:l 
o 
o .... ..., 
u 
o 
;::s 

~ 

~ 

-." e ~ 

Q) 

8 .... 
E-t 
o 
o .... .. 
;::s 
u 
Q) 

X 
~ 
-:t< 
0' 
o 
r-

U(14)IU(I,5)J 6V IPasseslTime 
(ft) (deg)l(ft/sec) 

7619 
5663 

13528 
12715 

11764 
11496 

155 2.78 

1090 

234 9.83 

90.0 121532438 0 31673 
" ,92.J:472348 1.28731417 

3996.2115706 
3970.2 "14769 

o 
o 255 

Notes: 
( l.) 
( 2.) 
p.} 

Not required for Rendezvous Cases 
Used for Three -Burn Case s 
Include s I/O Time to Write Output 

:;:. 
H 
H , 
...... 
ex> 



, ' 

c 

INPUT 

• Real Input 
• Print Out Input 
o Convert Angle s 

• Set-Up Logic 
.., Ini.tialize Text and 

Object 

OBJEG"T 

Po 

TEXT 

• PMS-

A II-19 

MAIN 

• tn~IV AB'J+----;::p,-L_O_B_J_E_C_T_-l 

No 

Figure II-l 

Print Output 

Last 
Case 

Yes 

STOP 

~ .. 

Trajectory Optimizer Program 



(.~ 
.. 

c 

--c-

Read Input Car ds 
(See Input- Table} 

Write out 
list of inputs 
NPASS=O 

Convert .~e 1 .. 2' 

fl8 2 .. 3 , AL' 

QL fr~rn 

degrees to radians 

Set BVA(l)=l 
BVA(I)=O, 
1=2, 15 

Set for 1:.:1, 15 
38 

UMAX(I)=10 
- 38 

UMIN(I)= - 1 ° . 

UMAX(2) 
=t 

12 fmax 

Yes 

13 

Convert AL , 

ULO' U T , iT 

AT' flU T, 

AL . min. 
A 

Lmax 
from degrees 
to radians 

A II-20 

BVA(l2) 
=1 

UMIN(J.2) 
=t 

Lmin 

.... ______ • __ -0 

.. 

UMIN{B) 
=A 

Lmin 

UMAX(13) 
=A 

Lmax 

Figure ll- 2 MAIN Program (Sheet 1 of 3) 



c 

c 

c 

No 

NSER= 3+4 * 
(NBURNS ... 2) 
BVA(2)=1 

Yes 

NSER=3 
BVA(3)=1 

~
rbit 

Transfer 

BVA (3) 
=1 

Rendezvous 

Yes 

6 

UM1N(7)=O 
UMIN{ll )=0 
N=NSER 

No 

BVA{I)=l 
1=4. NSER 

Equals 1 

N=15 

16 

N=15 

Yes 

BVA(14) :::1 

BVA(15)=1 

No 

15 

BVA(l)=O 
BVA(2)=1 
N=13 

Figure II-Z MAIN Program (Sheet 2 of 3) 
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UMIN{J 4) 
=R 

Pmin 

UMAX{l4) 
=R 

Pmax 



c 
.< 

UB(1)=U(1) 
1=1, 15" 
1SP=I" 

Orbit Transfer 

Call 
OBJECT 

No 

"U(2)=U(1) 
U(I )=UB (2) U(4)} 
U(5) = ~V 
U(6) - NBURN~ 

U(8) } 
U(9) = ~NB URNS 1 
U(lO) ... 

U(7)=27r =b.8 1 .. 2 

U( 11 )=UB( 11} 
UM..<\X( t )=U:M.AX(2) 

UMAX(2)=1038 

UB(1)=U(1) 
1=1, 15 

Call Optimization 
Search Routine. TEXT 

Resets 
Search 
Variables 
for Text 

A II-22 

No 

n =f1. t 
L LO 

w x (t" ... t ) 
ELLa 

Convert f1. 
L 

and A from 
.1, 

radians to 
degrees 

212 
Was 

Impulse 
,Splitting 
,Required 
Yes 

i=l, NBURNS 
R' =R 
-i -i 

V'=V -i -i 
b.V'.=b.V. 
-1 -1 

Tr.:;::T. 
'1 1 

I AVI.'=I~VI. 
-1 -1 

R =R' 
-i - NBURNS ... i+l 
V V! 
-i -NBURNS-itl 

No 

b.V.=t::"v' 
-1 - NBURNS~i+l 

T cT' 
i .NBURNS..,itl 

Ib.V"I'='1 b.V!' 
- i - NBURNS-itl 

OUtput: t I , t f , m f' b.V 1, b.8 , 
a - 1 ... 2 

tit 2~ D.8 i.-3' t IJ A L' R p ' a Ii; Bi. 
::t., T.,I b.V.I(i=l, NBURNS); 

1 1 -1 

,.t::.v" 81, 8e NPASS 

Loop back and read new 

set of input cards 

Figure II-Z MAIN Program (Sheet 3 of 3) 



c 

All Inputs Entered '. 
from Control Program 
through COMMON 
Instructions 

.. 
Internal Constants 

.:1E=lO~3 
-4 

X Kl =10 

KK=2 
NORB=O 

.RE =. 2090992. 108 

Initialize 
LLCl=l 
LC2=l 
.:1V;.;:O 

KOUNT:::O 

NPASS= NPASS+l 

XKS=ISP 

TS.1=tf 

TS2,=t 
1 

301 

NOP=l 

{ 

Yes 

Yes 

;' 

300 

X =ISP 
KS 

TSl=t1 

TS2=tf 

A II-23 

Yes Direct 
Ascent Path 

Call Launch 

{LCL, A L' nLO: 0, 0, tL,' t LO' 

A , A , T , T ,AT J L}. i, 6 e, 
L L 1 2 .'-1 . 

r , v L' n 1 ) _L __ 

n, =cos (QL)nL",sin{ QL) v T _1 _ _.:.J 

-!LB~L >:<R E 

r =R 
a P 

e = a 
p Request 

Reconnaissance 

l.:1V 51.=.:1V max -.:1V R 

R =r 
, -5-c 

V =v 
-5-c 
T 5=tL +.:1T 

r =R 
-0 -5 
'v =V 
--0 -5 
t =T" 
o 5 

Path 

I 

Figure II-3 OBJECT Program 
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c 

c 

A II-24 

Call EPHEM Option B 
(r,v.t ,fL, B1, TS1,.6.E,NOP,R, 
-0-0 0 -1 
1:1, TOF,_I _). 

Other =0 

No 

·1 
Call RVVR Call EPHEM Option B . ~l 

(r'T' , v T " tT I fL /I Bfl TSZ" .6. E~ NOP J _l.O,_ 0 _ 0 (R 1, VI' R _, m f' XK"fL/I NORB, __ - u, a .1, 

R T , V,.,." TOF J -, _.) 

- -1 

T 1 =t1 

'R '=R 
_T -T 
V '=V 
-T -T 

~T=-:!l 
..YT=.Y1 
V = .. V ' 
-1 -T 

~l=RT 

+ 

_, _.' TOF,.J.r , KK, _,_. 

No 

-'-'-'-) 

!j.V =V -V 
_1 -r _1 

Compute I ~11 

lIi 

Figure II-3 OBJECT Program 

Sheet 2 of 9 



c 

.. 
f1.V =XKS':'f1.V 
-K _K 

V =:=V +f1.V ':'X 
_r _K _K KS 

NOP=O 

Loop if necessary 

I If NB URNS=3 
I K=l, 
I 
I If NBURNS=4 
I 
I K=l, 2 L _________ _ 

Call EPHEM Option A 

~K;~r' T K ,!L,f1.BK _K +l' BT ,f1.E, 

NOP'~K+l'..'::K+l' TOF._.~ 

Yes ISP <0 and K:-:: 1 and 
-3 

If1..B -27Tl<lO ? 
1-2 

No ~ 

,-#If,.:" 

T -T 
K+l- K 

+X~':<TOF 

TOF= 

2 7T a / ~.r;;:ra 

~'-2---------~ 
R =R 
-NBURNS -T 
V =V 
-NBURNS _T 
K=NBURNS .. l 

a =0 

I 

NOP=l 
ISP=l 
XKS=l 

A II-25 

Call EPHEM Option B 
(r ,vT ,tT 'fL' af , t f ,6E. _To _ 0 0 

NOP r I v ,TOF , ) 
'~T _T - --

R =r 
-2-T 
V =v 
-2 -T 

r =r ~:R 
-LB-L E 
r=r­__ T 

I Liv 1= f1.V - LiVR .• 5 max 

T =t +f1.T 
5 L 

T 1 =T 2 

Rendezvous 
Path No 

.. , _--..1.---, 
f1.V =V -yv 
-1-2 -

Figure II-3 OBJECT Program 
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(~' 

A II-26 

Call RVVR . , Rf!ndezvous 
Intercept 

~1'!1' ~T' 0, X K1 , fL' NORB, __ ~ 

_, T.oF,2r' KK, _, =-, _' _, _' _, , 

Call RVVR 

~K' !K' RNB lJRNS~ rna£' X K1 J fL J ' 

t'rORB, e ,-: TOF, V , KK, -.-, . T -r 
• ' a 1'\q 8',., ) 
"-2 # l."t - Va .-...sol ~, 

• ~V =V -V " _K _r -_K 

Compute I ~.x.K I 
TNBURNS=TK+TOF 

NOP=O 

. Call EPHREM Option A 

@KJ !r J _',JL,8 T , _, ~E. NOP, 

!NBURNS' V~N, _, _I_} 

41 

DIST = 

IR -R I ' -NBURNS-K 
'K=NBURNS-l 

-"-) 

T =T +TOF 
2 1 

E PT=T 2- t f 

112 

I 6v ==V -V 
-l-r-l 

I Compute 

101 1 

l_~ 
~BU!'1::tf=: 

No Yes 

~T seek =(TNBURNS-TK)· XKS 

RN= I~NBURNS I 
V N= IYNB URNS I 

40 

'-I ' 
sin- (R • if \ 

, ,-NBURNS -NBURNS! 
m start :tan( --------R--:-V------------------ ) 

" '.Inlpuls e~ 
, Cr""':"Splitting 

.... _______ . _....,._N N 'J, 

, Path 13 

Figure II-3 OBJECT Program 
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c 

!NBURNS=!K 
!SP=-: 1 " 

Po ::.:TNBURNS-TK 

f:.Y. P=-YNBURNS-!K 
A= /)"V • /)"V 

-#op _p 

KOWNT=l 

PPE=Po 

A II-27 

Call RVVR 

~K'~K'~NBURNS, mstart' XK~'fL' 
NORB,B, ,6T,V,KK, ,', 

a - 0 -r --
Q, _, _, a) 

m =m 
aO start 

27r2.. 
P =--

T ";-;;:Ta 
m =11'1 + 0.01 

al aO 
B=2i.; NB URNS· 

V -V' • V ) 
-K -K -K 

G-----~ rr:;:all RVVR 
46 

Regula Falsi Iteration Loop 

m =m 
aO al 

;",0 6T =llT ""---1 0 1 
mal =ma2 

.~K' -Y'K' ~NBURNS, mal J Xk1 , fL, NORB, 

B A' _, 6T'1 ',~r' KK, _, ~, 
Q, Nl80, _, _) 

Value=6T _tao 
1 seek 

6T l-6T 0 
Deriv= --

mal-maO 

¥-alue 
Change-- . 

Derlv 
Restricted to 
(Change r 50. 1 

m a2 =mal 

-Change 

KOUNT=KOUNT+ I 

'" 
Figure II-3 OBJECT Program 
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c 

50 

P . =P /KOWNT 
PE 0 

A II-28 

rr· K= .. B+S.,fB:::'4AC 

KOWNT= KOWNT+ 1 

-,0 

Write: "Number of 
Phasing Orbits 
Exceeding 5 11 

·STOl.> 

2A 

Write 
liSp lit f.: . 

+ 

b.V =Kb.V 
-K _P 
AV ={l-K)b.Vp ~NBURNS _ 

Compute 

.( b.V I and _K 

'~NBURNSf 

Write "Itnpulse 
Splitting Required lf , 

. K and KOUNT_ 

I 
t 

Figure II-3 OBJECT Program 
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c 

C' 

'!!. NBURNS= 

V · -VFIN 
-NBURNS _ 

Compute 

I~V NBURNS!' 

180" Transfer Case 
Optimization of b.V 
with respect to 
plane change, a. 

Three successful 
passes used to 
obtain quadratic 
fit and approximate 
minimum b.V. 

b. = Ill!K I 
+I'~NBURNSI 

Write 
"Iterations 
did not 
Converge" 

5 
6V '==10 

. K· 5 

6VNBURNS =10 

A II-29 

6V =V -V 
-K-r -K 

Compute I t.:.V K I 
NOP=O 

Call EPHE:M Option A 

~K' ~K: ~r' T K' f1-, e a' 

T , b.E, NOP, -, VFIN, S -.~_ 

-' -'-> 

~NBURNS= 
, V -VFIN 
-NBURNS -... 

Figure U-J OBJECT Program 
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·c 

c· 

D. =A 
2 1 

111 - l:1 

a=a",D.a/2 
LC2=O 

0,+ 

. Repeat 
I'pass 

A II-30 

a,:::· ,-----------

.LLC1=-1 

Write: 180 0 transfer 
required-a 3.!ld 11 i 

J 

~-----------~--------------------------~ 

~NBURNS x!NBURNS 

:~2= ~NBURNSI ~NBURNSr 

. . -1 .. 
11i=cos (n en }sgn{n .R ) 
, . -1 -2 ~3-K 

6 1 =I~VKI+I~NBURNS I 
Aa= .111i 

LC2=-I 

Figure II-3 OBJECT Program 
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( 

NBURNS 

.~V=L Ill.:yi I 
i=l 

Time 

T =(TNBURNS-T I) XKS 

T =T -t 
P 1 0 

No 

~ ____ ..... p= T+ T P 

P=t -t 
f L 

A II-31 

Dli 

. P= /:J.y 

No 

No 

P=P+NFC(l) (t:N- b.V }2 
. rnax 

Figure II-3 OBJECT Prograrn 
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TARGET 
ORBIT 

LAST 
ORBITAL BURN 

U=tT ) 

c· 

x 

\ 
\ 
\ 
\ 
\ 
\ 

z 

" \ " 

A II-32 

~~----~----r---------------------~Y 

Figure II-4' COORDINATE SYSTEM AND TRA.JECTOR Y SPECIFICA TION 

c 
. . 



I , . 

c 
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Appendix III (Unclassified) 

OPTIMAL-EXPLICIT GUIDANCE (OP-EX) FOR POWERED 
FLIGHT OUTSIDE THE ATMOSPHERE • 

AIII-I 

This appendix describes the theory and implementation of OP-EX, 

an IBM-developed guidance algorithm for all phases of powered flight outside 

the atmosphere, including the exoatm.ospheric phase of ascent (i. e., that 

phase of ascent where the dynamic pressure is less than 30 p. s. f.). As its 

name implies, OP-EX is both optimal and explicit. That is, it accepts as 

inputs a given "present" state and propulsion performance models for the 

present and future stages of the rocket, and generates an optirnal (fuel­

minim.al) trajectory which satisfies explicitly stated constraints and final con­

ditions, without dependence on off-board precomputations. OP-EX guidance 

is compatible with and is used by the Optimal-Explicit Flight Planner. 

3. 1 SUMMARY OF CAPABILITIES AND ADVANTAGES 

OP-EX is a versatile guidance algorithm usable for exoatmospheric 

(~ ascent, orbit transfers, direct rendezvous, direct intercept, deboost - in fact, 

for all powered phases outside the atmosphere. For each of these guidance re­

quirements, the re suIting fuel expenditure is minimal. 

Also, for any given guidance phase, a variety of alternative terminal 

conditions can be easily specified. For example, orbit insertions can be 

achieved with specification of (l) orbital plane and orbit orientation, size and 

shape in that plane, or (2) orbit inclination, latitude of perigee, size and shape, 

or (3) orbit inclination and latitude and longitude of orbit perigee. In fact, almost 

any reasonable combination of termination conditions imaginable can be easily 

implemented. All that is required is the specification of six "terminal-error" 

equations (according to a set of rules which will be derived) which completely 

define the mission type. These equations, when satisfied, determine the unique 

optimal trajectory. 

OP-EX can optimally perform any magnitude of plane change within 

.,' ~he y.ehicle,' s.~':lpabi1ities during ascent'. It can also optimally perform any 

C' orbital maneuveJ;:/i.for 'plane change, orbit transfer, rendezvous, or intercept. 



AIII-2 

OP-EX has flexible provisions for propulsion performance descrip-

( tion (thrusts, stage masses, mass rates). An. unlimited number of stages can 

c 

be specified and, in theory, any modelable function of time can be used to repre­

sent engine mass flow and exhaust velocity. Even exotic schemes like the Saturn 

V PU (propellant-utilization) system, which involves a change of thrust level 

at a variable time after stage ignition, can be implemented satisfactorily. In 

fact, the optimal time at which to switch the level of thrust could be specified 

. by OP-EX. 

The OP-EX algorithm is com.putationally efficient, to be practical 

for real-time guidance, yet is sufficiently accurate to be used for rapid predic­

tion of flV requirements for flight-planning purposes. 

OP-EX provides predicted vehicle states at future staging times 

(and other critical tim.es) which can be used in spent-booster impact prediction. 

OP-EX has growth capability for the optirrlal inclusion of additional 

constraints such as fixed final attitude, recovery ceiling, etc. Implementation 

would require little more than a modification of the control law; the routines 

for trajectory generation and for iterative adjustnlent of trajectory parameter s 

would be essentially unchanged. 

3.2 DERIVATION OF EQUATIONS FOR OPTIMAL TRAJECTORIES 

The equations of motion for rocket-powered flight outside the atmos-

phere are 

.t. = ::L (1) 

• A 
::L = £ (.t., t) + a (t) E. (t) (2) 

where r is the position vector, ~ is the velocity vector, .& is the acceleration due 

to gravity, a (t) is the magnitude of thrust acceleration, and G (t) is a unit vector 

giving the direction of thrust acceleration. For the one-burn case with non­

throttleable engines, a (t) may be regarded as a given fl1..llction of time, but in 

more complicated cases a propulsion-model must be included in the problem 

formulation. For an n- stage rocket, equations determining a (t) are 

a = T./M. 
J J 

0- ; 

M. = -T.lc*. + w; j = 1, 2;; ri 
J J J J 

(3 ) 

0 S T. ST. 
J Jmax 
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where M is vehicle mass, T is thrust, Tmax is full-throttle thrust, c::~ is the 

("effective exhaust velocity, and w is inert mass flow rate due to scheduled 

dumping of expendables and propellant leakage and evaporation. The effect of 

C~/ 

w is, in general, very small, so to avoid needlessly complicating the dis­

cussion, it will be neglected. (Should w become significant, the theory cau, 

of course, be expanded to include its effect.) c::~, T max ' and M may change 

discontinuously at staging times. Also. c::~ and Tmax may be functions of the 

burning time since stage ignition. (For solid fuel rockets p this is usually the 

case.) The engines may be non-throttieable, non-restateable or both. How­

ever, for formulating the optim,izati~:m theory, it is convenient to begin by con­

sidering perfectly throtti~ableengines. For cases in, \.vhich staging is triggered 

by fuel depletion, c::< and Trnax may be regarded as given functions of the mass 

M. Also, (as a m.athematical artifice) Inass discontinuities at staging may be 

regarded as brief intervals with very small c::< and correspondingly high values . 
of M. 

Introducing a throttle variable S, Equation (3) can be rew'ritten as 

a = Sa (t) 
max 

a = T (M)/M 
max max 

• 
M = -ST (M)/ c~:«M) 

max 

O~S!fl 

The optimization problem is to choose control polici~s {l (t) and S (t) such that 

, the resulting trajectory satisfies given final. conditions and extremizes some 

,function of the final values of £" y, M and t. Usually, but not always, the 

quantity to be extremized is the final mass M(tf)' 

This is an optimization problem of the Mayer type. It can be ex­

pressed in standard form by introducing the seven-component state vector 

(4) 

(5) 

(6 ) 

(7) 

(8) 



c 
and the four -component vector 

u =[:] 
Then the state equations can be expressed in the standard form 

x = 1. (2S" v, t) 

where 

v 

f = o-(_r, t) + 5C a (M) 
.!2. - max 

-5 T (M)/ c~;~(M) J 
max 
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(9) 

(10) 

(11 ) 

The control constraints I C I = 1 and 0 ~ S ~ I are independent of the state 

variables, so Pontriagin's maximum principle is applicable. Introducing the 

adjoint vector 

£ = [~] (12) 

C the Hamiltonian can be written as 

H(2S" E" Jl, t) 
T 

= p i (Xj Jl, t) (13a) 

= 7] • y.. + A • ~ + 5 [ A • ~ a max - cr T max / c * ] (13b) 

It is convenient to introduce the. abbreviation K for the bracketed quantity in 

Equation (13). and G as the symbol for the gravity-gradient ma.trix. Then the 

standard adjoint equation 

· E. = -oH/ Ox 

gives 
• 
A = -7] . 

-GA !J.. = 
· -50 K/oM (j -

The vector A is Derek Lawden f s Ifprimer vector. If 

The maximum principle requires 

" .Y. = ~/A :,' .T 

~ 14) 

(IS) 

(16) 

(17) 

(18) 



\ , . 

c 

and 

S {1 if K > 0 

- OifK< 0 

An immediate consequence of Equations (6) and (17) is 
e. 1\ • 

K = (A'~) a 

which simplifies to 

K =1 A I 

n1.ax 

a 
max 
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(19) 

(20) 

(21 ) 

when use is made of Equation (18). This relation enables K to be computed di­

rectly, so the quantity (J becomes unnecessary and need not be computed. 

In many cases, the control of thrust ma,gnitude is prescribed or 

trivial (full on till cutoff, zero thereafter) so only the optimization of steering 

need be considered. For such cases, the differential equations for an optimal 

trajectory reduce to 

I. = ~ = .s.c.!:.' t} + a (t) >.. / A 

~ = G~ 
For an inverse-square central field, the quantities .s. and G are given by 

.& = _(p./r 3 )r 

G = _(p./r 3 ) [I _ (3/r 2 )!E T] 
T 

where r is the transpose of the column vector!.. For multiburn cases, or 

(22) 

(23 ) 

(24) 

(25) 

cases in which the trajectory starts fro:m a parking orbit with a freely chosen 

ignition time, Equations (22) through (25) must be supplemented by (19) and (21). 

Equation (21) shows that the quantiL.ies K andt~ I always increase or 

decrease together, so local maxima or minima of K along an optimum trajectory 

.are maxima or minima of I A I also. During coast phases, M and a max (M) are 

assumed constant, so K is linearly related to I >../. (Should an appreciable mass 

change occur during coast, due to scheduled dumping of expendables, propellant 

leakage or evaporation, or all three, the formulation could be expanded to include 

its effect.) Consequently, the'm.agnitude ofl~kmust be the same at both ends of 

;' !$l.(.c~'!~t phas:e:'c.-::rhe powered l)hases occur at local maxima 'of I A (t)l. These 

maxima may occur at the beginning or end of the trajecto:r;y (exterior maxima) 
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or at intermediate points (interior maxima). For interior maxima (i. e., burns 

C whose beginning and end times are not determined by any consideration other 

than optimal'ity), the conditions for optimal thrust control require the integral 

(26) 

to vanish. This requirement does not hold for a burn whose beginning time or 

end time is constrained. 

The optimality conditions given above reduce the problem of tra­

jectory optimization to a two-poinl boundary value problem (TPBVP). The ini­

tial conditions generally consist of given values of L(to )' !.(to )' M(to )' and to' 

For cases in which the final mass is to be maximized, the final conditions con-

sist of k ~ 6 mis sian conditions (prescribed relations am.ong the final values of 

L(4), 'y'(tf) , and tf plus 6-k transversality conditions which come from optimal 

control theory. The transversality conditions can be analytically derived from 

the mission conditions by the requirement th;>.t 
• 
A • 8r - A· 8v = 0 (27) - -

must hold for every pair of infinitesimal variations 8r, 8v consistent with the 

mission conditions and at every point on the coast trajectory. 

3.3 NUMERICAL SOLUTION OF THE OPTIMAL TRAJECTORY PROBLEM 

As derived in the previous section of this appendix, the differential 

equations defining the optimal trajectory of a rocket powered vehicle are 
1\ 

!. = .Y. = g,(r) + a(t) l! 

~ = G~ 
Q = ~JA 

(28a) 

(28b) 

(28c) 

A guidance scheme also based on Equations (28), but differing from OP-EX in 

computational techniques, has been described by Brown and Johnson (Reference 

1). Numerical integrating of these equations from some initial tin'1.e to to an 

. estimated final tirne t f • starting from the initial state .r.(to ) and 'y'(to ) and esti­

mated initial costate ~ (to) and Z; (to)' determ~nes the 'final state, .r.(tf) and v(tf)' . . 

,a:nd.1::ltefinaJ.""q.state variables 1 (tf> and A (tf ). Seven error quantities, derived 

from. k specified- final state conditions and 6-k transversality conditions and a 



c 
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desired normalization of ~ (to)' must be brought to null by iterative adjustment 

of the seven parameters >"(to )' f (to) and tf •· To this end a Newton-Raphson 

iteration procedure will be used. 

Since the same trajectory integration algorithm is to be used for 

both flight planning of all powered phases and for operational guidance during 

the powered phases, the integration must be both fast and accurate. An obvious 

method of increasing the speed of solution is to increase the step': size used in 

numerical integration of Equations (28). Since the guidance islrclosed looplf and 

can be m.ade accurate near cut-off at small cost, this does net cause guidance 

errors. H~wever, it has three possible adverse and unavoidable effects: 

(1) The steering policy becomes non-optimal, incurring a 

fuel penalty. 

(2) The initial estimate of t f becomes inaccurate, which distorts 

flight planning. 

(3 ) Truncation er:4"ors in the computation of sensitivity coefficients 

(which are required for iterative correction of the estimated 
• 

Parameters>" (t), >.. (t ) and tf} cause them to differ from the 
- 0 - 0 

actual sensitivities of the numerically integrated Equations (28). 

This degrades the convergence of the iterative solution, and 

in extreme instances, destroys convergence completely. 

However, it is known that present day explicit guidance schemes, 

which are essentially one- step integrations of the trajectory equations improved 

by closed formulae for certain thrust integrals, have small performance penal­

ties. It may therefore be expected that an Ifexplicit-predictor tr integration 

scheme which resembles the application of explicit .guidance to each integration 

step will have negligible performance penalty for very large integration steps. 

This, in fact, is the case. It has been dem.onstrated that one integration step 

per stage of the Titan HIC booster produces a /j.V performance penalty of only 

0.1 ft/ sec~ 

Errors in initial estimates of tf' made when th{; time rem.a'i:ning un- .';:. 

til thrust cut-off is large, are quite significant for explicit' gUldance schetnes';' , -.,,:" 

but have been found to be acceptably small when tqe explicit-predictor integration 
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sche:me is used with large steps. It has been repeatedly de:monstrated, using 

£~ the Titan lIIC booster, that integration steps df 100 seconds produced an error 

in predicted cut-off tim.e of less than 0.3 seconds in cases where the time re­

:maining until cut-off was greater than 700 seconds. Even lar ger time steps 

a.re believed useable for :mission planning. 

• 

The re:maining factor governing useable step-size is the effect of 

trunca.tion error on the convergence of the iterative solution. This effect dis­

appears if the sensit~vity coefficients are computed by finite diffe:!.'ences. This 

is done by first generating an "unperturbed" trajectory and evaluating the error 

quantities. Then trperturbed IT trajectories are generated by changing co:mponents 

of the initi.al adjoint vector one at a time by a small specified variations. Sub­

tracting the error quantities of each perturbed trajectory froIT.. the corresponding 

error quantities of the 'unperturbed trajectory, and dbtding by the change in 

the initial adjoint co:mponent, gives one column of the sensitivity matrix. 

Co:mputing sensitivities by finite difference is similar to perfor:ming 

experiments on the numerical trajectory solution. Regardless of truncation 

errors, approxi:mations in the equations, etc., the sensitivity coefficients gen­

erated by finite differences will give an accurate prediction (except for round­

off and nonlinearity effects) of the way in which the numerical trajectory solu­

tion will change if its parameters are changed. 

Experience with the ascent case has shown that there is no difficulty 

in choosing para:meter changes large enough to avoid trouble from roundoff 

errors, but s:mall enough for linearity to hqld. In trial experiments,' the sizes 

of the parameter increments were varied over a range of more than three u .• :- ~. 

ders of magnitude without appreciable degradation of convergence. 

3.4 EXPLICIT-PREDICTOR INTEGRATION ALGORITHM 

The "explicit-predictor" integration algorithm. is designed to take 

advantage of closed formulae for integrals involving thrust acceleration. The 

formulae presented here assume that rocket engine mass flow rate M and effec­

_tive exhaust velocity c~:~ are ~onstant. :khis should not be construed a:. a liinita-

C' tion of the technique. In t:leotYFat lea~t,'j~Y:J!:lodelablefunction of burning 
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. 
time can be used for either M or c~~. For example, a. tlpropellant-utilizationll 

C model in which the level of thrust is altered sometime after engine ignition 

could be implemented within the framework of the algorithm. Also there is 

no limit imposed on the number of rocket stages. 

The equations of the integration algorithm will be shown for the jth 

rocket stage and the nth time step. Since engine parameters and mass are 

generally discontinuous at staging, the integration time step is selected so that 

no more than one stage is ever included in any integral evaluation. In other 

words 

6 t = Min ( 6 t ,t ° ,- t ) 
n max J n 

t +1 == t + 6t n n n 
(29) 

where tJo is time at the end of stage j, t is present tim.e and 6t is the n max 

lar gest time step allowed. 

The thrust acceleration term a(t) G. is separated into two parts, that 

which defines its magnitude a(t) and· that which defines its direction C. Over 

C each integration step, Cis approximated by a second:"order vector function of 

time. 
A 2 

= u (t ) + a (t-t ) + {3 (t-t ) 
- m -n m -n m 

(30) 

where 

t = t + 6t 12 
m n n 

As will be shown subsequently, it is possible to predict C(tm ) and C(tn +1). Given 

the three values of Q, the vector coefficient~ are 

1 6t 
n 

= 2[Q(t +l)+G.(t )-2Q(t >]' 16t 2. -n -n -m n 

(31) " 
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To complete the single and double integral.s of thrust acceleration 

from tn to tn +I , it is necessary to evaluate six integrals: 

where 

= 

= 

= 

= 

= 

tn +l 

t 
n 

f Tj+ ~*:1 =-t 

t 
n+I 2 r c>:< (t-t , • I 

T~-ft-:--I~ t 
Oi J J-t 

n 

t 
n+I 

f f t c'" 

.----~----~ 
T. + t. I - s 

t t J J-
n n 

t 
ntl t 

ff 
t t 
n n 

t 

c):<. (s-t ) 
--)---' -~­
T. + t. I - s 

J J-

n+I 

fft c>,,c. (s-t )2 
__ l. ___ ~ 
T. + t. 1 - s 
J J-t t 

n n 

T. = -M .tM. 
J oJ J 

dt 

dt 

dt 

dsdt 

dsdt 

.dsdt 

M . is the mass at the ign;tiorkof stalse j;':.: c· ,- 1;; 
~ '. 

(32) 
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where· 
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For the assumptions made above, namely that c>:~. and M. are con-
J J 

= 

= 

= 

= 

= 

= 

p = 

c*. log (1 + P ) 
J e 

c * fl t - ( T. + t - tn -1-, J.) 11 j n J j-l 

-1 
4 

( T. + t. , - t ) (1 - c>:~. flt ) 
J J-,1 m 2 J n 

+ c>:~. ( T. + t. - tn+I)2 {2p + p2)/2 
J J J-I 

( T. + t. 1 - t ) I4 - c * tH 2 /2 
J J- m j n 

( T. + t. - t ) (1 ... - c>:<. .6t 2 /2) 
j J-I m ::> J n . 

_ c >:~. [( T. + t. _ t· ) 3 (3 P + 3 P 2 + P 3 ) / 6 
J J J-I n+I 

- ( lj + t j _I - tn )2 fltn /2 ] 

fl t / ( T. + t. 1 - t + 1 ) 
n J J- n 

(33 ) 

Having constructed the closed formulae for the first and second 

integrals of thrust, the total "explicit-predictor'l algorithm can now be shown. 

The contributions to position and velocity due to thrust acceleration, 6.£' and 

6. y', and due to gravitational acceleration, 6.£" and .6,Y.",will be isolated as a 

hedge against requiring extended precision integral accumulation. The primer 

vector can now be predicted at tm and tn+l by using the second order equations: 

- . .. 
At 2 /8 A = An +~ flt /2 + An m n n n 

" A / A u = In -m m 

• •• 
6.t2 /2 

(34) 

A = A + A 6.t + A 
-n+I -n -n n -n n 

" A /A ~+l = -n+I n+I 
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After evaluating a and f3 according to Equations (31) and II' "', 16 according 

to Equations. (33), the thrust acceleration contributions to position and velocity 

are: 

(35) 
6.v' = 6.v' + I Q + I a + I f:) 

- n+ 1 - n I-m 2 -n 31::n 

The gravitational acceleration contributions to pos ition are: 

Total position is 

1:....+1 = r + v (t - i· ) +6.r' + l:::.r" 
u -0 -0 n+I 0 -u+l - n+l (37) 

Gravitational acceleration and the gravity gradient matrix can now be evaluated 

using the predicted value of .Ln+l; then ~n+l can be evaluated 

3 
.&u+ 1 = -(fL / r n + 1 ) Ln + 1 

G n + 1 = - (fL / r n + 1 3) [I - (3/ r n + 1 2 ) ! n + 1 !.n + 1 T ] 

.. 
A = G A 
-n+l n+l -n+I 

Finally. velocity aIfd primer vector rate are . 
A -n+l 

.3l:.n +l = v + 6.v" + 6.v' 
-0 - n+I - nt::' 

(38) 

(39) 

Equations (34) to (39) are the explicit-predictor integration technique. As the 

problem is integrated, the index j n1.ust refer to the Ifcurrent" stage. It is worth 

noting that no restrictions are placed on the time at which the problem is begun. 

In this way the algorithm is applicable to the real-time guidance requirement. 

3.5 ITERATIVE DETERMINATION OF ESTlMA TED PARAMETERS 

As pointed out previously, ::;even'~·rror quantities rn.ust be brought . 
. \ tonull by iter;a.~~y~lyaq.justing the estirn.ated parameters A (toL ~ (to> and tf'~ 
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Also, since the normalization of the primer vector at to is irrelevant, by an 

expeditious choice of coordinates a "preferred coordinate LC can be established 
• 

along which the component of ~ can be left invariant. What this means is that 

the rfpreferred axis" should not be chosen orthogonal or nearly orthogonal to 

the expected direction of thrust acceleration. In general, this is an easy re­

quirement to meet and is worthwhile since it reduces iteratively corrected 

parameters from seven to six. 

It is now necessary to establish the six-by-six matrix of sensitivities, 

. the so called Jacobian matrix, which relates the variation of estirnated param­

eters to the variation in error quantities. The error quantities used are unique 

to, and indeed define, the type of trajectory being ·generated. Error quantities 

for several trajectory types will be presented in a subsequent section. 

The Jacobian matrix will be computed, as was stated previously, by 

employing finite difference techniques. Only five "perturbed" and one "unper­

turbed". trajectories must be generated. (At this point, one can s"ee the obvious 

advantage of an extremely rapid trajectory generation technique. ) . Each per­

turbed trajectory yields one column of the Jacobian matrix. The sixth column, 

which represents the changes induced in the error quantities by a unit charge 

of the final time, can be evaluated by extrapolating the final state of the unper­

turbed trajectory over some small time increment and then reevaluating the 

error quantities. 

If the error quantities for the six perturbed trajectories are desig­

nated by colurrm vectors !l' ••. , !6 of dimension 6, and the unperturbed tra­

jectory error quantities by .!o' the six-by-six Jacobiar. "!natrix is 

. . 
5 2 )/6.>.. , (.!o - .!3)/6.>.. , (.!o - .!4)/~>" , 

(40) 
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The Newton - Raphson iteration equation in vector form is 

• Al A2 
. . 
A2 Al 
. . 
A3 - A3 :"1 + J - (r~ ) 

-0 
(41) 

A2 A2 

A3 A3 

t f t f 

where the numbered subscripts on X and ~ refer to the first, second, and 

third components. Note that Al is aiobitrarily chosen to be along the "preferred" 

coordinate. 

In Equation (4J.), r is a convergence progress control parameter 

which is adjusted according to a frperformance indicator H • The performance 

indicator is defined as 

6 
p = ~ W. 

1 
i=1 

€ • 
01 

2 
(42) 

which is the weighted sum square of the unperturbed error quantities. The 

weighting factors Wi' are required because the error quantities are not (in gen­

eral) of the same dimensions. 

It can be argued that if the Jacobian matrix is correct and non sin­

gular, progress must be made by Equation (41) in reducing the error quantities 

if a sufficiently small r is used. On the other hand, if r is too small, the re­

duction process will be unnecessarily sluggish. The rule used to adaptively ad­

just r is as follows: if the performance indicator on the present iteration is 

less than it was on the last iteration, r is set 

r -Min (2r, 1) 

and the evaluation of a new Jacobian proceeds. If the performance indicator is 

greater than it was on the last iteration; r is~ set 

r- r/2 
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3.6 SPECIFICATION OF ERROR QUANTITIES 

As shown previously, it is necessary to specify six error quantities 
.. 

which uniquely define a tnission type and. when brought to zero, satisfy the 

mission objectives. Of these six, k are specified final state conditions (or func­

tions of final state conditions) and 6-k are transver sality conditions which in­

sure an optimal trajectory. 

Three basic options most used by QRGT will be c.escribed below • 

. The other orbit injection options described in the sum.tnary of capabilities can 

be derived in a straightforward m.anner but are n()t presented here. 

1) Injection into Orbit, with Specification of Orbit Size, Shape, and 

Orientation. 

For injection into orbit with prescribed orbit size, shape and orien­

tation, the only degrees of freedotn remaining are the time and location at which 

orbit insertion is to occur. Let us assume that the desired orbit is specified by 

its radius and velocity vectors at perigee, Ep and ~p' With this specification, 

C;,. the required velocity vector at any location in the orbit is given by 

c\ 

_!_-A- sin e r 
r . s -p 

p 

r 
- -p 

s 

where e is the true anom.aly ~ The senlilatus rectum, s, is given by 

. 2 2/ 
s = vp rpjf.L i. 

The magnitude of the required radius at any point in the orbit is 

r = R 

where the orbit eccentricity is given by 

e = (sir 1)1/2 
p 

'(45) 

(46) 

(47) 

(48) 
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The unit vector normal to the orbital plane is 

1\ ~ 
11 = Lpxvp (49) 

As shown above, the required velocity vector and required radius 

are functions of the true anOlnaly. The true anomaly of the generated trajectory 

is given by 

8 -1 
= Tan {

L(tf ) • Y.. Iv I 
TTtFrX-S 

Five of the six required error quantitie s are 

1\ 
= -n· r(t ) 

- - f 

(50) 

(5lj 

These five quantities are sufficient to satisfy all mis sion specification. The 

sixth quantity Enl gives the deviation frOIT1 satisfaction of a transversality con­

dition, which is 

and expresses the fact that phase-in-orbit is not specified. This is the well­

known transversality condition for "time-free" cases. 

2) Direct Ascent to Rendezvous, with Rendezvous Time Specified 

Direct-ascent-to-rendezvous means that, after thrust is initially 

terminated, only a velocity matching burn at the speci.fied rendezvous radius is 

required. For this case, the requir~d velocity, vR is determ~ned by means of 

Lambert's theorem. One statement of Lambert's theorem is that, if two posi­

tion vectors, the time required to traverse between them, and whether the true 

anomaly.to be traversed is greater than or less than. 180" are specified, the 

orbit of traverse is unique .3.nd deterministic. The equations used to determine 



AlII-18 

.YR can be found in Reference 2 and are not repeated here. The remaining 

(' three error quantities must be specified by tiansversality conditions. 

To determine the applicable transversality conditions let us first 

examine the equation of perturbed motions obtained from Equation (28a). 

~.. ~. 

01:. = oy. = (53 ) 

To obtain Equation (53), it is assumed that 18LI is small enough to justify ig­

noring terms of the order of 181"-'2. 

Recalling Equation (28b). we see that on a coast trajectory. where 

8a = O~ Equation (28b) is iclentical in forrn to Equation (53). Hence. the well 

known state transition matrix solution for Equation (53) must also be a solution 

for Equation (28b). Symbolically, 

{54} 

• 
where tris the time of rendezvous. If 1(tr > is assumed to be zero (Le., a fixed 

, c. attitude orbit matching burn) the required prime:::- vector rate at thrust cut-off 

is given by 

c 

(55) 

where 

All that remains is to determine ~ (tr ). Recalling Equation (2l), we 

see that for an optimal trajectory the magnitudes of t~e primer vector at the 

first thrust termination and at the beginning of the velocity matching burn must 

be equal. The direction of the primer vector at the beginning of the velocity 

matching burn must be approximately in the direction of the velocity-to-be-
:-,." . .: 

(56) 
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where.:':CT (tr ) is the target velocity and y(tr ) is the interceptors velocity at ren-: 

dezvous. Hence, the three additional error quantities are 

E'n1 
-1 

{ ).,(tfl [~~-E'n2 = q, <P )., (tfl}- & (tfl (57) 
12 11 

E'n3 

Reference 3 describes a very simple and elegant way of computing 

the required state transition matrix which is valid for all orbits except the de-

generate rectilinear orbit. 

3) Direct Ascent to Intercept- -Intercept Time Specified 

Direct-ascent-to-intercept is very similar to dircct-ascent-to­

rendezvous just described. The principal difference is that 110 velocity m.atching 

burn is performed at intercept. The required velocity for'intercept vR' is com­

puted in the same manner as for rendezvous but the transver sality conditions 

are not. 

Recalling Equation (27), we have 

(58) 

This equation must hold at all points on the coast arc. If we choose the point at 

intercept, the perturbation in position, 8£,., must, by definition, be zero. Since 

there is no constraint on velocity at intercept, the only way Equation (58) can be 

satisfied is if A at intercept is also zero. 

3.7 

Equation (57) can now be rewritten for the intercept case and is 

-1 
q, 

12 

USE OF OP-EX FOR ORBITAL MANEUVERS 
" 

(59) 

OP-EX has several attributes which make it ideally suitable for " 

guiding orbit maneuvers as weI,l as assent. P:dncipai a~o~.g these is its ability 
4 < ." \'_ " ..... ~ 

to optim.ally perform large plane changes. In fa:2t, tHe direct-ascent-to-rendezvous ' 
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option can be directly applied (except for minor changes in initialization) to all 

intermediate burns and their subsequent coast arcs. As has been shown pre­

viously, additional guidance options can be easily added without sacrificing the 

optimal performance of OP-EX. 

In keeping with the QRGT mission planning policy, the time of ini­

tiation of each thrusting maneuver and the location and time of the subsequent 

thrusting n1.aneuver are determined by the mission planner. Since the planner 

assumes impulsive changes in velocity, the actual time of engine ignition during 

active guidance will be modified to m.ake the nomina.l centroid time of the burn 

correspond with the impulse time specified by the planner. 

3.8 EFFECT ON OP-EX OF MEASUREMENT OF ENGINE PERFORM­

ANCE DURING ACTIVE GUIDANCE 

OP-EX guidance relies on propulsion performance descriptions for 

the various stages to extrapolate the trajectory forward to thrust term.ination. 

In active guidance, variation- of engine performance from that specified will 

C cause the extrapolated trajectory to be in error. However, because the guidance 

is "closed-loop" by design, (that is, the trajectory is recursively extrapolated 

every ten seconds -during early stages and more frequently in the final stage) 

such performance variations do not seriously effect the satisfaction of guidance 

objectives, but the fuel optimizing ability of OP-EX is handicapped (although 

certainly not_ disastrously) by the variations. 

c 

A Ifmass-rate" prediction scheme, which will be derived subse­

quently, was implemented for study purposes and was found to enhance the ;'lel 

efficiency of OP-EX guidance in the presence off-nominal engine performance. 

The amount of !::lV saved, in every case, was a few it! sec. 

The "mass-rate" predictor is formulated as follows: the theoret­

- ical flV gained in stage j between the k and (kt 1) predictions of OP-EX is (if 

c* is constant) 

!::lV = c*. log 
J e 

(60) 
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where M oJ' is initial mass, c':~. is effective exhaust velocity, t. 1 is time of 
J """ ,J -

(~: ignition (a measured quantity) and M j is estimated mass rate of the jth stage. 

c' 

The measured tN' gained is approximately 

(61) 

where ~(t) is the direction of thr'ust acceleration and w(t} is the velocity-meter 

output vector at time t. Predicted average m_ass rate is then 

r;:..J 

M. 
J 

It can be seen from Equation (62) that errors in biLial m.ass are 

absorbed in the estimated mass rate. 

(62) 

If every last ounce of fuel is to be saved, perhaps a multistate filter . 
of the Kallman type could be used to estimate MoJ" M. and c':~ .• 

. J J 

3.9 GROWTH CAPABILITY FOR TREA TMENT OF CONSTRAINTS 

For some vehicles and missions, the flight guidance must satisfy 

constraints other than the usual constraints on final position and velocity. Ex­

amples are (1) recovery-ceiling constraints and (2) requi:rements for a pre­

scribed attitude at cutoff, together with a lo\v angular rate. The structure of 

the OP-EX guidance algorithm facilitates the introduction of m.odifications to 

make it capable of handling such constraints. The principal changes required 

are (1) modifi<;ation of the form of the control policy, in a way that introduces 

new trajectory parameters, and (2) providing equations for computing new 

error quantities which measure constraint violation. The explicit-predictor 

algorithm of OP-EX can be used, without change, to generate trial trajectories 

by which the old and new error quantities can be evaluated for any given values 

of the old and new trajectory parameters. 

Before active guidance begins, the on-board flight planner (using 

part of OP-EX as a subroutine) will generate a feasible, optimized nominal tra­

jectory and so provide an initial set of v~lues for the traje~tory parar:::etel's." 
. -~ • ')"', <-

Some of these trajectory p.?rametere "will remain 'constaht during active guidance, 

others will be iteratively adjusted by OP-EX. For this purpose, the matrix of 
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sensitivity coefficients must be enlarged by additional columns corresponding 

t? new error quantities, and additional rows.for new trajectory parameters. 

Since the matrix elements are evaluated by finite-difference methods, this en­

largement is straightforward. 

Appropriate forms for the control-policy modifications can be de­

rived from optimal control theory. It is not necessary to implement the true 

optimal solutions {which would require, in general, the computation of new 

adjoint variables} since it is generally not difficult to find simple approxima­

tions which give satisfactory performance. 

For example, for the re,covery-ceiling constraint, a preliminary 

analysis indicates that a satisfactory scheme may be realizable as follows: 
. . 

the control policy ie modified by introducing discontinuous changes of >.. and ~ 

at a scheduled future time ts which is prior to the predicted cutoff but after the 

latest time at which the recovery-ceiling constraint might be active. These 

changes are of the form 

6.>" = kb l . 
6.>" = kb 2 \ 

(63 ) 

where k is a parameter to be iteratively adjusted by OP-EX. The vectors hi 

and b Z are generated by the flight planner, together with the time t s ' and are 

not changed during active guidance. When the danger of violating the recovery­

ceiling has passed {which will occur before time t s } the parameter k is set to 

zero, restoring the normal control policy. At times immediately after this 

switch-over, the l"ate of cb.ange of commanded thrust direction must be limited 

to prevent undesirable transient behavior. 

The problem of satisfying attitude constraints at cutoff involves both 

guidance and control. Optimal control theory indicates that the optimal trajec­

tories consist of two arcs. On the first arc, which covers most of the trajectory, 

the present OP-EX control policy is optimal, and constraints on angular rates 

or angular accelerations have no direct influence. On the second arc, the atti-
-""-.:, 

_.,tude control system is working at maximum ~~{ort to ach.ie,~,~ tJ,:tf1 dt'sir;~d.#R-fLL::L'_'" . 
". '" , • ." ,I ,~~. _: ,. ,. • ", •• ,.' ". 

attitude and attitude rate. In an actual implementatio~, th~ maximum-effort 
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phase must be followed by a precision-control phase that tries to realize 

accurate end conditions. A reasonable approach to the over-all problem is to . 
first consider the attitude-change maneuver as a separate optimization prob-

lem (intimately related to the autopilot design) and devise a quasi-optimal 

policy (with margins for performance ullcertainties) £or achieving a given final 

orientation with a low final angular rate. This gives a formula for the maneu­

ver-time required, as a function of atlgle-to-be-turned-throngh, :vhich is valid 

when the initial angular rate is low .. This formula {and approximate forrns for 

the anguJar rate profile during the maneuver} can be used in the explicit­

predictive algorithm for generating predicted trajectories. When the attitude­

change maneuver begins, control of cutoff position will probably have to be re­

laxed. However, accurate control of both attitude and velocity is pos sible by a 

policy which rapidly nulls the COInpO!lents of velocity.to-be-gained which arc 

normal to the desired final roll-axis direction, and controls the parallel com­

ponent l?y cutoff time. 

3.10 SIMULATION RESULTS 

The OF-EX guidance algorithm has been tested by simulation, using 

the IBM-developed GISMO simulation program, with the following guidance 

options: 

1) Direct ascent to intercept; initial ascent plane coincident 

with target plane 

2) Direct ascent to intercept; target plane rotated 40 0 from 

initial ascent plane 

3) Direct ai;cent to rendezvous; initial ascent plane coincident 

with target plane 

4) Direct ascent to rendezvqus; initial as cent plane rotated 40 0 

from target plane 

5) Insertion into circular orbit; no dog-leg during ascent 

6) Insertion into circular orbit; 40 0 dog-leg during ascent 

7) 'Insertion into noncircular orbit (eccentricity O. 04i) with 

no dog -leg during ascent 



c 
8) Insertion into noncircular orbit (eccentricity 0.047) with 

40 0 dog -leg during ascent 

9) Direct rendezvous from orbit; 40 0 plane change 

10) Orbit insertion from orbit; 40 0 plane change. 
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In all cases, the Titan IIIe booster was used. Three payload options 

were used for the various missions. A spherical Earth Model in GISMO was 

used for all tests since gravity oblatness correction equations were not complete 

at the time of testing. 

In every case the guidance algorithm performed with aplomb. No 

evidence of non convergence was indicated. The number of iterations for initial 

convergence ranged from one for option 4) to nine for option 1). This difference is 

probably due to the fact that all ascent cases were initialized with the same 

standard set of initial pararneter values, and this set is closer to the requirenlents 

for injection into a circular orbit than to those for intercept. For all orhit-to­

orbit burns, the primer vector is initially aligned along the estimated velocity-to­

be-gained vecto.!. furnished ~y the mission planner. It is p')ssible that this rule 

C (or an adaptation of it) should be followed for direct-ascent intercept cases also. 

·C'·· . . 

In all intercept or rendezvous cases, the error in position at the 

specified time of intercept was les s than 20 feet. In all orbit insertions, the 

error in radial and out of plane position components was less than 20 feet, and the 

error in velocity was les s than 0.05 ft/ sec. These errors were, of course, for 

nominal engine performance and probably represent, to a high degree, the numeri­

cal resolution of the 7094 computer. 

3.11 OP-EX MATH FLOW DIAGRAMS 

Math flow diagrams of OP-EX guidance are presented in Figure m-I. 
'!l'~ble ill .. l gives math flow symbol definitions. 
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OP-EX GUIDANCE MATH FLOW 
SYMBOL TABLE 

Effective exhaust velocity of stage m 

Eccentricity of specified orbit (option dependent) 
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Gravitational acceleration at beginning and end of trajectory 
integration step 

Gravity gradient matrix at t 
o 

Gravity gradient tnatrix during integra.tiC!: 

Initial stage index 

Thrust integrals used during integration step 

Newton-Raphson iteration count 

Jacobian matrix of sensitivity coefficients 

nth column of Jacobian matrix 

Newton-Raphson convergence control coefficient 

Nominal initial mass of stage m 

Estimated present mass of stage m 

Nominal mas s flow rate of stage m 

Estimated mass flow rate of stage m 

Nominal fuel mass in present stage 

Present stage index 

Final stage index 

Unit vector normal to specified orbital plane (option 
dependent) 
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Table III-I.- OP-EX Guidance Math Flow SYIllbol 
Table (continued) 

Unit vector along desired body-fixed 1'011 axis 

present value of pel'forIllance indicator 

Last value of performance indicator 

Required value of performance indicator for successful 
convergence 

Unit vector along desired body-fi:~{ed pitch axis 

Position vector at t 
o 
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Gravitational acceleration contribution to position vector 

Thrust acceleration contribution to position vector 

Position vector at t 
co 

Position vector at intercept or rendezvous (option dependent) 

Specified perigee position vector (option dependent) 

SeIllilatus rectum of specified orbit (option dependent) 

Present time 

Time at start of trajectory generation 

Present predicted time of thrust termination 

Last predicted tiIlle of thrust terIllination 

Nominal burning' time of stage III 

EstiIllated remaining burning tim.e of stage m 

EstiIllated time at end of stage III 

Time of last guidance iteration 

Time of intercept or rendezvous (opti.O!" dependent) 

, , 
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Table III-I. OP-EX Guidance Math Flow Symbol 
Table (continued) 

Tim.e at midpoint of trajectory integration step 

Time at beginning of present stage 

Running time during trajectory integration 

Steering vector at t 
o 
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Steering vectors at begin.."'ling, midpoint and end of trajectory 
integration step 

Velocity vector at t 
o 

Gravitational acceleration contribution to velocity vector 

Thrust acceleration contribution to velocity vector 

Velocity vector at t 
co 

Target velocity at rendenzvous (option dependent) 

Interceptor velocity at intercept (option dependent) 

Specified perigee velocity vector (option dependent) 

Required velocity (option dependent) 

Present velocity meter output 

Last velocity meter outP":lt 

Weighting factors for performance indicator computation 

Coefficients of p.arabolic approximation of steering vector 
over one trajectory integration step 

Correction to estimated time of thrust termination 

Correction to estimated initial primer vector 
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Table III-I. OP-EX Guidance Math Flow Symbol 
Table (continued) 

Trajectory integration time step 

Maximum trajectory integration time step 

Perturbation value for t 
co 
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Velocity meter increment added since last guidance iteration 

Perturbation value for components of A 
-0 

Error quantities i,or unperturbed trajectory 

Error quantities for perturbed trajectories 

True anomaly in specified orbital plane (option dependent) 

Estimated primer vector at t 
o 

Primer vector at t 
co 

Last estimated primer vector at t 
o 

Primer vector at midpoint of trajectory integration step 

Gravitational coefficient of spherical Earth mode! 

"defined by equation" 

"defined by equation" 

State transition matrix relating state at tc to state at t. 
... 1 

(option depend.ent) 

Three-by-three partition of state transaction matrix 
(option dependent) 
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Appendix IV 

PIRECT SEARCH OPTIMIZATION PROGRAM "DSOP" 

1. INTRODUCTION 

A FORTRAN IV program named DSOP (Direct Search Optimization 

Program) has been developed for the experimental study of optimization algor­

ithms and their application to mission planning in the QRGT study. DSOP finds 

a local ntininlUm of any given function of a set of independent variables, sub-

ject to a given set of constraints. Explicit constraints (bounds on the independent 

variables) are handled directly. More general constraints are treated by the 

penalty-function method. 

As the na.me implies, the optimization algorithITls of DSOP are of 

the "direct search!! type; that is, they make no use of analytical derivatives. 

A test problern (or any problem to which DSOP is applied) is therefore com­

pletelydefined by equations for evaluating the function to be minimized and the 

constraint functions (if any). No equations for partial derivatives of these 

functions are required. This characteristic is highly desirable in an optimizer 

designed for use on-board a spacecraft, since it greatly reduces the number of 

routines that must be provided if there are a large number of different optimi­

zation problems which may require solution. Also, it makes the optimizer 

applicable to problems where analytic derivatives would be difficult or expen­

sive to generate, and improves flexibility by simplifying the specification of 

new problems for optimization and the modification of existing ones to accom­

modate changes in mission objectives and/or constraints, etc. 

DSOP consists of a main program and ten subroutines. This struc­

ture facilitates experimentation since the interconnection of the subroutines can 

easily be changed. The structure of W..AIN is described in Paragraph 2. 

The two principal search methods used are PMS (Pattern Move 

Search) and VA04A (Powell's method). PMS is a modification of the direct 

search technique develo!Jt!d by Hook and Jeeves (Ref. 1). VA04A is described 

C\ in Powell's 1964 paper (Ref. 2). PMS, VA04A, and the other search nlethods 

used are described in Paragraphs 3 and 4 of this AppendiX. 
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Results of this optimization experiments on test functions are pre­

s.ented in Paragraph 5. For the experiments without constraints, Powell's 

method (VA04A) gave the best performance. Experiments using penalty func­

tions to enforce constraints were successful with PMS, but relatively unsuc­

cessful with VA04A. The reasons for this are not fully understood at present. 

This report emphasizes: 

a) How to use DSOP 

b) Block diagrams and listings for better under standing of DSOP 

so that future improvements can be easily implemented 

c) Re suIts obtained op. certain te st pr oblems 

The following paragraphs discuss the above mentioned item.s in 

more detail. The 7094 FOR TRAN IV program. listings are given in Paragraph 6. 

A list of references, with emphasis on those used in the work in this report, 

is given in Paragraph 7. For theoretical background, the reader is referred to 

these reference,>. Many further references on direct sea:,,'ch techniques are given 

in the referenced paper s • 

2. MAIN PROGRAM 

The primary functions performed in the MAIN program are: 

a) Input-Output 

b} Selection of Type of Search 

c} Pattern Search Logic 

d) Penalty Function Cycling 

A block diagram of the MAIN program is shown in Figure IV -1. Table IV-1 

is a General Symbol Table which explains the most used symbols. Table IV -2 con­

tains the symbols used in VA04A and such key symbols as U, P etc. The under-

lined symbols are vectors, each with the dimension N, where N is the number 

of independent variables. 

The first operation performed by MAIN is initialization and card 

re·ading. The formats for the input cards can be obtained from the listing in 

Paragraph 6. . ~. 

, "} 
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Initialize 
All Others 

11 Set Parameters • t 

&: LCls :: O. 12l CALL EXPLOR 1 
Read Data Cards ~ 

I LC4 

II] L. C. 's 
ID. Search #2 

112 &: 113 Parameters r 
114 to Argument Vectors IS CALL ONEDS 
&: As sociated PB:: PF 

PB:: PA 
UB:: UA 1I(4tN) Parameters UB:: UF - -- -• ~ ! 14 XCOUNT :: XCOUNT tl 64 

Write Headings &: IF(XCOUNT COUNT) 
all inputs OR(LC3 < 0) GO TO 44 

Initialize 55 I 
U {Ntl-10 :: 0 1 Pattern Search IF (LCS :: 3) Initialize in OBJECT 
U:: UB 17 UE:: UB --CALL BOUNDU -- -LCll :: 0 
.!!It:: .!!.. IFIN:: 0 
CALL OBJECT 

~ PB:: P 
20 LCI :: 1 Write Initial pa 

STF:: MINe • --
LC6 

Selects Search Method !1I2 iI r , 
LC4 ICALL EXPLORI 24 CALL UNIV AR 1 

5 4 3L ~ T 
25 L CCONV 

Accelerated "' 
~2 3 

owell's Method r Convergence r 1 Go To 43 1 • 
P 

CALL VA04A UB :: UA CALL UNIV AR ..--- --Go To 43 ST:f :: STQ I LCI :: -1 - --
61 

PB = PA 
IF(LCCONY = 2) Go To 43 

52 I 

I 

27 
IFIN == IFINt 1 
BVBS = BVB 
U = ..!IYKS. (UA-!!.§) 
CALL BOUNDU 
CA;LL OBJECT 
UE = UA --UB:: U 
PE :: PA. PB :: P 

41 

SEARCH 
CONVERGED 
BIAS 
CONTROL 

31...------...., 

32 
XCOUNT - COUNT 

22 

PB = PE 
BY.B :II: BVBS 
UB ~ UE 
Go To 20 

t.O 

FigurE)_ IV -1 Block Diagram of Main Program for DSOP 

ADl-3 

Penalty Function Informatiorl 

43P-------~------
IPENF= IPENFt 1 
Write p. F. INFO. 
CALL OBJECT 
WRITE p. F. INFO. 
LCPF = 2 
UB = U 
DELF = F 

Calculate &: Write 
Execution Time 

Penalty Function Cycle Test 

0, + 

Plot? 



FORTRAN 
Symbol 

BIAS 

BVA 

BVB 

BVBS 

DELE 

IF IN 

-IPENF 

IPENFK 

KI 

K2 

K3 

K4 

K5 

Kll 

LCCONV 

LCPF 

LCI 
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GENERAL SYMBOL TABLE 

Programs 
Where Used 

MAIN 

UNIVAR, 
EXPLOR 

UNIVAR 

MAIN 

OBJECT 

MAIN 

MAIN 

MAIN 

EXPLOR 

EXPLOR 

EXPLOR 

EXPLOR 

MAIN 

UNIVAR 

SUCCES, 
MAIN 

VA04A 

SUCCES, 
MAIN 

Table IV-l 

Definition 

Controls minute improvement exit test. 

Input specifying if U components are to 
be fixed or varied. 

Records which U components are at 
bounds. 

Stor age vector fo!" B VB. 

Intermediate quantity used in PFV. 

Cou..Tlter used in minute improvement 
exit test. 

Penalty function cycle counter. 

Number of penalty function cycles to be 
tried. 

STF Parameter. 1/2N!: Kl !: liN. 

STE_Parameter. 

Success STE Parameter K3 > 1. 

Parameter controlling interpolator:r step. 

Parameter controlling Pattern Move 
step size. 

STE Parameter. 

-Specifies state- of convergence for last 
iteration. 

Controls retaining W for multiple cycles. 

Controls exit on failure to reduce P. 
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FORTRAN 
Symbol 

LC3 

LC4 

LC5 

LC6 

LC7 

Lca 

LCII 

LCl2 

LCI4 

LCIS 

LCI7 

MINC 

NPT 

OCOUNT 

OFV 

PA, PB 

A IV-5 

Table IV -1 General Symbol Table (continued) 

Programs 
Where Used 

SUCCES, 
EXPLOR, 
UNIVAR 

MAIN 

OBJECT 

MAIN 

MAIN 

'UNIVAR 

UNIVAR 

OBJECT 

OBJECT 

OBJECT 

UNIVAR, 
EXPLOR, 
VA04A 

SUCCES 

OBJECT 

OBJECT 

UNIVAR, 
EXPLOR, 
MAIN, 
NEWB 

Definition 

Controls exit for converged. 

Type of basic search. 

Selects an objective function. 

Selects UNIVAR or EMR for Pattern 
Move. 

Selects plotting for Pattern Move. 

Selects New Block Search. 

Not used. 

Controls entry to quadratic fit. 

Controls initialization for orbit trans­
fer O. F. 

Controls printout of objective £unctior.. 
title. 

Controls initialization for Test Problem 
#1. 

Minimum magnitude for stepsize in the 
U coordinates. (Also see Table 2). 

Counter for points to be plotted. 

. Objective function evaluation count. 

Objective function value using penalty 
functions. 

Remembered pcstya1ues oi P. 
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FORTRAN 
Symbol 

PC 

PE 

PF 

PFV 

PT 

PFCON 

STE 

·STF 

STG 

SUM 

UA 

UB 

UE 

UF 

• 
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Table IV -1 General Symbol Table (continued) 

Programs 
Where Used 

ONEDS 

MAIN 

ONEDS 

OBJECT 

EXPLOR, 
UNIVAR, 
NEWB 

OBJECT 

EXPLOR 

EXPLOR, 
NEWB 

NEWB 

EXPLOR 

EXPLOR, 
ONEDS. 
MAIN, 
NEWB 

EXPLOR, 
ONEDS, 
MAIN, 
NEWB 

MAIN 

ONEDS 

Definition 

Remembered past value of P. 

Remembered value of PA for Pattern 
Move. 

Final iteration value for P. 

Penalty function valuE:. 

Rem.em.bered past valuE: of P. 

Penalty function parameter. 

Vector used in generating "stepstr 
which change U. 

Vector used in generating i.nterpolatory 
step • 

• 5 (UA - UB) calculation for STF. 

Used in interpolatory step decision. 

The tradvance-point tr - the best point 
found to date during the current ex­
ploration. 

"Base point" (from which) exploratory 
moves begin. 

Remembered values of UA in pattern 
search. 

,Final iteration values for UA. 



c 
FORTRAN 

Symbol 

UT 

UMAX 

UMIN 

XCOUNT 

A IV-7 

Table IV -1 General Symbol Table (continued) 

Programs 
Where Used 

NEWB 

UNIVAR 

UNIVAR 

MAIN 

Definition 

Used for UB storage. 

Input upper bounds for U components. 

Input lower bounds for U components. 

Counter for. number of UN IV AR or EMR 
iterations. 

.---~"=-' -~." ------.-,=-'''"-~:.---
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Table IV- 2 

c SYMBOL TABLE FOR VA04A 

FORTRAN Mat~l) Statement Sequence Number s 
Symbol Symbol Definitic;ll Where Set in VA04A Listing 

{ 

A Intermediate qty. 111 
used in D & DD 

. AAA Convergence 187, 192, 200, 206, 209 
Control Parameter 

B Intermediate qty. 112 
used in D & "DD 

COUNT MAXIT No. of iterations Fixed, Input, 237 
allowed 

D d L. S. Increment 43, 60, 73, 108, 141, 172 
Parameter 

C DA a Direction Increment 47, 71, 96, 100, 105, 115, 132 
from DB to FA 
Coordinate 

", 

DACC L. S. Parameter for 37 
Absolute Accuracy 
Cutoff 

DB b Midpoint for Quadratic 66, 69, 92, 107, 117, 134 
Fits 

DC c Direction Increment 90, 100 
froIn DB to FC 
Coordinate 

DD D Change of D at current 48, 142, 168 
step & 2~ derivative 
estimate 

DDMAG Used in DMAG 5, 84, 195, 227, 235 
Calculation 

1 

t C' 
DDMAX Ten Times DMAG 80, 83. 86, 103 

(1) From Reference 5 
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FORTRAN 
Symbol 

DI 

DL 

DMAG 

DMAX. 

ESCALE 

FA 

FB 

FC 

FHOLD 

FI 

FKEEP 

FP 

FPREV 
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Table IV -2 Symbol Table for VA04A (continued) 

Math. 
Symbol 

f 
a 

f 
c 

Definition 

Used inAbsolute & 
Relative Accuracy 
Tests 

Last Value of D 

Maximum Allowed 
Step Size 

Used in DMAG 
Calculation 

Limits Max. Change 
of Variable s 

P value at an end 
point in 1. s. 

P value at midpoint 
in 1. s. 

P value at an end 
point in 1. S • 

Value of F after N 
1. s. & before s. 
in new direction 

Statement Sequence Number s 
Where Set in VA04A Listing 

120, 123 

42, 49, 102 

38, 39 

36 

Fixed Input,S, 6, 18 

46, 70, ~5, 99, 104, 114, 131 

65, 68, 91, 106, 116, l33 

89, 109 

161 

Intermediate min. 121, 124 
P setting 

Value of F at previous 25, 224, 252 
convergence, used in 
complex convergence 
procedure whe:l 
ICON = 2. 

Value of P at beginning 27, 248, 251 
of iteration 

Value of P at beginning 156, 157 
of 1. s. 
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FORTRAN 
Symbol 

ICON 

IDIRN 

ILINE 

IND 

INN 

IPRINT 

IS 

ISGRAD 

ITERC 

ITONE 

IXP 

J 

JIL 

JJ 

JJJ 

A IV -10 

Table IV -2 Symbol Table for VA04A (cQntinued) 

Math 
Symbol 

m 

Definition 

Controls restart for 
accuracy test 

Statement Sequence Numb~rs 
Where Set in VA04A Listing 

Fixed Input, 214 

Index for s. Direction 34, 146, 183 
Components in W. 

Index for s. Direction 35,. 199, 197 

A control integer used 11, 215, 233 
when ICON = 2. 

A control integer used 12, 217, 267 
when ICON = 2 

A parameter con- Fixed Input, 150 
trolling printing 

Controls Search Mode 

2 for 1 st iteration, 
1 thereafter 

Count of iterations 

New direction control 

Index for W (N + !) . 
components 

Controls integration 
of new direction 

Value of ILINE for 
max. SUM 

77, 79, 82, 136, 138, 162, 
45 

23, 235 

22, 236 

26, 126, 184 

29, 31, 163~ 165, 186, 189, 
199, 203, 253, 255 

174 

158, 247, 250, 264 

N2 + N Index for new 7 
direction components 

JJ + N Index forW (N. + 2) 
comp.::ments 

8, .243 
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Table IV -2 Symbol Table for VA04A (continued) 

FORTRAN· Math 
Symbol Symbol Definition 

K 

MINC 

N 

NFCC 

P 

SCER 

SUM 

U 

W(o)(2) 

E 

n 

A parameter for DO 
loops 

E(I) specifies 
required accuracy 
of Ith argument 

Dimensionality of 
space 

Count of Function 
Evaluations 

F = f(p) P(U) - the :function 
to be minimized 

p 

f(ESCALE) used in 
calculating DACC 

Max [FPREV - p] 
ILINE 1-N 

N - component 
ar gument ve ctor 

Holds direction 
scaling variable s 

,1. '·,n N stored search 
directions 

pn - po U fr om iteration or 
new search direction 

Terminal point of a 
previous convergence 
when ICON = 2 

Statement Sequence Number s 
Where Set in VA04A Listing 

9, 19, 50, 53, 178, 185, 193, 
218, 220, 256 

Fixed Input, 16, 205, 206 

Fixed Input 

56, 225 

55, 140, 201, 225, 241 

6, 37 

28, 157 

52, 144, 204, 222, 261 

18, 148, 196 

17, 145, 190 

32, 166 

C (2)' For;-~t~ti01.1 Slrnplie'1ty'write: W{I, J) = W(N J+I) where 1~ IS N 
and W(J) = [W(I, J), W(2, J), ••• W(N, J)] 
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As shown in Figure IV -1, the program input LC4 selects the search 

(~. procedure to be used. Setting LC4 = 5 selects VA04A, LC4 = 4 selects Accel­

erated Convergence. LC4 = 3 selects PMS, LC4 = 2 selects EXPLOR with 

ONEDS, and LC4 = 1 selects EXPLOR alone. Additional options can easily be 

added. All of these search procedures are subroutines except PMS and Accel­

erated Convergence, which are built into MAIN. The operation of PMS will be 

explained in the next section. PMS is not a self-contained optimization algor­

ithm; it requires an "exploratory" subroutine which perfonns a restricted 

local search about a given point. The two exploratory subroutines presently 

included in DSOP are EMR (Exploratory Move Routine) and UNIVAR. EMR is 

modeled after the exploratory subroutine used by Hook a.nd Jeeves (Ref. I),. 

UNIVAR is similar to part of a published optimization algorithm called BEST 

UNIVAR (Ref. 3). These subroutines are described in Paragraph 4. IfAccel-

erated Convergence" was an experimental procedure combining a modified 

UNIVAR (produced by setting program input LC8 positive) with a special sub­

routine called N~WB. The Accelerated Convergence method, which was an 

( attempt to incorporate part of Powell's method into UNIVAR, produced gen­

erally favorable results in experiments with test functions (see Table IV -3 and 

Paragraph 5) but has been superseded by VA04A. 

PMS and UNIVAR incorporate logic for enforcing upper and lower 

limits on each component of the argument vector. The other search algorithms 

do not include any provisions for constraints. However, regardless of the 

search algorithm selected, MAIN provides means for handling general con­

straints by use of penalty functions. In the penalty-function method. the ob­

jective function is modified by adding extra terms which depend on the con­

straints. This enables a constrained minimization problem to be solved (ap­

proximately) by a sequence of unconstrained minimizations. Each cycle of the 

sequence consists of an unconstrained minimization of the modified objective 

function, followed by an adjustment of the coefficients in the penalty terms. 

In the usual form of the penalty fmiction method, these coefficients are scc>.le 

factors which are increase·d eas::h.cycl.E:' •. DSOP.experirnents have been made 
. . . '.",,', , 

with a more sophisticated scheme, in which the 'penalty term.s include bias 
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Table IV-3 

TABLE OF THE NUMBER OF OBJECTIVE FUNCTION 
EVALUATIONS FOR SEVERAL D.S. SCHEMES AND TEST 

FUNCTIONS 

Powell's VA04A 
Pattern ESCALE = 1000. 

Accel- Move ICON::: 2 
erated With-I 

Test Conver- With Out MINe MINC 
Function LC5 Point of gence New New equals equals 

(Starting Value) Value Recording Test BlocK Block • 005 .05 

Quadratic 1 N.A~ (1) 31. 74. Ill. 16. 5. 
(0, 1) C. 212. 305. 152. 34. 13. 

CUBE 2 N.A. 
(1) 

183. 45l. 247. 45. 7. 
(0, 1) C. 368. 544. 247. 120. 14. 

Colville's 6 N.A. 
(1) 

1039. 814. 183. 
T. P. #4 C. 1235. 944. 330. 
(-3, -1, -3, -1) 

Colville's 7 N.A. 555. 3075. 333. 
(2) 

T. P. #1 C. {PFCON= 
(0, 0, 0, 0, 1) 1000.) 
1 cycle only 

N.A. - Near Answer 
- Cutoff Point C. 

(1) 
(2) 

- Under. 5% error in each component (. 0005 for O. minimum) 
- Objective function value close to correct value but coordinates in 

error (also ICON = 1). 
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coefficients that are adjusted each cycle, in a manner designed to give rapid 

C convergence to the constrained minimum. 

"C',' . . 

Figure IV -lshows the logic which handles penalty function cycling. 

Each cycle, the hopefully improved values of U and F are stored in UB and 

DELE and the flow is routed to block 64 to start the next cycle. OBJECT is 

called again in block 43 because the last computed penalty function values may 

not correspond to the best obtained values of U. The input IPEN~K controls 

the number of cycles. This automatic cycling has only been used on Test 

Problem # 1 but it could easily be generalized for use with most objective func-

tions with iruplicit constraints. 

The ,mathematical form of the penalty function, calcula,tion for Test 

Problem -# 1 in OBJECT originally was: 

P = P f + PFCON L f2 (E. + 6E.j 
o. • 1 1 

i 

where :f(x) = rr..:n (0, x) 

E. 
1 

[
10 

= ~ 
j=I 

a .. u. 
1J J 

6E. = 0 for 1 st cycle 
1 

and the summation on i goes over i = 3, 4, 5, 6, 9 only since it can easily be 

shown that the others need not be considered. At the end of the convergence 

cycle, set Ei = f(E i ) using the converged U values and start the next cycle. 

However, recent tests have indicated that only i = 5 and 6 were active for 

V,f104A trials on T. P. # 1, and OBJECT reflects this. Manuai cycling was used 

with the Penalty Function Test function shown'in Figure IV -6. 

3. PATTERN MOVE SEARCH (PMS) 

The basic logic of Pattern Move Search is shown in Figure IV -2, and its 

detailed logic shown in Figure tv -1. The program. makes use of an exploratory 

subroutine, which operates in two different modes. The exploratory subroutine 

starts at a given base point UB, and makes exploratory :moves',ac::ot"ding to . 

built-in rules, in a search for a smaller value of P. The output of the exploratory 
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c 
• 

Start 

1 
Initialize 

Return to 
~ Saved 

Base Peint 

~ 

Exploratory 
Subroutines ~Exit P.M. 
(Mode +) Failed 

~. 

Test 

, 
Save Base, 
Point. Then. 
Make 
Pattern 
Move 

Exploratory 
Subroutine 
{Mode -} 

< 

Figur~clV.,...2 Basic Logic of PMS 

." t>.~ 

c 
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subroutine is an "advance point" UA and function value PA, with PA f. PB if the 

(~ search succeeds, and with PA = PB, yA = UB if it fails. In "Mode Plus", the 

subroutine keeps trying, varying step sizes and/or other search parameters, 

until it either succeeds, or concludes that PMS has converged to a solution. 

In rrMode Minus", the subr outine stops after one run thr ough its exploration 

sequence, regardless of success or failure. 

Pattern Move Search proceeds by generating a sequence of accepted 

base points, each of which gives a lower function value than the previous one. 

A "pattern move" generates a tentative new base point by displacing the newest 

"accepted base point by a vector equal to (or proportional to) the difference be­

tween the newest and next-newest accepted base points. The tentative new base 

point is improved by use of the exploratory subroutine {in "Mode Minus "} and 

the result tested to see if it is an improvem,ent. If so, it becomes the newest 

accepted base point, and the cycle repeats. If it is not an improvement, i. e. , 

if the pattern move (together with its associated local exploration) is a failure, 

the program returns to the newest accepted base point (UE) and executes the 

(~ exploratory subroutine in IIMode Plus". If this fails, the search ends. If it 

succeeds, the output and input of the subroutine become the newest and next­

newest accepted base points respectively. 

A special merit of Pattern Move Search is that the tentative new 

base point generated by a pattern move is not tested for success until after an 

attempt has been rnade to improve it by a local exploration. This means that 

Pattern Move Search can follow a curving valley; even if a pattern move misses 

the valley floor and hence gives a high function value, the subsequent explc::-:l.­

tion sequence rnay find the valley again, so the over-all rnove is a success. 

Search prograrns which always reject points that do not show an irnrnediate 

irnprovernent will sometirnes be rnuch less efficient than Pattern Move Search. 

(Sornetirnes they may be rnore efficient; persistence is not always a virtue.) 

Most of the logic in Figure IV-I can be understood from the pre-

vious discus sion, and comparing with Figure IV -2. FORTRAN reference nurn­

bers to the left of the blocks are useq. in the fC?llo\Virlg discussion. LCCONV is 

a branching control quantity set by the exploratory subroutine in subroutine 

• 
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SUCCES, and subsequently tested by PMS to decide whether to continue or to 

C terminate the search. Another possible ter~ination of the search is by the 

Minute Improvement Test, which counts the number of consecutive iterations 

that have failed to improve the function value by amounts above a given thresh­

old, named BIAS. A third mode of termination occur s if the number of explora­

tory moves, XCOUNT, exceeds a given limit, COUNT. 

Block 17 is initialization. Block 27 saves the newest accepted base 

point (labeling it .!JE) and performs a pattern move. The coefficient K5 in Block 

27 is currently set at K5 = 2. By choosing K5 greater them 2, the lengths of a 

sequence of pattern moves can be made to grow more rapidly, but with increased 

probability of failure. Block 22 restores the saved base point after failure of 

, " ~'. 

the pattern move. The vector BVB, which remembers which components of 

the ar gument vector are at their bou~ds (and hence requires different treatment 

in the exploratory subroutine) is saved and restored along with UE. The opera­

tion denoted by BOUND U, in Blocks 55 and 27, is a subroutine that exaITlines 

each component of U to see if it exceeds the prescribed upper or lower bound. 

If so, U{I) is set equal to whichever bound was violated, and ~ is changed 

accordingly. 

Pattern Move Search provides a very general framework into which 

almost any type of optimization algorithm can be fitted as an exploratory sub­

routine, with minimal changes in PMS itself. For exam.ple, if it should be de­

cided to modify the optimizer so it can handle &eneral sets of equality and/ or 

inequality constraints, this could be done by developing a new exploratory sub­

routine with the t:esired capabilities. The only changes required in PMS itself 

wo":!ld be (a) replacing BOUNDU with a more elaborate operation which enforces, 

or approximately enforces, all active constraints, by projecting the search 

point onto constraint surfaces, and (b) saving and restoring information that 

remembers which constraints are active; this requires an extension of the 

BVB vector. 

The PMS program and its associated subroutines were first de­

signed for minimization without constraints, and modified:rlntH~tJ:iey accom- ,~ 

plished this reliably and moderately efficiently on a set of test problems. 

------~----------. 

,';.. 
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From these experiments, UNIVAR appeared to be a better "valley-follower II 

ethan EMR and was therefore selected for further development. PMS and UNIVAR 

were modified to provide for the enforcement of specified upper and lower bounds 

for each component of the argument vector. Also, PMS was modified to incor­

porate an improved stopping ru1e (the IIMinute Improvement Test!!). EMR was 

not modified, but EMR and the original version of UNIVAR are still usable for 

problems where argument bounds are absent, or do not affect the solution. 

4. SUBROUTINES 

The ten subroutines and their interrelationships are indicated in Fjg­

ure IV - 3. The arrows indicate whic:h subroutines are called by each individual 

. subroutine • The subroutines are divided lnto two groups: the prima,l' Y' search 

tech..."1.ique.:;, and accessory subroutines which accomplish smaller tasks. The 

subroutine OBJECT evaluates the objective function, and therefore is used by 

all the search progralns. Block diagrams of the key subroutines are included 

in Figures IV -4, IV -5 and IV -7. 

4.1 VA04A (POWELL'S METHOD) 

Powell's method is what is knovvn as a "conjugate direction" method. 

It proceeds by a sequence of one-dimensional searches. The search directions 

are chosen in a manner which will find the exact Ininimum of a quadratic func­

tion of n variables with continuous second derivati.ves, in a finite number of 

steps. For functions which are not quadratic, but can be approximated by 

quadratic functions in the neighborhood of the minimum, rapid' convergence 

may be expected. VA04A has no provisions for handling constraints except by 

penalty functions. 

A detailed flow diagram of VA04A; as defined by Powell's unpub­

lished program listing (Ref. 4) is given in Figure IV -4. The principal symbols 

are listed in Table IV -2. To understand the program logic, which is fairly com-

y: = X;· 

for i: = 1 step 1 until N do MIN(i); 
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Accessory 
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I 
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------------~~~~~~~~------~ f?\ 1TONE=I DMAX;::W(1L1NE} t5'8' o FP=P DACC=DMAX· SCER fo'\ \;;!3J K=1D1RN 
SUM=O DMAG=M1N [DDMAG, 1· DMAX] \V U=UtDD· J!.....{K 

DL=I. 
DDMAX=C). Initialize Working Storage 

Initial P IXP=JJ . DMAX=MAX [DMAG, 20· DACC] DD=D-DL EVALUATE P 

Evaluate P W (1XPtl-1XPtl+N) ~ DDMAX = 10. DMAG ~ DL=D ~ NFCC=NFCCt 
r-FKEEP=2.P ~ =U IF (1TONE=3) GO TO 71 GO TO[IO, II 

1D1RN=Nti DL=O· D=DMAG, FPREV=P 13,14, 96J , 

-tN 

1 
, 12 

IS 

DDMAG=. 1· ESCALE Y:l. (1- N)= ESC ALE 
SCERcc:.05/ESCALE W [(N t I) t every Nt 9 = 

JJ=N2 +N ~ IMINcl 
JJJ=JJ +N ITERC=l 

ISGRAD=2 1LINE=I 1S=5, FA=P, DA=DL K=Ntl 
NFCC=l 
IND=l 
INN=l 

Later 125' T est For MAX. MOVE SET UP MAX Move @ 
@ 0 

FA=FP 
DA=-I. 
FB=FHOLD 
DB=O: .. D= 1 

• FC=P.DC=D 

@ 
r---

Iterations V::.::I I 
---D-A-+D-B---(F-A---F-B~)"""" r---------. D=DBtSIGN (DB-DA). IDDMAX 
D 5 - IS= I 

@I P-FB ~ r-£i P-FP 1 
~----------B,,....------, 1 

FB=FA ~ ISGRAD ~ =. DA-DB r.:.. IS=I ~ DDMAX=2. DDMAX 
I A=(DB-DC)· (FA=FC) 

B=(DC-DA)· !FB-FC) IS=4 ID -DBI -DDMAX DDMAG=2. DDMAG 
[DA-D] • [D-DB] [DDMAG-DMAX] 

A DB=DA 12(1 st 
FA= P +iteration) 

FA .. P,DA=D 
GO TO 30 • 

D 

DA=D D=2. DB-DA !O, t !O, - @ .0, - • t 
IS=l 

@GOT08 
I GO TO 8 I 1 GO TO 8 J GO TO 8 I DDMAX=DMAX 

GO TO 8 

F A=FB, DA=DB 
FB=FC,DB=DC 
GO TO 26 

P=FI. D=DI - DL 

jDD=v'(DC-DB).(DC -DA}{DA-DB)/(AtB 
U = U + D· W (IDIRN-+N) - - -
JY,.(IDIRN-+N)=DD. W(IDIRN-+N) 

W (ILINE,= W ILINE}/DD 

° 

° twRITE ITERC --. 

INFCCt P, .!! 

® ~ 
II PRINTJ-
.2 

1 

-
IDIRN-JJI ~ FA=FB.DA=DB, FB=FC ~FPREW - P-SU}v"'l 

~O. t ! DB::DC GO TO 25 
0, t + 

ISUM=FPREV - P Compute New Direction l- lIND I ~IL=ILINE 

~ 1. 

FHOLD=P 
IS=6, IXP=JJ 1 

". 

IS=3 
GO TO S 

FA=FB 
DA=DB 

GO TO S 

-

GOTO C 

GO 
TO 
B 

GO TO S 

MAX. CHANGE 
DOESN'T ALTER 
FUNCTION 

E~IT 
+ 

FP-P I D=2 FP+P-2· Fti0LD 
I • (FP-p)2 

GO TO 7 J ~O, -~ 
IDIRN = IDIRN+ N GOT05310 '[ W (IXP+I +N)=U ::Vl(IXP+1-+N (D· (FP-FHOLD-SUM)2_SUM 1 LGO TO 37 J tIT ONE ILINE=ILINE+ 1 (IPRINT-I) - ,+ 2 DD=l., GO TO 5S ~O. + 

Shift in New Direction 
@RESTORE U 

2 
~ @I IND J @ I 2 

GO TO 37 

~ 
-

IDIRN=IDIRN-N and Choose AAA For Largest Direction Change + GO 
AAA=AAA· (1. +DI' - 2 OTossIIJ=.TIL· N+ 1; (J -JJ) TO ITONE=3. K=IDIRN IXP=JJ, AAA=O •• P= FHOLD .. IPRINT-2 IND 1 ~ 61 IXP=JJ, AAA=O. --. ~ =,!L- W (IXP+I -+N) I W (IXP+l;.+N)1 (IND) -,0 

.0, + 1 ~ cT'nvergence N 1 Sh 'ft D ..!tC!S.-+N) = 2!. (JJ + I-+N) IF(AAA·IMINC(I}I-I~(IXP+1-+N}D<0. AAA= MINC (I) @ ~2 est orma 1 own 

GO TO 50 I IAAA-1 t GO TO 1061 W (J -N-JJ -N}=W (J-JJ) IW(K-+N)f) I - -IF [ AAA > - 0, AAA= + W (JIL-I-+N)=WJIL-+N' EQUIVALENCE TABLE 

@. ITERATIONS e 1 E (1 -+N) I W(K-+N)I 
@IIND=II 

0, - , 
GO ~O 62 

tEQUIV ALENCE 
Dol13 I= I, N IGO TO 761 E (l-+N) Restart U = X @ • + -'IVOMPLETEI: JIL-I 

r+lIXP=JJ ~ DDMAG=I. ILINE=N 
MINC~ IXP=IX.P+ 1 2 IND=2 

P+GO TO D 
BY VA04A -

WeN)= ESCALE1AAA GO TO 7 ~ICONJ r DDMAG-. 4VFP- P • FP=FKEEP K=IXP+N (INN) P=F [CP-FKEEP) t-- itJIL) l~Exit I!SGRAD=I rt P=FKEEP 
21e @I P-FP ___ - ~ ~O ~ 

2 __ 
AAA-.1 INN=2, K=JJJ IEVALUATE P .+ 106 

[GO TO 7s1 !W(IXP'=W(KI !W(IXP)=X(I) W (K+1 - +N)= U IN'FCC=NFCC+ 1 .O~ + ITERC=ITERC+ 1 + .to. - + I- P .. FKEEP II ~n=WiKl - - ~ .'!L = .!L. +1 0 •• MINC !DDMAG=O. ACCURACY (ITERC-COUNT) (JJJ+l-+N) JIL=2 EXIT 
@ Xr:.W 

.*-FKEEP=P ~O TO lOS LIMITED BY --+EXIT w-. ° O. - • FP=P ~ ---. JIL=2 INN=I 
-113 .. ERRORS INP I GO TO 5 I lOS EXIT 104 P=FKEEP GO TO 92 GO TO 35 

Figure IV -4 BlOCk Diagram of M. J. D. Powell t s Pirect Search Optimization Subroutine "VA04A" 



C 

c 

PA = PB 
U COUNT = 0 

I LCI I 
+ 1-,0 

~ ~ 9 -----&.-..&....-
LC3 = -2 

90 
STE(I) :z: KII STE(I) 

U = UB LCl2 = -2 

Start 1nne:r Loop (I = 1- N) 

n 89 
UT =U(I) 

lpo&..-B-V"'A-(I-)---a~ +, ~"""-B-V-B-(-I)""""ll-°-'" .. ~ C 12 = 2 11--1--'" U (I) =U(l) + STE (I) 

29 
• • DEL = UMIN(I} - U(I) 

88 (DEL) 0 

• I LeI 1 
, -I +,0 -
UT ;: U(I) 
U(I) = U(I)STE(I) 
CALL OBJECT 

(P .. PA) 

~ +,0 

+,-

DEL= UMAX(l) - U(I} I 
DEL 

+ 1 ... ,0 

+,0 

94 U(I) = UMlN(l) 
DT = MINC(I) 

P(l) = UMAX(I 43 
DT = MINC(l) 

J , 
95 

CALL OBJECT 

1 GO TO 99 1 BVB(I)=0.1 86 
CALL OBJECT 
(P-PA) (P-PA 

87 

1+. 0 
1iI-----~ 

_Ir. ___ ---II - +.0 

PT=PA 
PA=P 
DEL2=STE(I) 
Go to 90 

DELI=U(I)- UT 92 
U(I)=UT 

1 
I LCl2 I 

PA = P 
BVB(l) :z: 1 
STEel) ::0: 4. • DT 
Go to 29 

+,0 1 .. 
~------------------------~ PT=P 

STE:(I)=-STE(l) L.. 

DEL2=DELI --------' 
Go to 90 

Figure IV r-5 Block Diagram of UNIVAR Subroutine 

Quadratic Fit 1 
9Rr-----------------~--------------~ 

PMPA = P-PA 
PTMPA = PT-PA 

E = .5 [DEL22 • PMPA .. DELI2 • PTMPA] 

DEL2 • PMPA + DELI. PTMPA 

U(I) = U(I) ... E 
CALL OBJECT 
STE(I} = STE(I}/KII 
(P-PA) 

STf:(I) = STE(I}/2 99 
U(I) = UT 

I 
721 DEL = I STE(I}/ ... MINC(I}l 

!+ 1-
ILC3 = 21 STE(I)=STE(I). MINC(I) 

ISTE(I}I 

rl If (1 < N) Go ~Q 29 I 
t 

Inner Loop 
Finished 

+ 0.-
'-------.. 

SilcALL NEWBI 

LCCONV=O 
L......t CALL SUCCES 

LCCONV 

114 I 4 

• I Return Go to 9 

32 

AJ4[-21 
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~------------------~---------r----------------------------~~'--------~ 
FUNCTION 

Qua.dratic 

Cube 

Orbit Transfer 

Sharp Valley 

Penalty Function Test 

Colvillefs Test} 

Problem #4 

Co1evi1~~ts Test} 

Problem # l' 

LC5 
SETTING 

1 

z 

3 

4 

5 

6 

7 

TEST OEJECTIVE FUNCTION 
P 

z 
.. u 

Z 

z ... u 
3 

Lengthy Evaluation 

Z · 3/ (1. ... u 1 ) + 100. I U z - u 1 

F(u) + A • G (u) + B • G (u)Z 

Z 2 Z Z Z 
100.(uZ "u1 ) +(I .... u 1) +90. {u4 -u3 , + 

.(1 .... U 3 )Z + 10.1 (u2 .. 1)Z +[(u4 Hl}Z] + 

19.8 (uZ -l) (u4 -1) 
I. 

5 
+ 

5 5 
+ 

5 
d. u 

3 

l: e. u. l: l: c .. u. u. l: J J 1J 1 J J j 
j=l j=1 j=l j=1 

And constraints are present. 

Figur¢IV~6 Available Test Functions in Subroutine "Object" 
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Write-End of (he 
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+.0 l-
------------------~----------------------------~ 

I LCJ I 
+,0 1-

~------------------~ 

LCCONY=4 
(LCI) 

Write-Search 
Failed 
LGGONV = 3 

42 

39 Write-Search 
Converged 
LCCONV = 2 

XCOUNT =XCOUNT+ 1 

Store PA, PB and U 
for Plotting 

Figure. :lV -1 Block. r>iagrarn ior'Sub:reutihe B'uc~e8~s 

41 Write-Search 
Success 
LCGONV = 1 
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for i: = 1 step 1 until N-l do Pi: = Pi + 1; 

PN: = y = x; MIN(N). 

where x is an N-companent argument vector (equivalent to the U of our notation), 

y is the value x had at the beginning of the cycle, and MIN(i) is a subroutine 

which performs a one-dimensional minimizing search parallel to Pi' starting 

from the best point found previously. The vectors Pi are originally chosen to 

be parallel to the coordinate directions. The routine perfor ms a linear search 

parallel to each Pi in sequence. The net resulting change in x defines a new 

p-vcctor, and all the p-vectors shift down in the list, the oldest (the previous 

Pi) being discarded. 

Powell's actual procedure is somewhat more cornplex than this. It 

is evident that if his set of vector s Pi ever beccme linearly dependent, his 

search process becomes trapped on a hyperplane ana will never find the solu­

tion if it is not on this plane. To avoirl this, he does not always discard the 

oldest vector; another vector I chosen by a rather complex set of rules, is 

sometimes discarded instead. Also, the newly generated direction is not al­

ways accepted. 

Powell's program performs N+l one-dimensional searches per 

iteration, each search requiring at least two new function eva.1uations. It will 

find the exact minimum of a quadratic function in ~ iterations, requiring a 

total of N2 + N linear searches. For non-quadratic functions, the exact answer 

is generally not found, and more than N iterations will usually be required to 

obtairi the accuracy desired. The convergence is ultimately quadratic. That 

" is, if the function to be minimized behaves like a quadratic function in the 

neighborhood of the optimum, then if the search point is sufficiently close to 

the solution and at least N cycles have occurred, each subsequent iteration' 

will double the number of Significant figures. The number of linear searches 

required for minimizing a quadratic function could be halved by a slight change 

in the program logic, but this change would not double the program's efficiency 

for minimizing non-quadratic functions; at most, it might save half of the.-first 

N2 + N searcheS.,that would Qt'Werwise bt.!<perfor.med,':'l;),u,t sllbsequent operation 

would not be improved. 
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The version of VA04A used in DSOP diffe~s from Powell's original 

program by tw.o small changes. The first .of these changes eliminates a diffi­

culty that would otherwise occur in unusual conditions: The zero output of the 

branch on FP-P, at Block 96, is new treated like a negative output (GO to 37). 

This change prevents a division by zer.o which would .otherwise cause the program 

to fail. The second change was intr.oduced to facilitate the efficient use of 

VA04A with penalty-function cycling. It provides an option of bypassing PowelPs 

initialization, so search directions and scaling are preserved from the last use 

of the VA 04A routine. 

4.2 UNIVAR 

The subroutine UNIVAR exists in two versi.ons: an original versi.on 

which has no provision for b.ounds on the argument variables, and a revised 

version that incorp.orates such bounds. Either version works with PMS, but 

.only the revised versi.on, wh.ose flow diagram is shown in Figure IV -5, is included 

het"e. 

The original UNIVAR proceeds by making a sequence of .one-dimen­

sional searches, each parallel to a c.o.ordinate direction, until all directions 

have been tried except those fer which BVA(I) = O. Each one-dimensional 

search begins from the best p.oint found by the previous search. The logic for 

a .one-dimensional search is as follows: 

Step in the st.ored directi.on (and by the stored am.ount; beth ar'e de-
./ ..... . 

fin:~dby a c0Il?-ponent of the step vector STE). If this succeeds, increase step 

size and repeat. If it fails, reverse directfon and go the .other way. Proceed 

until the minimum along the search direction has been bracketed, i. e., until 

a set of three p.oints has been found with the smallest function-value in the 

middle. This .occurs when a success is followed by a ,failure, .or when the first 

step fails and is immediately foll.owed by a second failure when the reverse di­

recti.on is tried. Fit a quadratic function t.o the values f.ound at these three 

p.oints, and try the p.oint where this qua.dratic is minimal. The search result 

is either this new p.oint or the previ.ou~ middle p.oint." whichever has the least 

C function-val 1.le. Th~ step s'i.ze t$-rieduced''to''~ahcelthtela'st'increase and is 
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further reduced by an extra factor of one-half if the last trial (from the quad-

C ratic fit) is not a success. However, step size is not allowed to go below a 

c 

prescribed minimum size. 

This one-dimensional search procedure is known to be inefficient, 

since it requires a minimum of three llew function evaluations per direction, 

whereas Powell's one-dimensional search procedure (based on remernbering 

and updating an estimate of the second derivative) reduces the minimum to two. 

Adopting Powell's rules for one-dimensional searches might reduce the number 

of function evaluations for each execution of UNIVAR by as nlUch as 33%. The 

avera.ge reduction would be less than this, but still significant. This improve­

ment has not been incorporated because other developments have had higher 

priority. 

The revised UNIVAR is the same as the original UNIVAR except 

for extra logic to handle upper and lower bounds on the independent variables. 

The binary-valued vector BVB keeps track of which variables are at their 

bounds. If B VB(I) = 0, indicating that the Ith coordinate is in the interior of 

its allowed range, the search along the Ith direction is the same as in the orig­

inal UNIVAR, unless a tentative step reaches or exceeds a boundary. In this 

case, a step to the boundary is tried instead. If this step fails, the search 

along the Ith direction will end at an interior point. 'If it succeeds, B VB(I) is 

set to 1, STE(I) is set to call for a small step (4 times the minimum size) away 

from the b~)Undary,and the routine goes on to the next direction. 

If BVB(I) = 1, indicating that the Ith variable is at a boundary, this 

coordinate is left unaltered unless LeI = +, in which case a step away from the 

boundary is attempted. If this succeeds, BVB(I) is set to 0 and the search pro­

ceeds as from an interior point. If it fails, step size is reduced to half its pre­

vious rnagnitude, or to the minimum magnitude allowed, whichever is greater. 

The motivation for restricting attempted inoves away from a bound­

ary to cases when LeI == + (i. e., to times when the pattern-move sequence is 

being started for the fir st time, or is be,ing restarted from an old bas.e PQirrt 

after failure of a pattern move;i}isrto~,~.:educe~the ,number;,of'unsucces sful attempts 

to move away from the boundary that would otherwise occur if the true final 

··c·· 
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solutions call for one or more variables to be at their bounds. Since search 

(,~ t;rmination on step size is permitted bnly when LC I = +, the program cannot 

exit on step size without having tried moves away from all boundaries. It can 

"exit on test" if there is a prolonged sequence of pattern moves which are all 

successful but give very small improvement, but this is highly unlikely; in gen­

eral, one of the pattern moves will fail, and the next execution of UNIVAR will 

attempt moves away from the boundaries. 

(: 

4.3 EXPLOR 

This was the first "exploratory" program tried with the Pattern 

Move Search. Its principles are described in Reference 1. No exercised constraints 

are allowed. Test runs generally indicated EXPLOR was inferior to UNIVAR 

(see Paragraph 5 of this Appendix). The EXPLOR listing in Paragraph 6 can be 

used to follow the discussion below. 

Components of the argument vector U for which BVA(I) = 0 are 

treated as cons:ant constraints; other components of U are varied systematically 

in a search for a local minimum. For each value of I for which BVA(I) == 1, the 

routine tentatively changes U(I) in one direction and then (if this fails to reduce 

the function value) in the opposite direction. Th~ direction tried first is deter­

mined by the sign of STE(I), and the :magnitude of this quantity determines the 

step size. If either change succeeds, the value of PA (which is the best value 

of P found so far) is updated, and the search proceeds from the altered ar gu­

rnent vector, by considering the next value of!. If both directions of change . -

along the Ith coordinate axis are unsuccessful, no change is made in U(I), and 

the routine moves on to the next value of I after saving some auxiliary infor­

mation. 

When all variable components of U(I) have been treated as described 

above, the routine decides whether to accept the result, or try one additional 

"interpolatory" step, :vvhose components are given by a vector- STF. The value 

of STF(I) is zero for any value of I for which BVA(I) = 0 or for which either of 

the steps ±. STE'(I) su~ceeded. For the remaining cases (i. e., B VA(l;.) = 1, and 

.±STE(I) both unsuccessful), STF(l) is computed by con.<ide?Hii4g:the locadon.o£;"r(f\.~· ~,,; 
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the minimum of a quadratic function fitted to the function values found at the 

C three points U(I) and U(I) + STE(I), with all other components of U fixed. If 

KI were cho·sen to be I I 2, and no other coordinate s were involved, STF(I) 

would give a move to this minimum. A value of KI less than I 12 is appropriate 

in multidimensional cases. If P(Q) is a quadratic function, and if all coo!"dinate 

steps have failed, it can be shown that the interpolatory step always succeeds 

if KI < I IN, and is always too short (under shoots the minim.um) if KI < I I 2N. 

Therefore, KI should be between lIN and 1/2N. 

The decision to try the interpolatory step, or not try it, is made by 

co.mparing the total function reduction obtained by steps + STE(I) with the ex­

pected further reduction obtainable by the interpolatory step. This expected 

reduction is proportional to SUM, if interaction between coordinates is ignored. 

A coefficient K4 is provi.ded which can be adjusted to bias the decision. If 

K4 ~ 0, the interpolatory step is never tried unless all the steps + STE(I) failed. 

If K4 is made very large. the interpolatory step will always be tried. 

The step vector §1:E is updated during the ruutine, to provide a 

(/ favorable step for next time. If step STE(I) is successful, the new STE(I) is 

larger (K3 > I). If STE(I} fails but the reverse step succeeds, STE(I) rever ses 

sign but does not change rr>.agnitude. If both steps + STE(I) were unsuccessful 

the new STE(I) has its sign determined by comparison of the two unsuccessful 

trials. 

c 

An input option (LCI) is tested in SUCCES to allow the routine to 

exit on failure to reduce the function, or try again with reduced step sizes until 

either success is attained, or the step sizes .::re reduced to the allowed mini­

mums given by MINC. 

The performance of EMR could probably be improved significantly 

by adding a one-dimensional search along the direction defined by STE, 1. e., 

parallel to the "interpolatory rnove." However, this experiment has not been 

tried. 

4.4 ONEDS 

ii •.• -~ ;~; ;,~TJ~~$,;;i~\.simplya one-dimensional search program which is used by 

New Block and with a search variation with EXPLOR in the MAIN program'. 
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4.S OBJECT 

'This program computes a single number which corresponds to the 
• 

value of the objective function. The inputs are essentially just the independent 

variables U. Seven different test functions (see Figure IV -6) have been used in 

the experimt:!ntal tests of the optimization algorithms. The selection is con­

trolled by the input integer LCS. The two dimensional version of CUBE was 

taken from Reference 3; Colville's test problems carne from Referenct: 6; the 

orbit transfer problem carne from Reference 7. 

Additional functions can be readily added to OBJECT by using new 

LC7 branches. Also, any available, function-evaluation prograrn can be substi­

tuted for OBJECT by appropriately renaming variables and adding COMMON 

statements. 

4.6 NEWB 

NEWB (New Block) l,lses some of Powell's basic ideas to accelerate 

convergence. As is shown in Table IV:-3, it has been m:ed both with the sE:'parate 

C accelerated convergence test and in UNIVAR with PMS. 

4.7 SUCCES 

This program is used by UNIVAR and EXPLOR after every iteration 

to test the condition of the search and set LCCONV accordingly. LCCONVis 

then tested in the PMS in the MAIN program. Also the iteration counter, 

XCOUNT, is updated and information for plotting is stored. See Figure IV -7 for 

the Block Diagram. 

4.8 SETQ 

SETQ performs some simple necessary settings for UA, UB, PA 

and' PB. 

4.9 BOUNDU 

This program limits all components of U to their bounds, called 

UMAX and UMIN. These quantities must be inputted on cards (or by modifica­

tion through COMMON). ,BOUNDU is cal1ed(~xc1usively from MAIN, initially 

0,·" and 'in PMS~ ;Sirriilar operations are also perforlned in UNIVAR. 
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() 

• 

Test 
Problems & 

Search Method 

Test Problem #4 
Powell 
(ICON = 2) 

Test Problem #4 
Pattern with' 
UNIVAR 
(ICON = 2) 

I Test Problem # 1 
Powell (l cycle) 
(ICON = l) 

Table IV-4 

A. R. COLVILLE'S FORMAT FOR 
TEST PROBLEMS # 1 AND # 4 

I- -
Prep. 

OBJ, Time Execute 
Function Guess Time 

MINC Value (Hrs .) (Sec .) 

t· s 

-

0'- (1) O. 1.3167 • !J 

"-_ .. 

• 005 o . . 5 3.667 

.05(1) -32.38 1. 2.450 
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I Funct. & Std. (2) 

Constr. Time 
Calcs. Ratio 

-

I 
330. I .0196 

1235 • .0545 

333. .0364 

1 MINC = .05 for Powell is equivalent to .005 for Pattern Move since Powell 
tests for. 1 (MINe = E) 

2 7094 Standard Ti:t~le = 67.2 sec. 

"'.' 



Case 
2 

OCO 
UNT 

7 

1 

31 
51 
79 
113 
147 

180 

220 

8 
23 

35 
55 
82 
114 
147 

182 

238 

-

P 

1. 

1. 
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Table IV-5 

• ACCURACY AND TIMING COMPARISONS BETWEEN 
UNIVAR AND EXPLOR WITH PMS 

Test Problem = CUBE 

Starting Conditions 

Case 1 (0, 0, 0) 
Case 2 (l0, 0, 0) 

UNIVAR 

U(l) 

O. o. 
O. o. 

U(2) 

'I 
II 
lOCO 
I UNT P 

6 0.9999 
I 18 0.9996 

Running Tirne (sec.) 
UNIVAR EMR 

2.583 
1. 683 

2.317 
2.466 

EXPLORATORY 

U(1 } 

'0-4 0.1056 • .1 . O. 

U(2) 

0.2082. 10- 3 0.14021. 10- 7 

o .4727 0.31250 0.03052 30 0.9905 0.4779. 10- 2 0.10216.10- 7 

0.4172 0.35408 0.04439 54 0.5849 0.23575 0.01031 
0.1901 0.56310 0.17855 78 0.2758 0.47495 0.10603 
0.07818 0.72039 0.37386 112 0.06079 0.75354 0.42716 
0.02546 0.84044 0.59365 144 0.00223 0.95286 0.86495 

0.00394 0.93726 0.82334 177 0.606. 10- 4 1.0075 1. 02294 

0.655. 10- 6 0.99919 0;.99757 199 0.570. 10- 4 1.0075 1. 02281 

1. .596. 10- 7 O. 10 0.57554 0.26401 O. 
1. O. O. 24 1.4454 0.'26401 O. 

1. O. 0.254. 10- 8 34 0.6165 ' 0.26401 O. 
0.47266 0.3125 0.030518 55 0.3370 0.42102 0.078811 
0.28749 0.46381 0.09978 84 0.3008 0.45322 0.088791 
0.12412 0.64769 0.27170 115 0.1194 0.65488 0.279237 
0.04666 0.78398 I 0.48186 149 0.0255 0.84058 0.59484 

0.01184 0.89119 0.70781 183 0.74. 10- 5 1. 0008 1. 0028 

0.655. 10 - 6 0.99919 0.99757 1204 O. 11. 10-5 1.0009 1. 0026 
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4.10 PLOTOP 

UA, UB, PA and PB from UNIVAR and EMR can be plotted as func-- --
tions of XCOUNT by setting LC7+. The necessary storage of quantities is done 

in SUCCES. 

5. COMPARA TIVE TABLES 

Four of the test functions shown in Figure IV -6 were us ed with var­

ious search methods to determine the number of objective functional evaluations 

required since this factor is important for problems with the complicated ob­

jective functions expected to be encountered in the QRGTS. Obse:::-vations from 

the results shown in Table IV -3 inc1ude: 

l) Powellis method was superior in almost an unconstrained 

cases, as was expected from a review of References 2 and 8. 

2) Accelerated Conver gence approachp.d the minimum faster thaa 

PMS but PMS terminated sooner. 

3) PMS with r;ew Block was generally worse than without it. 

4) Powell's rate of convergence is definitely a function of the 

MINC and ESCALE settings. It appears that MINC in addition 

to ESCALE should be set to reasonably high values. 

5) PMS was generally better than VA04A on Colville's Test 

Problem #1 (a problem with constraints) since VA04A failed 

for MINC = 0.5 and ICON = 2 and had an excessive number of 

evaluations for MINe = .005. 

Table IV -4 is included so Standard Time Ratios nf several of th .. 

runs in Table IV - 3 can be compared with the results in Colville's Non1:i.near 

Programming Study summary. All three rank in the top half of his listings 

with. 01.96 ranking 5th out of 24 methods. The Standard Time Ratio is an index 

developed by Colville (Ref. 6) to compare optimizer efficiencies independently 

of computer speeds. 

Table IV -5 is comparisons between UNIVAR and EMR when used 

with PMS on CUBE. These results, along with anothei"<' run not shown, were 

the determining factors in the de<cision to fur'ther develop UNIVAR rather than 
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EMR. For CUBE, EMR has lower OCOUNTS but has a U(2) error of 2% in 

(~ Case 1, and its running thne is longer on the average. 

c 



i: 
! 

c 

c 

8 
6, 

MA',.,OP 

C 808 COF~R 3/'2/67 

FORTRAN IV LISTINGS 

EFN SOURCE STATEMENT 

C MAIN PROGRAM FOR DSOP 
OIHENSlnN UEIIC),BVBSI20! 

lfoN'S) 

COMMON ~.UAIIO),U8(lOI,PA,pafU(lOI.P,PF.UF(lO).lCll 
C ,~VAIIO),Kl,K2,KlfK4,COUNT.STE(lOltMINC,lCl,lC3 

C ,l~CONV,XCOUNT,r.,lC17,lCS,STF(20),STGI20),PFCON 
COMMON IFUNCTI lC5,lC14,OCOU~T,BIAS,NX,lC15 
CUMMON IUNIVI Kll,UCDUNT,UMltolIZOI ,lIMAX(201,BVB(20), IlHIl,Il[M 
COMMON IVA~I ESCAlE,IPRI~T,ICQN,lCPF 
COMMON IPlnTI USIZO,5001,NPT,PASI500i,PBSI500) 
COMMON IPENFI ElCIICI,DHEClOI ,f(lJI.OFV,PfV 
REAL I'If".lC (10) ,Kl ,K2 ,;0 ,K4,K11 ,NX 110! ,1(5 

. 1 fOlH1AT f 2413) 
2 FORMAT 19ER.51 
3 FORMAT 11115E20.S)) 
4 FORMAT IIH 1I132HO lIST OF I~PUT PARAMETER VALUES) 
5 FORMAT 11K 1II17HO TIMEISECONDS) =,IE20.8) 
6 FORMAT IIHlll143HO OIRcCl SEARCH OPTIMIZATION PROGRAM (DSDP») 
1 FURMAT flH IIZ~HO lCGtCAl CHelCE SETTINGS) 
8 FURMAT IIH 134HO lei (N~GATIVE IS FAilURE EXITI ",Ill 

81 FO~MAT (42HO LC4 (TYPE OF GASIC Sf ARCH - PATTERN:31 -,Ill 
82 FURMAT (39HO lC5 (SELECTS AN ORJECTIVE FUNCTION) ·,11) 
83 FORMAT (4SHO lC6 (SELECTS UNIVAR(21 OR EMR wHEN le4=3) -,Ill 
14 fORHAT flH IIIlHO N US MINC 

C STf . eVA UMIN UMAX 
85 FORMAT f7E16.S) 
86 fORHAT liH 11TH Kl ~EI5.S,7H K2 =EI5.8,7H K3 =E15.8,7H K4 

C -E15.8,7H K5 -E15.8/Ix,SH COUNT = E15.8,7H 81AS -EI5.8,1H KII 
C-E15.8,q~ EStAlE "E15.S,8H PFCCN =E15.8) 

87 FORHAT IlH 126HO THE INITIAL VALUe OF P -,EIS.H) 
88 fORMAT flH 1I14tHO BEGINNING OF DIRECT SEARCH CALCULATIONS) 
89 fORMAl f33HO SEARCH CONVERGED - BIAS CONTRCll 
91 fORMAT 136HO SEARCH TERMINATEO - COUNT EXCEEDED) 
92 FORMAT C3lHO lC7 (POSITIVE FOR PLOTTINGI =,111 
93 fORMAT (32HO lCS (POSITIVE FOR NEW BLOCK) .. ,11) 
94 FO~MAT (33HO IPRINT (POWEll PR[NT CONTROL) =,[11 
95 FORMAT (33HO ICON (POWELL RESTART CONTROL) =,(1) 
96 FORMAT (46HO (PENFK (NUMBER OF PENALTY FUNCTION CYCLES! -,(21 
II RTIM· t.LOCKF(QQQ) 

XCOUNT • o. 
LCCONV .. 0 
UCOUNT • 0 
OCOUNT ': o. 
lCll = " 
LCllt • " 
lC15 • , 
Ltl1 '" '" 
ILIM '" "! 
NPT '" f' 

IPENF " 0 
LCPF .. " 
RfAO (~,l) N,lCl,lC4,LC5,lC6,LC1,LC8,IPRI~T,ICON,IPENFK 
READ f~.2J Kl,K2,K3,K4,K5 ,COUNT,a:As,KIl,ESCALE.PFCON 
DO 99 t • 1,N 

qq REAO(5,~t NX(t),U6111.~INClll,STE(11,eV·Alls,U"'IN(I),UMAX(11 

A IV 34 

2 

11 
22 

26 



c 

8 
MAI~OP 

• 
WRITE (h, 6J 
WRITE f6,4J 
WRUE (h,7) 
WRITE (fI,8) LCI 
WRITE (6,81) LC4 
WRITE (6,82) LC5 
WRITE (6,83) lC6 
WRIlE ''',92) lC7 
WRI TE (~.931 lCe 

EFN 

WR I TE 1 b. 94 ) 1 PR I NT 
WRITE ''',9''i) ICON 
WRITE f .... 96) (PENH 

SOURCE STATEMENT IfNfS) 

WRllE 16.86) Kl.K2,K3,K4,K5 .COUNi,81AS,Kl1,ESCALE,PfCON 
6,. WR IT E (" , 84 ) 

WRITE (6.851 INXf[),UBlll,MINC(l).STEil),8VAfll,UMIN(1J,UMAX(I), 
C I .. 1,~) 

Nt .. N + 1 
DO 55 , • NC tl C 

55 U( I) .. "'. 
C INlTlAllZE "II' 

If ltC' .fO. 3) CALL OBJECT 
00 10 t • l,N 

10 un t .. UB") 
CALL SOUNDU 
DO 9 I .. 1,N 

9 UB(I)" UlJ' 
CALL OBJECT 
PB .. P 
WR ITf r", 8 8 ) 
WRITE r~,87t P8 

50 DO 51 J a l,N 
51 S TF e () .. M J NC ( I ) 

IF eLC4 .~O. 31 GO TO 17 
IF fLt4 .EQ. 4) GO TO 52 
IF fLC4 .EQ~ 51 GO TO 61 

12 CALt f1(""lO~ 
If lLt4 .fO.2) GO TO 15 

. ,.. 
'8 .. Pl 
DO 13 , • 1,N 

13 UBfl)" UAfl1 
14 XCOUNT: XCOUNT + 1. 

IF CCXcrJUNT .GE. COUNT) .OR. ftC3 .LT. OlIGO TO+t' 
GO TO P 

CONE DIMENSlnNll SEARCH 
15 CALL O~~D S 

P8 .. PF 
DO 16 t .. I,N 

16 US Cl» .. UF e I) 
GO TO 14 

C PATTERN SeA~r:H 
11 DO 18 , .. 1.N 
18 UE( II .. usn I 

LC 11 • 0 
IFIN .. t'\ 

20 Lel" +1 

A IV 35 

35 
36 
31 
38 
39 
40 
41 
42 
43 
44 
45 
46 
41 
48 

49 

11 

81 

91 

~ 93 
94 

13t 



c 

c 

c 

a 
MAINOP EFN SOURce STATEMENT 

IF IlC~'.EQ. 21 GO TO 24 
CALL EXDlO~ 
GO TO 2'5 

24 CAll UN T VAP. 
25 If (LCCONV .EQ. 21 GO TO 43 

IF CLCCONV .EO. 3) GO TO 24 

IfNCSI 

C EXIT TEST Fn~ SUCCESSI VE TRIALS WHH MiNUTE IMPROVEMENT 
Let ,. -1 

21 [F I(P4-PE+BIASI .LT. 0.1 %fIN" 0 
IF 'IFr~ .GE. 51 GO TO 41 
lFIN .. tFIN + 1 
DO 27 ( • l,N 

21 BVBSlil • SYBIl) 
DO 19 I • l,N 

19 Uti). UEIII + K5.CIJAClI - UECIJ! 
CALL 8tJUNOU, 
CALL OAJECT 
DO 23 I • 1,N 
Uf ( I) • UA ( I J 

23 USC I) • U(t) 
PE • PF. 
'8 • P 
If (LC~ .EQ. 21 GO TO 31 
CALL EXItLOR 
GO TO " 

31 CALL U~Jl/A~ 
32 IF (~CnUNT .GE. COUNT I ~o TO 42 

IF CPA .L~. PEl GO TO 21 
P8 • PF 
DO 22 r • l,N 
BVBCIJ .. aYBSCI) 

22 U8 (I) .. UE (t J 
GO TO ?C' 

~1 WRITE (~,8qJ 

GO TO 4' 
42 WRITE (6,91) 

GO TO 44 
C TEST FOR PENllTY FUNCTION ITERATION 

43 IPENF = IPENF + 1 
WRITE f~,3 I EX,OELE,F,OFV,PFV 
CALL ORJECT 
WRITE f~.3 J EX,OELE,F,OFV,PFY 
lCPF = , 
00 62 T .. 1,10 
UB I.l J '" U ( II 

62 DElE(IJ .. Ffll 
44 RTIM2" CLOCKFIOQOI 

Tl~E • fRTtM2 - RTl~1 •• 6 
WRITE f~,5) TIME 
IF (CIPfNF - lPENFK) .IT. OJ GO TO 64 
IF lLC7, .GT. 01 CALL PLOTOP 
GO TO 11 

C EXPERIMENT WTTH ACCELERATED CONVERGENCE 
52 CALL UNt YAR 

DO 53 r • 'l,N 
US, 11 .. UA C I) 

~ . .J. V ,JU 

162 

165 

198 
20G 

215 

218 

236 

238 

241 
21t5 
246 

262 

263 

268 

212 



c 

·c 

c 

I 
MAtNOP EFN 

IF (Lel! .EO. 2) GO TO 24 
CAll ExolO~ 
GO TO 215 

24 CALL UN' YAP 

SOURCE STATEMENT 

25 IF (lCCONY .EQ. 2) GO TO 43 
IF (LccnNV .EQ. 31 GO TO 24 

IFNI S 1 

t ELIT TEST FO~ SUCCESSIVE TRIALS WITH ~INUTE IMPROVEMENT 
ltl = -t 

21 If ((P~-PE+8IAS) .LT. 0.) IflN: I) 

IF (IFIN .GE. 5) GO TO 41 
(FIN:: 'FIN + 1 
DO 21 , .. liN 

21 BVSSII) .. I3VBn) 
DO 19 I- liN 

19 UBI - tJEltl + KS*C\,;AIII - UEIIII 
CALL BOUNDU 
CALL ORJECT 
DO 23 t • 1,N 
UE C I) • UA ( I , 

23 UB (I) • U C II 
PE .. P4 
P8 .. P 
IF eLCb .EQ. 21 GO TO 31 
CALL EXPlOP 
GO TO l' 

31 CALL u~r VAP. 
32 IF (XCn.UtH .GE. COUNT) GO TO 42 

IF CPA .LT. PEl GO TO 21 
P8 .. PF 
DO 22 , .. I,N 
8VBlI' .. BVBSCI) 

22 US (I) - UE (I ) 
GO TO ?!' 

41 WR ITt: (~, sen 
GO TO 41 

42 WRITE (6,91) 
GO TO 44 

C TeST FOR PENlLTY FUNCTION ITERATION 
43 IPENF" IPENF + 1 

WRITE (6,3 I EX,DELE,F,OFV,PFV 
CALL OAJEC T 
WRITE (~,3 ) EX,OElE,F,OFV,PFV 
LCPF .. , 
DO 62 f '" 1,10 
UB ( I) :: U I r I 

62 DELECI' :: FI!' 
44 RTIH2:: CLOCKF(QQQ) 

TIME ... IRTtM2 - RTl'" * .6 
WR IfE t '" , S) TJ ME . 
IF ICIP~NF - IPENF~) .IT. 01 GO TO 64 
IF ILC7 .GT. 0) CALL PLOTOP 
GO TO tt 

C EXPERIMENT wrTH ACCELERATED CONVERGENCE 
52 CALL UNt VAR 

DO 53 t • 1,N 
U8 Cit • UA r I I 

A IV 37 

162 

165 

198 
20G 

215 

218 

236 

238 

241 
245 
24~ 

262 

263 

268 

272 



c 

c 

8 
MAt~OP 

53 STf(l) • STGeI) 
P8 .. Pl 

EFN SOURce STATEMENT. 

IF (LCCONV .EQ.Z) GO TO 43 
GO TO ~, 

C POWELL SUBRnllT 1 NE 
61 CALL ,,~n4A 

GO TO 4~ 

END 

'e 
NEWSI EFN SOURCE STATEMENT 

C ~ODIF!EO POWELL APPROACH H. ROBBINS. R. COFER 
SOSP.OUTI NE NE t.a 
DIMENSION OT\20, 

lFN( S) -

IFN(S) 

COMMON N.UA (10) .UB ( 10) .P/uPB .OU OJ. P.PF,UF( 10) .Le!l 
C .BVA(10).Kl.K2.K3.K4.COUNT,STE(IO).~INC.LCI.LC3 
C .LCCONY.XCOUNT.E.LC17.LCO.STF(2~).STG(20) 

COMMON ~UNIY/ Kll.UCOUNT.UMIN(20),UMAX(20).eVe(20).ILIMI.ILIM 
~EAL KI1.MINC(lO).Kl.K2.K3.K4 
PT .. "B 
DO II J"'I.N 
UTe I) • U8C I) 

11 UCII '" UACI) + STFt!) 
CALL DeJECT 
IF CP .GE. PAl GO TO 10 
CALL SETO 
CO TO 9 

10 DO 13 !"'I.N 
13 UB(I) '" UCI) 

PB ... P 
9 CALL ONEDS 

PB '" PT 
PA '" PF 
DO 14 l'"'I.N 
UBC) '"' UTel) 

14 UA(I) '" UFCt) 
CALL ONEOS 
PA '" PF 
DO IS 1"'1 •• ' 
UACI) Z UFO) 

IS STGC) = .S*CUACI) - UBCI» 
RETURN 
END 

: , 

A IV j~ 

.: , .. ". 



c 

.AIV 5'-} 

B 
VA04 EFN SOURCE STATEMENT I FN( S ) 

" 
C B08 COFER 3/~2/61 
C POWELL PROGR~H CONVERTED TO FORTRAN 4 WITH H(NOR CHANGES fOR '.f. CYCLES 

SUBROUTt NE VA04A 
DJHENSTON WI40 ),XflO),EllO) 
eQU I VAU'NCE I X 11 ) ,U (1) ) , lEU! • Ml Ne I 1) ) , IF, P) 

. COMMON N,UAIIO),UBIIO),PA,PB,U!lO),P,PF,UFIIO),lCll 
C ,~VA(lO),Kl,~2,K3,K4,COUNT,STEllOI,MINC,lCl,LC3 

COMMON IVAOI ESCHE,IPRINTtiCON,LCPF 
REAL MTNCIIO),Kl,K2,K3,K4,Kll,NX(lO),K5 

511 fORMAl 15~16.el 
IF ILCPF .EO. 2) GO TO 211 
MAX IT ~COUNT 
OOHAG~~.I·EseAlE 
SCER·O.~5/EseAlE 
JJ-N-N+'" 
JJJ -JJ+N 
et-PHI 
NFCC-l 
INO-1 
INN-I 
DO 1 I-I ,~~ 
DO 2 J-t,N 
WCK) a O. 
IFCI-J)l;,3,4 

3 W' K J -AS C; IE (( ) ) 
WII)-BeALE 

It et-K+1 
2 CONTINUE 
1 CONTINUE 

211 
21Z 

5 

ITERC-! 
I SGRAD"'? 
GO TO 212 
IND - , 
FKEEPalBS (F)+ABS IF) 
nONE"'t 
FPaF 
SUM "'0. 
IlP aJJ 
DO 6 l:l,N 
UP-UP+1 
W I I XP ) .. X I I I 

6 eONTINUF 
IDIRNa"'+l 
ILINE-l 

7 DMAXaW'ILlNEI 
DACe -0"'. X. seER 
DMAG-A"YNI fDO~AG,O.l.O~AX) 
OMAG-AMA Xl fDMAG,20. eDACC I 
OOHAX-t".·"MAG 
GO TO f 7 Q,70,71J,fl0NE 

70 OLaO. 
O"OMAG 
FPRE V .. f 
15-5 
FA-F 

VA04A006 
VA04AOOl 
YA04A008 
VA04A009 
VA04A010 
VA04AOli 
VA04AOIZ 
VA04ACl3 
VAOItAOl't 

VAOltAOl6 
VA04A017 
VA04A018 
VA04A019 
VA04AOZO 
VAOU021 
YAOltA022 
YA04A023 

YAOltA025 
VAOltA026 
VAOltA027 

. VAOltA029 
VAOU030 
YA04A031 
VA041032 
VAOU033 

VAOltA035 

VAOitAOH 

VAOItA(l40 
VAOItAOitl 
VA04A042 
VA04A041 
VA04AOltit 
VA04AOlt5 
YAOltA046 



c 

8 
YAM 
• 

OA=Ol 
8 DO=O-Dl 

Ol=O 
58 K=IDIRN 

00 9 I -I ,N 
XCI JzX(I)+OO-WIKI 
K"'K+1 

9 CONTINUE 
CAll O"JfC T 
NFCC-NFCC+1 

EFN SOURCE ST ATEHENT 

GO TO (10,11,12,13,14,96I,IS 
14 IF(F-F~'15,16,24 
16 IF CABSfDl - O~AXI 17,17,18 
17 0=0+0 

GO TO Po 
18 WRlTE(6,19) 

IFNCS) 

19 FORMU(!iX,44HVA04A filAXIMUM CHAI'4GE DOES NOT ALTER FUNCTION) 
GO TO ~n 

'15 FS-F 
06-0 
GO TO 21 

24 FS-FA 
OB-OA 
FA-F 
OA-O 

21 GO TO IA3,23J,ISGRAD 
230-08+0Fl-OA 

I S-l 
GO TO 'I 

83 0-O.5-(nA+OB-lFA-F81/COA-DB)) 
1S-4 
IFIIDA-O)-(0-DB))25,8,8 

25 IS-l 
IFIA8S (O-OB)-DOMAX)8,8 , 26 ' 

26 O:DB+Sf~N (DDN~x,D8-DAJ 
15"1 
DOMAX=nOMAx+DDMAX 
ODMAGa~nMAG+ODMAG 
IFIOOH~~-DMAX)8,8t27 

27 DOHAx .. n"'AX 
GO TO " 

13 IFIF-F~)28,23,23 

28 FC:sF8 
OC"OS 

29 F8:f 
08-0 
GO TO ~n 

12 IF(F-FR12S,28,31 
31 FA .. F 

010",0 
GO TO ;,,! 

11 IFtF-fA132,lO,10 
32 FA"'FB 

DA a 08 
GO TO ,., 

11 Ol-..l. 

A IV 40 

YA04A047 
YA04A048 
YA04A049 
VA04A050 
YA04i1051 
VA04A052 
VAOl;A053 
VA04A054 
VAOltA055 
VA04A056 
YA044057 
VA04A058 

YA04A060 
VA04A061 
VACltA062 
VA04A063 
VA04A064 
VA04A065 
VA04A066 
VA04A067 
VACltA068 
VA04A069 
VA04A070 
VA04Aon 
VA04A012 
VA04A073 
VA04A014 
YA04A075 
VA04A076 
VA04A077 

VA04A079 
VAOltA080 
VA04A081 
VAOloA082 
VA04Aon 
VA04A084 
VA04A085 
VA04A086 
VA04A087 
VAouoas 
YAOltA089 
VA04A090 
VAOU091 
VAOU092 
YA04A093 

YA04A096 
VA04A097 

VA04A100 
VA04U01 



8 

00lUX a 5. 
FA=fP 
OA=-l. 
F8s FHOLf'\ 
OB-O. 
0,.1. 

10 FC=f 
OC=O 

30 A=(DB-nC)-(FA-FC) 
8=(DC-~~)-(FB-FCI 

EFN SOURCE STATEMENT' - IFN( S) 

If( (A+q J- IDA-DC I) 33 ,33 ,34 
33 FA-FB 

OAa-03 
fe-Fe 
DS .. OC 
GO TO ,(, 

34 O=O.S-(l.(DB+DC)+S.IDA+DCJI/CA+B) 
DlaDB 
FlaFB 
IFCFs~rr.i44,44,43 

4] DI-OC 
FI=FC 

44 GO to f86,86,85),ITONE 
85 nONE-' 

GO TO 4-; 
86 IF (ABS fO-OI)-DACC) 41,41,9] 
93 IF lABS C~-ol)-O.03-A8S COl) 41,41,45 
1t5 IF 'IOA-OC)-COC-OI! 47,46,46 
46 FA-FB 

DA-oB 
Fe-FC 
DB-DC 
GO TO '-'5 

41 IS-2 
IF CCO~-O).(O-OC)) 48,8,8 

48 IS=3 
;0 TO ~ 

It1 F-f I 
O-DI-DL 
OD-SQRT CloC-OB)-IOC-OAI*'OA-DB"'A+Bll 
DO 49 1=1,~ 
XIII-X(tl+O-W(IOIRNI 
WCIOIR~)·OO·WIIDIRNI 
IDIRN=H'lRN+l 

49 CO~TINUF , 
WIllINEJ-W((lINEI/OO 
III NE-ILI NE+ 1 
IFfIPRfNT-115l,SO,51 

50 WR!TECh52JtTERC,NFCC,F,(X(1) ,1-1,NI 
52 FORMAT (/IX.9HITERATION,15,I15,16H FUNtTIO~ VALUES, 

1 10X.1H~ .,E21.14/15E24.1411 
GO TO(~1,53J,IPRINT 

51 GO TO (~5,]8J,tTONE 
55 IF IFPREV-F-SUMJ 9~,9S,9S 
95 SUH-FPf:tF;V-F 

J llaILfNE 

A IV 41 

VAO~AI03 
VA04A104 
VA04AI05 
'IA04A106 
'IAOItA101 
VA04.4 loa 

'IAOItA110 

VAOItA 112 
VAOItA 113 

VA04A 115 
VAOltA116 
VAOitA 117 
VA041111 S 

'IAO~A120 
VAC4A121 
YA04A122 

VAOitAl24 

VAOU127 

VA04A132 
VAOU1l3 
VA04AIH 

, VAOItA135 

VA04A1H 

VAOItA1]9 

VAOltA141 
VAOltA142 
VAOltA143 
VAOltA-141t 
VA04A1ltS 
'IA04A146 

VA04A1U 
VAOltAl49 
'IA04A150 

'I A 040\ 154 

VAOU158 



(' 

( 

c 

VA04 EFN 

94 IF (IDr~N-JJ) 7.7.84 
81t GO TO (CJ2, 721 , t ~D 
92 FHOlD=F 

IS=6 
IXP=JJ 
DO 59 '-1,111 
l X?·[ XII+1 
WIIXPlsX(II-W(IXPI 

59 CONTINUF 
00"1. 
GO TO "lR 

96 GO TO f112,81),IND 
112 IF (FP-fi ~1,37,91 

SOURCE STATEMENT 

91 0-2.e(FP+f-2 •• FHOlOI/(FP-fl •• 1 
IF (Oe(FP-FHOlD-SU~) •• 2-SUMI 81,37,37 

81 J"'JIl*iH1 
IF (J-JJ) 60,60,61 

60' DO 62 ''"J,JJ 
":-I-N 
"(K)aW(t) 

62 CONilNUF 
DO 97 t"'JIL,N 
W(l-l):r:W(J ) 

97 CONTINUE 
61 IOIAM=rnIRN-N 

nONE-' 
K-IDIRi-J 
UP .JJ 
AAA-O. 
DO 65 t"1, III 
IXP·UP+l 
WCK)-W(UP) 
If (AA4-ABS (W(KI/ECIIII 66,67,61 

66 AA~zABS 'W(~)/E(I)) 

67 I(-K+1 
65 CmtTlNUe 

D014AG-l. 
W(N) -ESCUE IAA.A 
tLlNE-III 
GO TO 1 

31 IXP~JJ 
AAA-O. 
F .. FHOLn 
DO 99 r-1,III 
IXp .. lXP + 1 
X ( 1 J. X ( , 1-W ( I XP ) 
IF (AU-US (EII))-ABS (WlIXP))) CJ8,99,99 

98 AlA-ABS IW(IXP)/EIII) 
99 CONTINUe 

GO TO 7" 
38 AAAaAA~.(l.+D() 

GO TO (72,l061,INO 
12 IF (JPRHH-2) 53,50,50 
53 GO TO (109,88),INO 

109 IF flU-O.ll 89,8:9,16 
89 GO TO f?0,116),ICON 

IFN(S) 

A IV 42 

VAOltA162 
VA04A163 
VAOljA164 
VA041H65 
YA04A166 

VA04A 168 
VA04A169 

VA04A 113 

VA04~ 115 

VA04Al17 
VA04A17f.1 

VA04ueo 
YAOlvAUl 

VA04AU4 
YAOltAl85 
VA04A186 
VA04A187 
VAO/lA lSS 
VAOH189 
VA04Al90 
YlOU191 

YAOl}Al95 
VA04Al96 
YAOU191 
VA04Al98 

YA04A200 
VA04lZ01 
VA041202 
YA04A203 
VA04A204 
YA04A205 

YAOU20S 

VA04A210 



.('. 

c· 

B 
VA~4 EFN 

116 INO=2 
GO TO flOO,101J,INN 

100 INN-2 
K=JJJ 
0(1 10Z '-l,N 
K'"'K+1 
W(K)"XfI) 
XCI)-XfII+I0.*e(11 

102 CON TlNUF. 
FKEEPaF 
CALL O~JEC T 
NFCC"'NfCC+! 
DDHAG-n. 
GO TO 108 

16 IF CF-FPI 35,78,78 
11 WR I Tf , 6,8 C J 

SOURCE STATEMENT IFNCSI 

80 FO~MAT CSX,37HVA04A ACCURACY LIMITED BY ERRORS IN F) 
GO TO '-I' 

88 IND*l 
35 DDMAGr.O.4*SQRT CFP-F) 

rSGRAo .. t 
108 ITERc-rTERCy1 

IF CITERc- ... urit 5,5,81 
81 WRITE (6,821 MAXIT 
82 fORHAT(f5,30H ITERAT[ONS COMPLETED BY VA04AI 

If (F-FKEEP) 20,20,110 
110F-FKEEP 

DO 111 r· I ,N 
JJJ-JJJ+l 
X(I)"WfJJJ) 

111 CONTINUF 
GO TO 2" 

101 JIL-l 
FP=FKEE" 
IF CF-F~EEPJ 10~,78,104 

104 JIl-2 
FP=F 
f"fKEEP 

105 IXP-JJ 
DO 113 '-l,N 
IXP-Up+l 
K-I XP+~ 
GO TO fl14,115J,JIL 

114 W ( I XP ):IIW (10 
GO TO it 3 

115 W'IXPI~W(l) 
XCI) .. WflO 

113 CONTlNUr: 
J Il"Z 
GO TO fJ2 

106 IF (AAA-O.IJ 20,20,107 
20 RETURN 

101 IN~"'l 
GO TO lo; 
END 
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VAOltU16 

VA04A218 
VA04A219 
VAC4A220 
VA04A221 
VAOltA222 

VA04AZ24 
VA04A225 
VA04A226 
YA04A221 
VAOltA228 

VAOItA232 

VA o ItA 235 

VAOItA231 

VA04A240 

VA04A242 
VA04A243 
VAOItA241t 

VA04A246 

VA04A21t8 
VA04A249 

i/A01tA251 
YAOU252 

VA04A254 
VA04A255 
VA04A256 
YA04A251 

VA04A259 

YIo04A261 

VA04A263 
YAC4A264 

VAOloAZ68 
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c· 

B 
UNI'IIA EFN 

C H. ROBBINS. R. COFER 3/22/67 
SUBROUTINE UNIVAR 

SOURCE STATEMENT IFNeS) 

C BEST UNIVAR DIRECT SEARCH PROGRAM - WITIi PROVIStOhS FOR ~IN-MAX CONSTRAINTS 
COMMON N.UA(10).US(10).PA.PB.U(lO).P.PF.UF(10).LCll 

C .BYA(10).Kl.K2.K3.K4.COUNT~STE(lO).MINC.LCl.LC3 

,C .LCCONV.XCOUNT.E.LC17.L~a.STF(20).STG(20) 

CON MaN /UNI'II/ Kl1.UCOUNT.UMIN(20).U~AX(20).8Ve(20).tLIMI.ILIM 
REAL KIJ.MINC(10).Kl.K2.K3.K. 

4 FORMAT (//(5E18.e» 
PA .. PB 
UCOUNT ;: 0 
IF CLC I .GI:. 0) GO TO 9 
DO e I = I.N 

8 5TF(I) = STG (I) 

9 LC3 .. -2 
DO 11 I .. I.N 

II U( I) = US ( i ) 
C START INNER LOOP 

DD 2CJ I .. I.N 
IF CBVAel) .Ea. 
IF eevo< I) .EO. 
IF CLCI .L T. 0) 
UT • uel) 

o.)GO TC 29 
0.) GO TO 88 
GO TO 29 

uel) .. uel) + STEel) 
CALL DB.JECT 
IF CP .Lr. PAl GO TO 66 
GO TO 99 

86 8VB(1) = 0 
87 PT .. PA 

PA .. P 
DEL2 .. STEt 1) 
GO TO 90 

8e LCI2" 2 
GO TO 89 

90 STEel)" Kll*STECI) 
LCI2 • -2 

89 Ui" uel) 
UCI) .. UeI) + STECI) 
Del. .. UN IN ( I) - U (J ) 

IF (DEL .GE. O.)GD TO 94 
DEL" UNA"(I) - UCI> 
IF (DEL .LE. O.)GO TO 93 
CALL DB.JEC T 
IF(CP - PAl .LT. 0.) GO TO 87 

92 DELI" U(I, UT 
UCI) .. UT 
IF (LCI2 .LT.O) GO TO 98 
PT • P 
STEel) • -STEel) 
DEL 2 a -DEL 1 
GO TO 90 

93 UCI)" OMAXCI) 
CT • - 'UNC") 
GD TO 95 

94 U(l) = UMINCI) 
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"c: "" 

B 
o UNI VA EFN SOURCE STATEf4ENT IFN(S) 

DT .. MINCCI) 
95 CALL OBJECT 

IF «P-PA) .GE. o. ) GO TO 92 
PA ai P 
aVBCI ) = 1 
STE(I) :: DT .... 
GO TO 29 

98 PMPA = P - PA 
PTMPA = PT - PI. 
E =(.5*,CDEL2.*2)*PMPA -eDEL1*¢2).PTMPA»/COEL2*PMPA +OEL1*PTMPA) 
U{I) = U(l) - E 
CALL OBJECT 
STEel) • STEel)/ K11 
IF «P-PA) .LT. 0.) GO TO 71 

99 STEel) = STECI)/2. 
uel) :: UT 
GO TO 72 

.71 PA. P 
72 DEL. ABS(STE(I»- MINCel) 

IF (DEL .GT. 0.) LC3:: 2 
JF (DEL .LT. 0.) STECI) = SIGNCMINC(I).STECI» 

29 CONTINUE 
C END OF INNER LOOP 

DO 31 I '" 1.N 
31 UA Ct) • U ( I) 

JF (Lee .GT. 0) GO TO 51 
32 LeCONV" 0 

CALL SUCCES 
IF (LeeOHV .EO •• , GO TO 9 
RETURN 

C PROVISION FOR NEW BLOCK - ACCELERATEO CONVERGENCE 
51 CALL. NEwe 

GO TO 32 
END 
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B 
EXPL EFN SOURCE STATEMENT 

" 

C EXPLORA~ORV MOVE ROUTINE - H. ROBBINS. R. COFER 
SUBROUTINE EXPLOR 
DIMENSION STFeIO) 

IFNCS) 

CO~MOH N.UAeIO).uecI0).PA,PB~U{lO).P.PF.UF(IO).LCII 

C .BVACIO).Kl.K2.K3.K4.COUNT,STEC10).HINC.LC1.LC3 
~ .LCCONV.XCOUNT 

REAL MINCC10).Kl.K2.K3.K4 
.. FORMAT C//(SE18cS» 

It LC3 =-1 
SUM = o. 
PI. = PB 
DO 12 i .. I.N 
vel) .. lmCl) 

12 STFC I) • O. 
C START O~ FIGURE 1 

DO 29 I • 1.N 
IF CBVACI) .EO. 0.) GO TO 29 
vel} = UCI) + STEel) 
CALL OBJECT 
IF (P - PAl 13.14,14 

13 STEel)· K3*SlECI) 
15 PA '" P 

LC3 .. +1 
GO TO 29 

14 PT. P 
U(I) .. UCI} - 2 •• 5TE(I) 
CALL OBJECT· 
IF CP - PAl 16.18.t8 

16 STEel) .. -STE(I) 
GO TO 15 

Ie Vel)" U(l) + STEel) 
PMPT a P - PT 
PPPT :: P + PT 
PPPfPA '" PPPT - 2 •• PA 
STFel) .. Kl* F~PT .5T£(I)/ PPPTPA 
00 .. SIGN(I •• PMPT) 
IF (PMPT .EO. 0.) QO .. 1. 
STE(I) .. K2*STECI)*QQ 
SUM .. SUM + (PMPT**Z/PPPTPA) 
DELTA .. ABS(STECI» - MINCCI) 
IF « DEL T A) 21.2 1 • 1 9 

19 LC3" +1 
GO TO 29 

21 5TE(1)" MINC(I).SIGNtt •• STEtl» 
29 CONTINUE 

C END OF INNER LOOP 
WPllE (6.4) U.STE.STF.P.PA.PT.SU~ 

C END OF FIGURE 1 
DELTA .. PA"- PB + K ... SUM 
IF (DELTA) 31.33.33 

31 DO 32 I .. 1.N 
32 UACI)" U(O 

LCCONV .. 1 
GO TO 4 t 

33 DC 3'- I = t. N 
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c B 
EXPL EFN SOURce STATE~ENT ,- IFN(5) 

34 U(I) = uel) + 5TF(I) 
CALL OBJECT 
IF (P - PAl 35.37.37 

35 PA = P 
DO 36 I = 1.N 

36 UA( I) = un) 
LCCONV - 1 
GO TO 41 

37 00 38 I .. 1.N 
38 UA(I) = U( Il 5TF (I) 

LCCONV = 0 
·U C_LL SUCCES 

IF (LeCONY .NE. 4) RETURN 
43 DO 44 I ;: 1.N 
44 STECI) = • S*STE (I) 

GO TO 11 
[;ND 

C (!JOB COF"ER ~"22/67 

C WRITES FINAL CONDiTIONS AND STORES PLOTTING INFCR~ATICN 
SU8ROUT1N~ SUCCES 
COMMON N.UA(10).ua(10).PA.PR.U(10~.P.PF.UF(10j.LCll 

c .BYAC10).Kl.K2.K3.K4.COUNT.STE(lO).~lNC.LC1.LC3 

C .LCCONY.XCOUNT.E 
COMMON /FUNCT/ LC5.LC14.0COUNT.8IAS.NX.LCI5 
COMMON /PLOT/ U5(20.500).NPT.PAS(SOO).PBS(500) 
REAL Kl1.MINC(lO).Kl.K2.K3.K4.NXClO) 

1 FORMAT (l5HQ SEARCH FAILED) 
2 FORMAT C16HO SEARCH SUCCESS) 
3 FORMAT C"OHO SEARCH CONVERGED • PA~pe ANO LC3 MINUS) 
4 FORMAT C//(5EI8.8» 
5 FOR~AT( lH ///48HO END OF ONE COMPLETE PASS THROUGH UNIVAR O~l 2':~R) 

6 FOR~AT (7H P =EtS.8.7H PA -E15.8.7H PS = El5.8.9H ~CO 
CUNT =E15.8.9H OCOUNT :E15.8) 

7 FORMAT (5eHO N U UB 
C STE/C4Ele.81) 

WRITE (6.5) 
IF CPA .LT. PB) GO TO 41 
IF CLC3 .LT. 0) GO TO 39 
LCCON.., .. " 
IF cLet .GE. 0) GO TO 42 
WR ITE (6.1) 
LeeONV .. 3 
GO TO 42 

39 w~tTC (6.3) 
LCCONV "- 2 
GO TO 42 

"1 \1IR ITE «6.2) 
LCCONV = 1 

42 XCOv~T = XCOUNT + 1. 
e STORE FOR Fl.07T1 NG 

HPT = HPT + 1 
DO 43 I =- t.N 

.3 llS(1.NPT) = Uu) 
PASfNPT) .. PA 
pas( NPT) '" PB 
.RIT~ (6.6)P.PA.PB.XCOUNT.OCOUNT 
WRITE (6.7) (Nx(I).U(l).UB(ll.STE(I). I • l.~) 

.l"\.LV't1 



c 8 
ONEO EFN SOURCE STATE~U:NT IFN(S) 

. C ONE DIMENSIONAL SEARCH PROGRAM H. R03BINS. R. CCFER 
SUBROUTINE ONEO S 

1 FORMAT (11(5E20.S» 
COM~ON N,UA(lO).UB(lO).PA.PS.U(lO).P,PP.UF(IO) 
REAL K 

10 00 11 I .. 1.N 
11 U( n '" UA (I) + 2.'" (UA (I) - US ({ )) 

CALL OBJECT 
IF CP .GE. PAl GO TO 9 
CALL SETO 
GO TO 10 

9 PC" P 
DO 12 I c tIN 

12 Uti)" UA(I) + (UA(I) - L~CI» 

CAl.L OSJECT 
IF (P .GE. PAl PC = P 
IF CP .LT. PAl CALL SETa 
K = .5*(PS-PC)/(P6+PC-2.*PA) 
DO 13 I ... 1.N 

13 U(I)" UACI) + K.CUA~I) - UBCl» 
CALL pe.leCT 
IF CP - PAl 16,14,14 

14 fIIF'" PA 
no 15 J .., 1,N 

15 UFCII'" UACI) 
GO TO 18 

16 fIIF.., P 
DO 17 I • lIN 

17 UFC J) '" un) 
Ie WRITE '6Ql) UA.ua.U,UF.PA.PSIP.PF.K 

RETURN 
END 

• SETGI EFN SOURCE STATEMENT 

C BOB COFER 3/:2/67 
c P~R~ORMS ft~peTITI~ SETTINGS OF A AND B QUANTITIES 

SU&ROUT{ ME S! TO 

IFN(S) 

CONMON N.UA(10).USC101.PA.PS,U(lO)IP,PF I UFCIO) 
P8 '" PA 
PA '" P 
DO 12 I ... 1,N 
UB(!; • UAU) 

\ 2 "'A'!'" U U } 
RE'H1':;N 
END 

A IV 48 



c 8 
OSJT EFN SOURCE STATEMENt 

C B08 COFER 3/22/67 
t LC5 SELECTS nNE OF EIGHT TEST FUNCTIONS 

SUBROUTINE OBJECT 

IFN(S) 

o IMENS tON E Ull5 J ,E U2 151 ,R2 MR1IS, , Po2 (5) ,Rl (5) t Vl (5) • V 2 ( S It V ( 5) 
C ,RICR2(SI 

DIMfNstnN Wl(5I,W2151,El(5I,EZ(S),Ul(SI,U2IS1 
DIMENsynN AA(lO,51 ,BBIlO) ,eCI5,5) .OO(S"EEI51 
COMMON N,U'dlOI ,URIlO) ,PA,PB,IJ(10I,P,PF,UFClOI ,LCll 

C ,RVA(lOI,Kl,K2,K3,K4.CCUNT,STE(lOI,HINC,lCl,lC3 
C ,lCCONV,XCGUNT,E.LC17,lC8,STFI20J,STGI201,PFCON 

COMMON IfUNCTI lC5,lCI4,QCOUNT,51AS,NX,lC15 . 
COMMON IPENFI EXI10I,DELE(LO),Ft10J.O~V,'FV 
REAL MU.I1(51 ,12(5) ,IN,I4F,HINCClOI ,NXllO) 

1 FORMAT !9E~.51 
2 FORMAT (lH 141HO THE OBJECTIVE FUNCTION • ORBIT TRANSFER) 
3 fOR~AT flH 18SHO THE OBJECTIVE FUNCTION • CUBE • lOO •• IU(2J-Ulll. 
C.31¥.Z ~ 11.-U(111 •• 2 + lO •• U(3).~2) 

·4 FORMAT flH 163HO THE OBJECTIVE FUNCTION x(1.-U(I)I~.2 + ABS(U(Z)-
CUI U"31*10C. J 

1 FORMAT flH 149H0 THE OBJECTIVE fUNCTION -FlU) +A.G!U) +S.G(U) •• Z) 
8 FORMAl flH 148HO THE OBJECTIVE FUNCTION • U(1)~.2 + 50 •• U(2)*~~~ 
, FORMAT lll(SEl8.SI) 

99 FORMAT (5E16.81 
C PRINT OBJECTtVE FUNCTION NAME 

IF ILC 115 .EQ. 01 GO TO 10 
Lel5 .. " 
IF ILC'.5 .EO. 21 WRITE: 10,3) 
IF (LCII .EO. 4) WRITE (6,41 
IF 'LCIS .EO. 5) WRITE lb,7) 
If (LC'5 .EO. 1) WRI TE (0,8) 

10 OCOUNT· OCOUNT + 1. 
IF lLC5 .EO. 2) GO TO 6 
IF (LC~ .EQ. 3) GO TO 21 
IF CLC~ .EO. 41 GO TO 42 
IF (LC5 .EO. 51 GO TO 51 
IF ILC~ .EO. 61 GO TO 61 

IF ILCI§ .EQ. 71 GO TO 71 
p • UC1, •• Z + 50 •• U(Z) •• 2 
GO TO 5 

6 P a lO~ •• (Ul2) - Ull) •• l) •• Z + (1. - U(l)I •• Z + lO •• U()) •• Z 
5 iF (IP .GE. PAl .OR. (LCll .EQ. 0)) GO TO 12 

CAll SETO 
GO TO 11' 

1Z lell" ,., 
13 RETURN 
21 IF (LC14 .EQ. 2) GO TO 30 

C INITIAlllATInN FOR ORBIT TRANSFER 08JECTIVE FUNCTION 
WRITE (/'t,Z) 

Lel" • , 
READ (5.1) WW1,EEl,Pl,Ww2,EE2,P2,IN 
WRITE (~,9) WW1.EE1.Pl.w.Z.EE2,P2,IH 
MU a 14.076539E15 
MF .. 52,!C .. 
FM • 1./5280. 
DR w • r')' 74532925 
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C.·· .. 

8 
OBJT 

RO z 51.2957195 
WWI = l)~eWWI 
WW2 = fl1hWW2 
PI ,. Mf'*P1 
P2 ,. MFeP2 
PAR] = ~QRT(MU/Pli 
PAR4 .. ~QRTI~U/P21 

IN = DR_IN 
CI ,. cnql'H 
SI = SJ"-j(I~1 

SWWI = C;lNIWWlI 
00 41 T ,. 1,2 

•. S TE «() ,. DR. e S TE (I I 
UBI 1) .. DR·UBIII 

EFN 

~1 MINC!11 = MINClt)eOR 
STE(3) ,. MF*ST[(3) 
UB(3) ~ MFeUS(31 
MIII4C(3) '"' Io4FeMtNC(3) 
WI« 1) :: O. 
Wl(Z) ,. -SI 
W1(3) ,. Cl 
W2(1) = O. 
W2(Z) = o. 
W2(31:: 1. 
Ell lJ = EEl*COSI~Wll 
flIZ) ,. SW~I*CI.EEI 

Elf3! ~ SWWI*SI*EEl 
EZll) ,. EE?caSfWWZ) 
EZIZ) ,. EE7*SINfWWZI 
E213) = o. 
GO TO ~r; 

C STAR T OF REPf T IT I 'IE SEC Tl ON 
30 SUI· ~fN(U(I)1 

Ul111 .. COSIUlll) 
U1(2) .. SUI-CI 
Ulf 3) .. SUI-SI 
U211' .. COSIU(2» 
U2(2) = SINIUIZJI 
U2( 3) := o. 

SOURCE STATEMENf 

VARI ,. °l/ll. + EEI-COSIUII) - WWI) 
VARZ ,. P2/(1. + EEZ*COSIUIZ) - WWZ)I 
VAR3 ,. C:QRT(MU.UO» 
VAR4 • ~QRTIMU/U(311 
D031Y-l.] 
RIll) ~ VARl*UIIII 
R2(li ., V~~2-U2r!' 
EUIIII ., EIII) + U1111 
EU211J • EZII) + UZIII 

31 R2/'1fH(f) :0: RZfll - RIll) 
VUl) ,. PAR3-rWl(~'*EU1l3) - W1I3)*eUli21J 
VIIZ) ~-PA~]*(WI(11IEUI13) - WIIlI-EUIllll 
V1(3) • PAA3*fWlll).eUlCZ) - Wlf2J*cU 1(1)1 
V2(1) z PAR4-(W2(2J*eUZI3) • W2fl)*EU2IZ)1 
V2(ZJ 2-PAR4*(W211)*eUZ() - W2(3)*EU2(11) 
~2(3) ~ PAR4*CW2(lJ*cU2(Z) - W212JeeU2fIJI 

R1CR2il,=Rl(2)*R213) - Rl(3)-R2(Z) 
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c 

8 
OBJT EFN SOURCE STATEMENT 

ftlCR2(ZI:-Rlfll*RZl31 + Rll3J*~2lll 
RICR2l3' ~ Rlll)*RZlZI - Rl(2).RZ(11 

IFNISI 

RICRZH = SQRTlRICRZIll**Z + RICR2IZ) •• Z + RICR2l31--Z) 
DO 32 J '" 1,3 

32 VIII'" VAR3-R2MRIII)/RICR2M 
DT aARCOS(Ul(II*U2l1) + U1(2).U2(21 + Ul(3)-U2(31) 
Z = VA~';.TO\N(DT/Z.I 
DO 33 T :: 1,3 
lUll: VOl + Z*Ullll - Vll!) 

33 12 I II : V 2 l I) - (V (( 1 - z. U2 (II I 
P z SQ~T(lll11 •• 2 + 11(2)--2 + 11(31 •• 2)+ SQRTIIZ(1) •• 2 + IZ(21 •• 

t l + 12(11**2) 
35 RETURN 

C lEST FI,NC nnN 
42 P '" (1. - U(II) •• Z + AB51U(21 - U(II.-31.100. 

Le 11 • ~ 
RETURN 

C PENALTY FU~~TiON 
'51 . F • U(11 • U(ZI 

A • .7~""6f1 
8 • 50. 
G r Ull' •• 2 + U(2) •• 2 -1. 
P = F + A-ro • 8~G-*2 
RETURN 

,61 p. 10~ •• (U(2)-U(11.-21 •• Z + (1.-U(II) •• 2 + 90 •• (U(4)-U(3)-.2)002 
C + 11.-U(3)).-Z + 10.1-((U(ZI-l.I.-2 + (U(4)-I.) •• 2) + 19.8*(U(21-
Cl.)-(U(';)-I.1 

RETIjq,N 
C TEST PROBLEM NO. 1 

71 IF (let7 .EO. 21 GO TO 74 
LC 17 • 2 

DO 72 J .. 1,10 
72 READ (15,1) (AAfI,JI,J=I,5),BB(1I 

00731-1,15 
73 READ C~.11 leCll,J),J=I,5) 

REA D I '5 tl) DO 
READ r~,1) EE 
READ 15,lIOELE(3I,DELEI4),OElElS),DElEl61,OELEI9) 
WAllE f6,9Q) AA,BR,ce,DD,Ef 

C COMPUTE OSJFCTIVE FUNCTION VALUE 
74 sevv _ ". 

0017J-t,5 
Sty • 'l. 
DO 76 t .. 1,5 

16 sey. CCfl,JJ*U(11 • sc~ 
77 seyy· ~'Y~U(JI + seyy 

EPDY '" " 
D07aJ"J,~ 

78 EPOY or IICJI*(EEfJI + DotJI-UtJ,u2) + EPOY 
Of V = sevy + EPDY 

C PENALTY FUNCTION CALCULATION 
DO 81 , .. 1j,6 

EXfI) • ". 
DO 79 J z I, ~ 

79 EX'!)'" UfI,JI*U(JI +EXCII 
81 flit: FX(ll ~ 8Btll + DELE(t) 
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'. 

8 • 
OBJ T 

FI31 ~ n. 
F(4) = ". 
F(9) = fI_ 

EFN SOURCE S TAHMENT IfNlS) 

Pf~ aPF(ON*(F(3) •• 2 + F(4) •• 2 + ft51**2 + F(61 •• 2 + f(9) •• 21 
P = O::V + PfV 
RETuRN 
END 

8 
BOUND EFN SOURCE STATEMENT IFN(S) 

C BOB COFE~ 3/22/67 
C LIMITS EACH COMPONENT OF U TO ITS EXPLICIT CONSTRAINTS 

SUBROUTINE BOUNDU 
CONMON N.UA(10).UB(10).PA.PB.U(10).P~?F.UFel0).LCll 

C .BVA(10).Kl.K2.K3.K4.COUNTcSTECIO).NJNC.LC1~LC3 
CONMON /UNIV/ KI1.UCOUNT.UMIN(20).UMAX(20).evBC20).ILIMI.1LIM 
DO .. I '" I.N 

11 Bva, I) '" I. 
DO 48 1 '" I.N 
DEL = UNIN'!) - Uel) 
IF eD~L) 43.46.46 

43 DEL'" UNAlCC I) - UCl) 
IF (DEL) 45.45.4 • 

•• BV8(1) -0. 
GO TO 4e 

45 U(t) '" UNAlCel) 
STEel) '" -ABSeSTE(I» 
GO TO 48 

46 UeI) '" UNINCI) 
ST~(I) '" AsseSTECI» 

48 CONTINUE 
RETURN 
END 
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B 
PLOTO EFN SOURCE STATEMENT IFNIS) 

C BOB COFER 3/22/67 
C PLOTS PA.PB. ANO U COMPONENTS VS. UNIVAR PASSES FeR P_TTERN SEARCH 

SUBROUTINE PLOTOP 
DIMENSION ULABEL(10).UPS(500).~AXIS(500) 
COMMON N.UA C 10) .US (10) .PA .PthlJC 1 OJ ~P.PF .UF ( 10) .Le11 

C .eVA(10).Kl.K2.K3.K4.COUNT.STE(101.MINC.LCt.LC3 
COMMON IPLOT I usc 20 .500) ,HPT .P.~S(500) ,PBS (500) 
REAL !~ 

DATA (UlABEL ( l) .1 =1,10> /6HU(l) ••• 6HU(2) ••• 6HU( 3) ... 6HU( J;) ... 6HUC 
CS] ••• 6HU(6) •• ,6HU(71 ••• 6HU(a).~.6HU(9) ••• 6HU(IO)./ 

C SCALE x AX:S FOR ALL PLOTS 
IN = 0 .. 
DO 10 I • I.NPT 
IN • IN + I. 

ao xAxiSCI] = IN 
5 FORMAT (5E20.8) 

WRITE (6.~) XAXIS,PAS.PBS 
CALL PSCLE (XAXIS,NPT.tO •• XMHl..XSCl.,) 

C ~_OT P~ AND PB VSc COMPLETE PASSES THROUGH UNIVAR 
C SET INITIAL PA AND PB = O. TO AVOID EXTREMELY LARGE ~e VALUES 

DO 12 J = 1.3 
PAS( I) • 0 .. 

12 PBS( l) • O. 
CALL PSCLE CPAS.NPT,8.,rAMIN,PASCL) 
CALL PSCLE (PBs.NPT.e •• PBMIN,PBSCL) 
CALL PA"IS (0 .. O •• 23H CO"PLETED EXPLORATORY t40V';S.28, IO .. O .. XMIN, 

CltSCL) 
CALL PAXIS (O •• O •• IOH PA AND PB'lO.lO •• 90 •• pa~IN,PBSCL) 
CALL PLINE CXAXIS.PAS,NPT.l1 
CALL PLINE CXAXIS.PBS.NPT,I) 
CALL PLEND (1 ••• 0) 

C PLOT U COORDINATES YS. COMPLETE PASSES THROUGH UNIVAR 
DO 15 I • I,N 
DO 11 .J • 1. NPT 

II UPS(.J) = US(I • .J) 
CALL PSCLE (UPs.NPT.e •• UMIN.USCLl 
CALL PAXIS (O •• 0 •• 28H COMPLETED EXPLORATORV ~OVES.2e.l0 •• 0.,XMIN, 

CXSCL) 
CALL PAXIS(0 •• O.,ULABELCI).6.8 •• 90 •• UMIN,USCL) 
CALL PLINE (XAXIS.UPS.NPT.I) 

15 CALL PLEND (1 ••• C) 
CALL PLEND (1 •• 1) 
RETURN 
END 
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Appendix V (Unclassified) 

NONLINEAR PROGRAMMING: A REVIEW OF THE STATE-OF-THE-ART 

1. INTRODUCTION 

In recent years, there has been an increasingly widespread recog­

nition that n1any important practical problems can be formula.ted as prob-

1ems of constrained minimization or maximization. That is, many problems 

of design, control, resource allocation, etc., can be formulated as follows: 

find the vector argument ~. which minimizes (or maximi2;es) a given scalar 

function f(~:), subj ect to a given set of equality and/ or inequality constraints. 

The function f is called the objective function. It is also known as the cost 

fw'1ction, the performance index, the payoff function, etc. 

If the function f is linear, and the constraints are linear equalities 

and/ or inequalities, this is the general linear programlTIi~ problem, for 

which theory Clnd practice are highly developed. If the oDjective function or 

C' the constraints, or both, are nonlinear, it is the general nonlinear program.­

ming problem., also known under various other names: function minilTIization, 

constrained minimization, mathelTIatical programming, optimization, param­

eter optimization, design optimization, etc. These names have differing con­

notations and associations. "Nonlinear programming" is the term favored 

by mathematicians. "Mathematical programming" is a general expression 

which includes linear, nonlinear, and integer programming, and is princi­

pally used in the field of operations research. The other terms are mostly 

used by engineers. The terms "function minim.ization" and "parameter opti­

mizationi' definitely imply that there are only a finite number of variables, 

so the minimization/optimization problem is a problem in the ordinary cal­

culus, as distinguished from the calculus of variations. The other names 

are ambiguous in this respect; they may be used in a broad sense which in­

cludes both finite-dimensional and infinite-dimensional cases, but are more 

often us~d. in a .restricted sens e which excludes the latter alternativ-e. 
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The development of numerical methods for solution of nonlinear 

programmipg problems is still in a relatively prim.itive state, but is a very 

active area of research. Unfortunately, most of the research work has been 

strongly bias ed toward one or the other of two distinct approaches which have 

not, as yet, been satisfactorily combined. One of thes e approaches views 

nonlinear programming as a generalization of linear programming. In linear 

programming the constraints are everything; without constraints there would 

be no problem. Therefore, this approach leads to emphasis on handling 

m.edium to large numbers of constraints, by modifications of the highly suc­

cessful algorithms for linear progralnnling. The basic assumption made is 

that the objective and constraint functions are approximately linear over 

regions large enough to pernlit reasonable -size steps toward the solution. 

The other approach starts with consideration of difficult pr()blems in uncon­

strained minimization (e. g., problems where the objective function has very 

narrow, curving valleys) and adds provisions for constraints as an after-

C~ thought, if at all. An irnportant aspect of the research work based on this 

approach has been the development of methods with second-order (or at least, 

higher than first-order) convergence in the neighborhood of the solution. This 

is not only desirable in itself; it is almost a necessity in cases where the 

matrix of second partial derivatives of the objective function has a wide range 

of eigenvalues .. 

The constraint-oriented approach has been the basis of some highly 

successful, large scale optimization programs, such as POP (Ref. 1), COP 

{Ref. 2} and NDS (Ref. 3). These prograrns have been made highly versatile 

and efficient by sophisticated programming techniques. which may make them 

competitive even in applications where the other approach is more appropriate 

in principle. They are potentially inefficient in cas es where very narrow 

valleys occur, but in practical problems of design optimization, proces s con­

trol, etc., such cases do not occur very frequently if reasonable care is us ed 

in problem,formulatjon. Usually, the'Jobjec:ttve function and constraints are 

quite simple a:r;'l,d :wen-behaved, so constraint -oriented optimization algorittms 

can be highly efficient. However, important exceptions 'are known to exist. 
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By combining the principles of both approaches, it should be pos-c sible to develop algorithms which handle general sets of constraints ef­

ficiently and have accelerated convergence even for unfavorable (but smooth) 

forms of the objective function, or the constraints, or both. Such a com­

bination has not yet been demonstrated. in a completely satisfactory form, 

but num.erous investigators are working toward this goal, and significant 

progress has already been made. Major advances may therefore be expected 

during the next few years • 

. The review briefly describes the nonlinear progranuning problen."1. 

and some of the principal techniques that have been proposed for its solution. 

Most of the discussion is restricted to the finite-dimensional case, but opti­

mization in function space (i. e., the optimal control problem) is considered 

in one section. A brief Bibliography is included. It is limited to books. re-

view articles, and technical papers which describe significant technical ad-

vances. 

2. FORMULATIONS OF THE PROBLEM 

The general nonlinear programming problem in n dimensions is to 

find an n-component argument vector ~ which is feasible (i. e., satisfies a 

given set of constraints) and minimizes the objectiv'e fu..'fJ.ction f(x) subject to 

these constraints. Two extreme special cases are those with no constraints 

(unconstrained minimization) and those where the constraints completely de-

termine X, so the nonlinear programming problem reduces to solving a set 

of nonlinear equations. There are many ways of expressing the constraints. 

One way is given by the relations 

gi(x) = 0 

g. (x) ~ 0 
1-

(Ia) 

(lb) 

which give m l equality constraints and (m-ml ) inequality constraints. This 

form will be used in most of the discussions below. Other forms may be 

better fo'r computational use •. Inequali.ty constraints ofte~ occur in pairs,' 

giving a limite~,range for some,yarii:..ble. a.:rt'(i,this:'!:cin:·be'iexploited to reduce 
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the num.be! of separate relations. For exam.ple, in the optim.ization algorithm. 

C! POP {Ref. I} the constraints are stated in the form. 

I , 
I . 

lc~ 

~ S x S b 

£SY.S d 

(2a) 

(2b) 

where a, b, c, d are constant vectors;, and y = y (x) is a vector function of 

x, not neces sarily of the same dimensionality. Another form, which appears 

different but is equivalent to ei.ther of the above formulations, is 

g. (x) = 0 
1 -

o < i < m. - 2 

(3a) 

(3b) 

This fcrm.ulation is used in Abadie's Reduced Gradient method (Ref. 4). 

3~ NECESSARY CONDITIONS FOR OPTIMALITY 

If f(x) possesses continuous first partial de:::-iv::ttives, a necessary 

condition for an unconstrained local minimum. at x is 
-0 

g rad f{x ) = 0 (4) 
-0 

The corresponding necessary conditions for constrained cases are 

the Kuhn-Tucker conditions (Ref. 5) which involve the function 

m. 
~ 
1 

A.g.(X) 
1 1-

(5 ) 

The Kuhn-Tucker conditions are that the constraint relations given 

by Eq (1) hold, that the gradient of F(x, ), ) with respect to ~ vanishes, and 

that for values of i corresponding to inequality constraints (m. l < iSm.) the 

multipliers A. B'3.tisfy 
1 

A. S 0 
1 

'\ ='0 1\. 
1 

. 

if g. (x ) = 0 
1 -0 

if g. (x ) > 0 
1 -0 

(6 ) 

There are also second-order necessary conditions, if the relevant partial 

derivatives exist. For unconstrained minim.ization, the second-order neces-

sary condition is that M(x), the matrix of second partial derivatives of f(x), 

be positive semidefinite at x : 
-0 

M(x ) ~ 0 
-0 

... ~; 

(7) 
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The second-order necessary condition for constrained cases is less familiar. 

C .It is given by Hadley (Ref. 6, page 101-102) in the following form: Let MF 

(x, ~) denote the matrix of second partials of F(x, ~) with respect to com­

ponents of x, and define G(:~) to be the m x n matrix whos e ith now is the 

gl"adient of g. (x) if the ith con:3traint is active (holds as an equality) and is a ' 
1-

row of zeros if the ith constraint is inactive (holds as a strict inequality). 

The latter alternative is possible only for inequality constraints .. The neces­

sary condition is that d T MF (~o' ~ ) g be positive semidefinite for every 

vector d satisfying G(x )d = O. An equivalent condition is that some In x m 
- -0-

matrix N must exist such that 

., 
is positive semidefinite. Without loss of generality, N may be assumed. to 

be some multiple of the unit matrix. This necessary condition is related to 

the obvious fact that if x gives a constrained local minimum of f(xL it must 
-0 

do the sam.e for 

* f (x) = f(x) + 
a. c. 

g (x) N .. g. (x) 
i - 1J J -

(9) 

where N is positive semidefinite but otherwise arbitrary, and the summation 

is over constraints active at x • 
-0 

A sufficient condition for a strong local minimum is that the first-

* order conditions hold, and that M (in the unconstrained case) or MF (in the 

constrained case) be positive definite, rather than semidefinite only. 

4. THE N~WTON -RAPHSON METHOD 

The Newton,-Raphson method of solving a nonlinear programming 

problem is based on solving the first-order necessary conditions as a set of 

simultaneous equations and/or inequalities. For unconstrained cases, a 

Taylor expansion of hex) = grad f (x) gives 

h (~ + 6 x) ~ h (x) + M(x) 6 x 

which suggests the Newton-Raphson iteration 

-1 
new ~ = !. - M (x) h (x) 

(10) 

(11) 
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This iteration converges rapidly in some neighborhood of the minimum. Un­

fortunately, it converges just as readily to stationary points which are not 

minima, and often fails to converge at all. Powell (Ref. 7) has noted that 

convergence can be improved by 'regarding the Newton-Raphson step as in­

dicating only a direction of change of~, and letting the magnitude of the step 

be determined by a one-dimensional search for the minimum of f(x) along a 

line. However, he found cases in which this also fails, even if f(~) has no 

stationary points other than the minimum. 

If M(x) is positive definite (as it rnust Dc, .in the neighborhood of a 

strong local minimum) a sufficiently short move in the direction given by the 

Newton-Raphson correction necessarily decreases f(x). The convergence 

difficulty arises if M(x) has negative eigenvalues for som.e values of x, en­

abling f~ to be increased or left unchanged. An obvious remedy is to modi­

fy the inverse matrix in Eq (11), forcing it to beconle positive definite if not 

already so. An elegant procedure for doing this was invented by Davidon 

(~ (Ref. 8). Davidon's method will be discussed in Section 8 of this Appendix. 

For constrained cases, the procedure is to assume that certain con- . 

straints are active and others are inactive, ignore the inactive constraints, 

and treat all active constraints as equality constraints. The as sll.med set of 

active constraints is justified (or corrected) after the fact. A Taylor ex­

pansion of the first-order conditions gives 

o = 
* 

[
MF (x, ~ ) 

G (x) 

'GT(X)] r~xl 

o L ~~ J 
(12 ) 

where g is a column vector of the constraint functions g. (x), and 
- . t-

h* (x, ~) = hex) + G T (x) [~+ 2Nj.(X)] (13 ) 

is the gradient, with respect to x, of 
" 

F* (x, ~ ) = f*(x) + (14) 
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* The matrix N is to be chos en (if pos sible) to make MF positive definite. 

Eq (12) sug~ests a Newton-Raphson iteration analogous to Eq (11). If this 

iteration converges, it converges to a constrained stationary point, which is 

* not necessarily a constrained minimum. unless M can be made positive serni-
. . F 

definite by some choice of N. Convergence to non-minimal stationary points 

can presumably be prevented, as in the unconstrained case, by modification 

* of the matrix MF to force positive-definiteness. However, no analog of 

Davidon's method, applicable to constrained cases, appears to have been 

published so far. 

5. CLASSIFICA TION OF METHODS 

In spite of its attractive feature of rapid convergence near the solu­

tion, the Newton-Raphson method is generally unsatisfactory because of (a) 

need for second derivatives which may be difficult and/or expensive to com,­

pute, (b) convergence UiJ.certainties, including the possibility of false con­

vergence, and (c) in constrained cases, the need to guess which constraillts 

(~c are active, with tedious recomputations if the initial guess is wrong. There­

fore, a large variety of other methods have been developed. These may be 

classified according to the way in which they acquire derivative information 

(analytical derivatives, numerical derivatives obtained by finite differences, 

o 

or no explicit computation of derivatives) and according to their speed of con­

vergence near the solution (first order, second order). As with most classi­

fication systems, thes e clas sifications are not entirely clear -cut. Some 

algorithms, for example, use analytic first derivatives but compute second 

derivatives by finite differences. Also, many of the algorithms loosely 

described as second order have not been proven to have true second-order 

convergence, although this convergence is faster than first order. The two 

classifications are related, since any method with superlinear convergence 

must make use of second derivatives or equivalent information. For appli­

cations where a large variety of different problems must be solved, algorithms 

whichus~.110 p,erivat:ves, or compute derivatives by finite differences, are 

generally to be 12referred over algorithms which require analytic derivatives, 
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-since the latter require much more input information for specification of a 

new problem. Explicit computation of derivatives by finite differences, as 

compared to implicit use of derivative information from changes of function 

value, has the advantage that the differencing technique can be changed in 

the course of the computation, to provide increased accuracy when needed; 

the algorithm can use simple differences at first, and then go over to 

symnletric differences. 
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For applications where essentially the same problem is to be 

solved many times, with slightly different parameter values each time (as in 

on-line optimal control) superlinear convergence is highly desirable not only 

for economy of cornputation, but because it gives a more smoothly varying 

output. 

6. HEURISTIC DIRECT-SEARCH METHODS 

The two best-known methods which make no use of derivative 

information, and are purely heuristic in motivation, are Rosenbrock' s 

method (Reference 9) and the" Direct Search" or "Pattern Move Search" 

method of Hooke and Jeeves (Reference 10) .. Numerous variants of both 

of these methods exist. Neither method, in its original form, included pro­

visions for constraints, but ad hoc modifications for constrained problems 

have been proposed by several authors. 

In Rosenbrock' s method, the program remember s a set of 

orthogonal search directions and uses them in sequence. The relative 

success of the different directions, as measured by net displacements of the 

argument vector, is then used to generate a new set of search directions. 

The procedure is intended to make the search directions tend to align them­

selves with principal axes of the quasi-ellipsoids which are iso-value 

contours of the objective function near a minimum. This behavior has never 

been proved mathematically, but is supported by experimental evidence. 

Convergence is first-order, but usually reasonably rapid. 



The basic idea of Pattern Move Search is that what succeeds 

. (~ once, should be tried again. Starting from an initial "base point", an 

exploratory subroutine generates another point with smaller objective 

function. This constitutes a new base point. The vector difference between 

the two most recent base points defines a "pa.ttern move" which is applied to 

the newest base point to generate an "advance point" from which the explor­

atory subroutine is used again. If the overall result of the pa.ttern move 
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and subsequent exploration is an improvement, it defines a new base point 

and the process repeats. Otherwise, the procedure restarts from the most 

recent base point, with an exploratory sequence. Pattern Move Search is a 

general framework, into which almost any other algorithm can be fitted as 

exploratory subroutine. With an appropriate choice for this subroutine, it 

has been found to be an efficient "valley-follower". and gives reasonably 

rapid (but first-order) convergence in most cases. It can handle constraints 

if the ~xploratory subroutine has this capability, and if the main program is 

modified to enforce feasibility initially and after each pattern move. 

7. GRADIENT METHODS 

For unconstrained cases, the basic equation of the gradient, or 

steepest descent, approach to function minimization is 

new !. = x - k H h (x) (15) 

where k is a positive scalar multiplier which may be held constant or itera­

tivelyadjusted. and the positive-definite matrix H is the "inverse metric" 

i. e., the matrix whose L.werse defines vector ma.gnitudes by the relation 

(16) 

·The use of a factor like H in Equation (15) is unavoidable since the vectors 

~ and h do not transform alike under coordinate transformations, and generally 

do not even have the sam.e dimensionality. The convergence properties of the 

gradient method, can be studied by considering the special case of a quadratic 

. function with its minimum at x = O. This function is of the,dorm 
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T 
f (_x) = O. 5 x M x 

0-

·so its gradient is 

h (x) = M x 
- - 0-

AV-lO 

(17) 

(18 ) 

If the vectors v. and scalars u. are the eigenvectors and eigenvalues. res-
-l 1 

pectively. of HM • x has an expansion of the form 
o -

X=L c.v. 
i 1-1 

( 19) 

with scalar 'coefficients c.. The eigenvectors have the orthogonality property 
t 

T -1 
v. H v. = 
--1 -J 

if i#:-j (20) 

so 

(21 ) 

Expres sing both sides of Equation (15) in terms of eigenvector s gives 

new c. = (1 - ka.) c. 
1 1 1 

(22) 

If all the a. are nearly equal; i. e .• if HM approxim.ates a multiple of the 
1 0 

unit matrix. it is possible to choose k so that 

11 - kxd« 1 (23) 

for all i, and the gradient method gives rapid convergence. In the more 

usual case where the a i differ greatly from each other (in particular, if the 

magnitudes of the largest and smallesLeigenvalues have a large ratio) this 

is not possible. every choice of k either makes some c i increase in magnitude, 

or leaves other c i almost unchanged, so a k chosen small enough for stability 

gives very sluggish convergence. Dynamic ~ariation of k from iteration to 

iteration alleviates this situation only slightly. Ultimate convergence of 

f~) to a local minimum can be as sured (if H is positive definite) by con-

4'ollingk by rules that force monotone decrease of f0£), but computational 
-1 . 

efficiency dep~,.t;lds on choosing the metric H to be similar to Mo' the m.atrix 
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of second partial derivatives at the solutiQn-point~ Davidon's method, dss-

"cribed in Section 8 of this Appendix, is an automatic procedure for itera-
~ . -1 ' 
tively adjusting H to make it approach M (2!:) if possible, but remain posi-

tive definite always. 

For constrained cases, the gradient method is replaced by the 

"projected gradient" method of Rosen (Refs 11, 12) or the "reduced gradient" 

method of Wolfe (Ref 4). In the projected gradient method, the specified 

l:l!£ at each iteration is the Sl.UU of two displacements: a displacement which 

attempts to null all deviations from the active constraints, plus another 

displacement parallel to the proj ection of the gradient vector unto the con­

straint ·surfaces. In the reduced gradient method, the active constraints 

are used to eliminate some components of!£ by determining thClTI as 

functions of the rema.ining components, and the unconstrained gradient 

method is then applied in a smaller-dimensional space. In both these 

techniques, efficient means are provided for treating changes in the set 

of active constraints. However for both methods, efficiency depends on an 

C appropriate choice of metric. No automatic procedure for iteratively ad-

c 

justing the metric (analogous to Davidon's method) has yet been proposed 

for constrained cases, although Kelley's m.ethod (Ref 13) accomplishes 

essentially the same result. 

Three gradient methods which warrant special discus sion have 

already been mentioned in the Introduction. One of these is the NDS pro­

gram of Beskind (Ref 3). This program is based on the projected-gradient 

method. It eror'.oys a logarithlnic scaling ~hich gives a reasonable metric 

in most practical cases. Also, computation is economized by a method 

of obtaining and updating approximate gradient information for the objective 

and constraint functions, as a byproduct of function evaluations performed 

in the natural course of the search for the optimum. The other two methods 

are POP and COP (Refs 1 and 2) which are slightly different versions of the 

same algorithm, designed for different computers. The algorithm is a 

sophisticated form of the Simplex (LP) method, applied by locallineariza .. 

tion. A number of ingenious techniques are employed to minimize computa­

tion. 
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8. SECOND-ORDER METHODS FOR UNCONSTRAINED 

MINIMIZA TION 

There are three principal methods of unconstrained minimiza­

tion which are commonly referred to as second-order methods: Davidon's 

method (Ref 8), the Fletcher-Reeves conjugate gradient method (Ref 14). 

and Powell's conjugate directions method (Ref 15). Strict mathematical 

proofa of second-order convergence for these methods have not been given. 

but their convergence is known to be super-linear (faster than first order). 

In Davidon' s Inethod, which has already been referred to, each 

change of 2£ and h (~) is followedby,an adjustment of the H matrix, of the 

form 
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(24) 

where d 1 and d 2 are computed coefficients. Since Davidon's paper' is not 

easily accessible. his luethod is most widely known in a slightly modified 

form given by ::fletcher and Powell (Ref 16). However, some users of the 

modified method have reported nmnerical difficulties (los s of positive 

definiteness, due to computational errors) which apparently do not occur 

with Davidon' IS original method. 

Both the original and the Fletcher-Powell versions of Davidon's 

method require analytical evaluation of the gradient vector h(x). A forIn 

of Davidon' s Inethod using finite differences to determine approximately 

hex} from changes of f(x) has recently been reported by Stewart (Rei 17). 

This constitutes a significant advance. 

The Fletcher-R~eves Inethod of conjugate gradients uses analytic 

evaluation of the gradient, but could presumably be Inodified to use finite 

differences instead. Its basic cycle involves 3 vector s: ~, h, and s. 

Initially • .:. = -h. The cycle steps are 

1. Choose k to minimize f(~.+ k~ 

2. New x = x + ks 

3,. Evaluate new h = !!. (new ~) 

4. b = I new h 12/ I h 12 I) 
, , 
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For a quadratic function, this procedure gives the exact minimum in n cycles. 

For non-quadratic functions, it gives rapid convergence, but requires peri­

odic restart every n cycles, A modified version not requiring restart is 

probably possible. 

In Powell l s method of conjugate directions, the algot:ithrn remem­

bers a set of n search directiolls, and performs a one-dirnensional n-linimizing 

search in each of these directions in sequence .. The net resulting change of 

?:E:. defines a new direction, which (usualJy) replace::> one of the stored directions. 

No analytical derivatives are used, but equivaJent information is obtained 

from changes of function value. The method finds the exact rninimu:m of a 

quadratic function ill n cycles, and has rapid (superllnE:ar) convergence for 

non-quadratic functions. However, there are reports, of decreased efficiency 

when n is large (above 15 or so). None of these second-0rder tnethods have,' 

as yet, been generalized to deal with constraints, except by the use of 

penalty functions. 

9. PENALTY -FUNCTION METHODS FOR CONSTRAINTS 

A convenient and flexible, but approximate, method of enforcing 

constraints in function-minimization problems is by the use of penalty func­

tions. In one version of the penalty-function method, the objective function 

£(x) is replaced by the modified obj ecti ve function 

fp (x) = f(x) + L Ki d i 
2 (gi (x» (25) 

where the coefi.i.cients Ki>o are chosen constants, gi{x) is the ith constraint 

function, and 

{ 
y } if the ith constraint {gi = O} 

d.(y) = . ( ) . f th f" (26) 1 m1n 0, y 1S 0 e orm gi ~ 0 

Eq (25) could be generalized by using a quadratic form in the 

quantities di instead of a weighted sum of squares, but no particular ad- . 

vantage would be gained by doing so. The quantities d. 2 in Eq (25! are 
1 

called penalty functions. The larger Ki is chosen, the :tridre"'a:c'curately~the': (, '" 
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.th t' t . f d 1 cons raln 1S en orce • Therefore, an approximate solution found with 

C a moderate value of Ki can be improved by trying again with a larger value 

of Ki . The·displacement from the true solution will be approximately pro­

portional to 1 /K.. Therefore, constraints which must be satisfied with 
1 

high accuracy require large values of Ki . This is a potential source of 

difficulty, since large values of K. Inake the function f (x) have "valleys" 
1 p 

with at least one steep wall. The valleys are curved if the constraint·· 

surfaces are curved, and not all algorH1uns for unconstrained minhniza-

tiOll can fo11o\,1 such valleys efficiently. Algorithms with quadratic con­

vergence (such as Powell's or Davidon's) become ,highly desirable, though 

other m,ethods (e. g .• Rosenbrock's or Pattern Move) mCl.y also be effective. 

An autOlnatic method for adjusting the cllefficients Ki has been given by 

Kelley (Ref 13) who llses penalty functions in conjunction with Davidon' s 

method. As a byproduct, Kelley's ingenious n1.ethod generates an ex­

cellent metric for use with the projectcd:'" gradient method in a "refinement 

phase" which follows his rough preliminary minimization. 

In the SUMT algorithm (Ref 18) equality constraints are treated 

as described above, but a slightly different approach is used for inequality 

constraints. The penalty function is nonzero even when the constraint is 

satisfied, and varies inversely with distance from the constraint surface. 

On the violation side, the penalty is infinite: moves acros s this surface 

are rejected as absolute failures. To improve accuracy. the coefficient of 

the penalty function is decreased, rather than increased as for quadratic 

penalties. The advantage of the SUMT meth0J is that each approximate 

solution is feasible, so far as inEtquality constraints are concerned. 

It is instructive to compare the ,penalty-function method ·,I,,'ith 

the Lagrange multiplier Inethod of function IniniInization. In the latter 

Inetbod, we forIn 

F(x, A) = f(x) + L. A. g. (x) 
-- - 1 11-

(27) 

and seek values of the multiplier S Ai' such t4~t the solution of the resulting 

~c.<?Ilstrained pl'obleIn satisfies the constraints. We also require 
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~. = 0 for all inequality constraints which are inactive (strongly 
1 

satisfied) 

~. ~ 0 for all inequality constraints of the form g. (x) ~ 0 
1 1 

A necessary condition for ~o to give the unconstr.ained minimum of F(~,~) is 

VF(xo1 A) = h(~) + ~ Ai \7g i (~) (28) 
1 

Compare this with the result of differentiating Equation (25), which is 

\7fp(~} = h(~) + 2 t [Kidi(gi(~»] \7gi(~) 
so the two are alike if we identify 

2K.d (g.(x )} = A. 
1i 1-0 1 

(29) 

(30) 

This suggests that if Kiis increased, gi (~) and di (gi (xo» will decrease 

in magnitude, and the product will approach a liITlit which is one": half the 

Lagrange multiplier. Therefore, the penalty method Inay be regarded as 

a serv.o for adjusting A. to make it enforce the ith constraint, and 2K. as 
1 1 

the feedback gain for this servo. The servo has a standoff error invel'sely 

proportional to the gain. 

10. COMPARATIVE STUDIES OF NLP ALGORITHMS 

Relatively little has been published about extensive, objective 

comparisons of different algorithms for nonlinear programming. Numerous 

authors have reported comparisons between their proposed new methods 

and one or more previously existing methods, v.ith 'invariably favorable con­

clusions. A number of reasonably objecti~e comparisons of selected 

methods have been reported (see review articles in the Bibliography). Ar.. 

extensive survey has been conducted by Colville (Ref 19) by sending a 

questionnaire and set of problems to possessors of optimization algorithnls, 

with requests for 

(a) 

(b) 

(c) 

additional test problems 

description of algorithm 

performance data for the test problems (success or not, 

preparation time""rl.lnning·tim.e .•• p.um.her.of evaluations, etc.) 
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Several dozen replies were received. To correct for dif­

ferences in computer speed, each reported running time was normalized . . 
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by dividing by the time required for execution, on the same computer, of a 

standard computation defined by Colville. However, even the normalized 

times are difficult to interpret, since no standard was given for' the degree 

of accuracy to be sought. More meaningful, perhaps, is the fact that for 

most of the methods, success was not reported for all problems. However, 

this may reflect limited effort rather than limited capability. Since all but 

one of Colville I s problerns involve constraint2-, algorithms designed purely 

for unconstrained minimization rated poorly in his comparisons (and rightly 

so}. 

11. NONLINEAR PROGRAMMING FOR TRAJECTORY 

OPTIMIZA TION 

There are two distinct ways of applying nonlinear progralnming 

to problems of optimal control of dynamic systems (trajectory optimization). 

The first way, which is called the lIindirect" method for historical reasons, 

is to m.ake use of necessary conditions for optimality derived from the cal­

culus of variations (or its modern counterpart, optimal control theory) to 

reduce the candidate trajectories to an n-parameter family of extremals 

defined by given sets of differential equations. The objectiye function and 

the constraint functions then become ordinary functions of n parameters, 

and the algorithms for finite-dimensional NLP are appllcable. Each evalua­

tion of the objective function or the constraints requires integration of a 

get of different:',:.l equations. 

The second way, which is called the "direct" method, is to use 

NLP in function space. The n-component argument vector x is replaced by 

a control history .£ (t), regarded as a vector £ in function-space, and the 

objective function becomes a functional of E;. The constraints may involve 

instantaneous vahle s of u(t), or functionals of u, or both. Many of the NLP - -
algorithms for :n dimensions have analogs in function space. For,exa:m.ple. 

the function-space analog of the n-dimensional Newton-Raphson ,:'rnethod~has. 

been popularized by Bellmannas his "quasilinearizationrJ method, and by 
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McGill and Roberts as the "Generalized Newton-Raphson" method (Ref 20). 

C The ",Steepest ascent'" methods of Bryson and Kelley '(Refs 21, 22) are 

analogous to the proj ected gradient method in n variables. As might be ex­

pected, these lnethods are critically dependent on the choice of metric. 

The convergence properties can be analyzed by considering the case where 

the objective function is a quadratic fU:!"lctional of u, written sy-rnbolically as 
T 

f = O. 5u M u (3 1 ) 

where M is a linear operator in function space. The inverse metric is 

defined by SOIne other linear operator H, which must have an easily corn-· 

puted inverse. Then 

I 12 b. T -1 
u = u H u - - - (32) 

,The convergence analysis sketched in Section 7 can be carl'ied out in func­

tion space by considering the eigenvalue problem 
-1 ' 

aH v = Mv 

There will generally be an infinite number of eigenvalue s. If their magni.­

tudes vary over a wide (or i.afinite) range, convergence will be poor (or im­

e possible). Under fairly general conditions, an especially favorable choice of 

the metric is 
T -1 b. 

u H u -
t 

f/ 3::. T (t)W(t):~Jt)dt (33) 

'u 

where W(t) is the matrix of partial derivatives of the variation:al Halniltonian 

with respect to control variables. With this choice, of metric, it can be 

shown that the eigenvalues approach a finite limit. so all but a finite number 

of them will be within a small range. This greatly improves the convergence 

properties, and is the theoretical justification of the "Min-H" method of 

Kelley (Ref 22) and Gottleib (Ref 23). In favorable cases, the "Min-H" 

method can give excellent convergence. Gottleib has generalized the "Min-H" 

method to cases which cannot be handled by the metric given by Eq. (33). His 

generalization involves certain matrices which must be chosen arbitrarily, and 

critically affect the convergence. No general rules are available for selecting 

these matrices, but Gottleib has been able to find goo.;l-choices for hi;:) example 

cases. 
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A function-space analog of the Fletcher -Reeves conjugate gra-

C dient method has been proposed by Mitter and Lasdon (Ref. 24). The second 

c 

• order conver gence of the conjugate gradient method in n dimensions does not 

carryover into function space, but a major improvement over ordinary gra­

dient methods can be expected. Theory indicates that this method, modified 

by use of the "Min-H" metric, should be capable of convergence rates not 

greatly inferior to a second order method. 

12. 

12. 1 

12.2 

SELECTED BIBLIOGRAPHY ON NONLINEAR PROGRAMMING 

Books on NLP and Opti~i.~ation 

A. Balakvishnan and C. Neustadt (Eds), "C01:nputing Methods in 

Optim.ization Problem.s"~ Academic Pres s~ 1964 

R. Bellmann (Ed), "Mathematical Optimization Techniques 11, 

Univ. of California Pres s, 1963 

G. Hadley, "Nonlinear and Dynamic Progra:..nmi:r:g", Addison­

Wesley, 1964 

G. Leitmann (Ed), "Optimiz.ation Techniques with Applications to 

Aerospace Systerns", Academic Pres s, 1962 

T. Vogl and ALavi (Eds), "Recent Advances in Optimization Tech­

niques", Wiley, 1965 

D.J. Wilde, "Optimum Seeking Methods", Prentice-Hall, 1964 

G. Zoutendizk, "Methods of Feac~"'Jle Directions", Elsevier, 1960 

Review Articles 

J. Breakwell, "The Optimization of Trajectories 1:, J. SIAM I, 
215-247 (1959) 

A. Colville, "Nonlinear Programming Study" (Prelim.inary only; 

replies to a questionnaire circulated with test problems), IBM New 

York Scientific Center, 590 Madison Avenue, New York 



;1 
! 

c 

AV-19 

W. Dorn, "Nonlinear Programming - A Survey", Manage. Sci. 9 

171-208 (1963) 

T. Edelbaum, "Theory of Maxima and Minima", Chapter of "Op­

timization Techniques with Applications to Aerospace Systems", 

G. Leitmann, (Ed), Academic Press, 1962 

P. Fleischer, "Optimization Techniques", Chapter of "System An­

alysis by Digital Computer", F. Kou (Ed), Wiley, 1966 

R. Fletcher, "Function Minimization Without Evaluating Deriva-

tives - A Review", Brit. Compo J.~, 33-41 (1965) 

H. Kelley, "Method of Gradients" Chapter of "Optimization Tech­

niques with Applications to Aerospace Systems", G. Leitmann (Ed), 

Academic Press, 1962 

A. Leon, "A Comparison Am.ong Eight Known Optimizing Tech­

niques" Chapte:c of "Recent Advar..ces in Optin~ization Techniques" 

T. Vogi and A. Lavi (Eds), Wiley, 1965 

J. Lewallen and B.Tapley, "Analysis and Comparison of Several 

Numericai Optimization Methods" (for trajectories), AIAA Paper, 

58-67, January 1967 

B. Paiwonsky, "Optimal Control: A Review of Theory and Practice", 

AIAA Journal 1, 1985-2006 

M. Powell, "Minimization of Functions of Several Variables" cChapter 

of unpublished book; no further information 

H. Spang, "A Review of Minimization Techniques for Nonli!lear 

Functions", SIAM Review 4, 343-365 (1962) 

C. Wood, "Review of Design Optimization Techniques", IEEE Trans. 

Systems Sc. and Cybernetics I, 14-20 (1965) 

- P. Wolfe, "Recent Developments in Nonlinear ,Program.rning~'~ RAND 

Corp. Papers, P-2063 and P-2333-1 (l961), "R-40fPR (1962) '. .':". 



12.3 

( ' -, 

/ 

c 

Significant Papers on Nonlinear Programming Methods (for 

N Variables) 

AV-20 

(No author) "1800 Control Optimization Program (COP) Application 

Descriptions", IBM Report H20 -0208-1 

J. Abadie, "Generalization of Wolfe's Reduced-Gradient Method 

far the Case of Nonlinear Constraints", Proc. IFO:RS Congress, 

Boston, September 1966 HR 7 262/0 -J A-JC MSA 

J. Barnes, "An Algorithm for Solving Non1inea:r Equations Based 

on the Secant Method", Brit. Compo J §.' 66-72 (1965) 

B. Beskind, "An N ~Dimensional Search and Optimizatioll Proced­

ure", Aerospace Corp. Report TDR -269 (4550 -20) -2, December 1963 

C. Broyden, "A Class of Methods for Solving Nonlinear Simultan­

eous Equations", Math. Compo .!.§..' 577-593 (1965) 

C. Carroll, "The Created Response Surface Technique of Opti:miz­

ing Nonlinear, Restrained Systems", Opere Res. ,2, 169-184 (1961) 

A. Colville, "Process Optimization Program (POP) for the IBM 

7040/40 or 7090/94" Share General Program Library, H9IBM007 

C. Davidon, "Variable Metric Method for Minimization! I , Argonne 

National Lab., ANL-5990, November 1959, 21pp 

A. Fiacco and G. McCormick, "Computational Algorithm for the 

Sequential Unconstrained Minimization Technique (SUMT) for' Non­

linear Programming", Manag. Sci • .!.Q., 601-617 (1964) 

A. Fiacco and G. McCormick, "Extensions of SUMT for Nonlinear 

Programming: Equality Constraints and Extrapolation!!, Manage. 

Sci.g, 816-820 (1966) 

R. Fletcher and M. Powell, "A Rapidly Convergent. Descent Method 

for Minimization", Brit. Compo J 2., 163 -168 (1963) 

R. Fletcher and C. Re'eve .. , ",.)Tuilction"-MiIlimi:tation by Conjugate 

Gradients", Brit. Compo J 7, 149-154(1964) 



c 

12.4 

AV-21 
M. Hestenes; "The Conjugate--Gradient Method for Solving Linear 

Systems 11, Proc. of Symp. in Appl. Math, McGraw-Hill, Vol. VI, 

83-102 (1956) 
• 

R. Hooke and T. Jeeves, "Direct Search Solution of Numerical and 

Statistical Problems", J. Assoc. Comput. Mach. ~. 212-229 (1961) 

H. Kelley, et. aI., 11An Accelerated Gradient Method for Param.eter 
. , 

Optirnization with Nonlinear Constraints ", pre sented at AAS Space 

Flight Mechanics Specialist Conference, July 1966 

H. Kuhn and A. Tucker, "Nonlinear Prograrnming", Proe. Second 

Berkeley Symposium on 1:1ath, Stat. and Probability, 481 -492 (1951) 

M.Powell, 11A Method for Minimizing a Sum of Squares of Nonlinear 

~unctions Without Calculating Derivatives Ii. Brit. Compo J. I. 303 -307 

J. Rosen, liThe Gradient Projection Method for Nonlinear Prograln­

ming. Part I: Linear Constraints ". J. SIAM~, P 181 -217 

J. Rosen, 11The Gradient ~rojection Method for Nonlinear Program­

. Illing, Part II: Nonlinear Constraints", SIAM J. 2.. 514-532 (1961) 

H. Rosenbrock, "An AutoIllatic Method of Finding the Greatest or 

Least Value of a Function 11 , Brit. COIllp. J. 3, 175-184 (1960) 

G. Stewart III. "A Modification of Davidon's MiniIllization Method to 

Accept Difference Approximations of Derivatives", J. ACM 14, 

72-83 (1967) 

Significant Papers on Trajectory Optimizatbn Methods 

J. Breakwell, J. Speyer, A. Bryson l1OptiIllization and Control of 

Nonlinear SysteIlls Using the Secind Variation 11 , SIAM J. on Control, 

Ser. A 1, 193-223 (1963) 

K. Brown and G. Johnson, "Real-Time OptiIllal Guidance", IBM Fed­

eral Systems Division Report #66 -220 -001, August 1966 

:A" • .B,r,y$onand W. Denham, 11A Steepest-Ascent Method for Solving 

OptiIllUffi PrograffiIlling Problems ", J. Appl. Mech., Trans. ASME. 

Ser. E, 29 247 -257 



·c:' 

,. 
t 

1 

AV-22 

S. Conte, "The Numerical Solution of Linear Boundary Value Prob­

lems", SIAM Review~, 309-321 (1966) 

R. Gottleib, "Rapid Convergence to Optimum Solutions Using a 

Min-H Stz:ategy", AIAA J ournal~, 322 -329 (1967) 

M. Handelsman, "Optirnal Free -Space Fixed-Thrust Trajectories 

Using Impulsive Trajectories as Starting Iterativeo", AIA.A J. 4, 

1077-1082 (1966) 

H. Ingram, "The Automation of Optimization Problenls 11, AAS Pre­

print 66-116, July 1966 . 

H. Kelley, "Gradient Theory of Optimal Flight Paths", J. ARS 50, 

947-954 (1960) 

H. Kelley, "Method of Gradients ". Chapter in "Optimization Tech­

niques with Applica.tions to Aerospace Systems", G. Leitmann, CE d), 

Academic Press, 1962 

H. Kelley, R. Kopp, H" Moyer, "A Trajectory Optimization Tech­

nique Based On the Teory of the Second Variation", AIAA Paper 

63-415 (1963) 

G. Leitmann, "The Optimization of Rocket Trajectories - A Survey", 

Progress in Astronautical Sciences (S. Singer, Ed) N. Holland, 1961 

P. Lion and M. Handelsman, "The Primer Vector on Fixed-Time 

Im.pl,l"live Trajectories", AJ.AA Paper 67-54, January 1967 

G. McCue, "Satellite Orbit Transfer Studies (Final Report)", North 

P..!Ilerican Aviation, Space and Information Systems Division, STD 

66-1224, August 1966 

G. McCue, "Quasilinearization Determination of Optimum Finite­

Thrust Orbital Transfers", North American Aviation, Inc., SID 

66-1278 (1966) 

R. McGill and P. Kenneth, "Soludo~ of Variational ProblenisBy:: 

Means of a Generalized Newton-Raphs.ori. Method", AIAA J. ~, 

1761-1766 (1964) 



c 

c 

AV-23 

S. Mitter, L. Lasdon, A. Waren, liThe Method of Conjugate Gra­

dients for Optimal Control Problems", IEEE Journal, June 1966, 

904-905 

S. Pines, 1I0ptima1 Guidance for Ascent Trajectories Into Circular 

Orbits II, AIAA Paper 67 -56, January 1967 

H. Robbins, IIAn Analytical Study of the Impulsive Approximation ll , 

AIAA J. 4, 1417-:1423 (1966) 

R. Wingrove, "A Method of Trajectory Optimization by Fast-Time 

Repetitive Computations rr , NASA Ames Res. Ctr., NASA-TND-3404, 

April 1966 



AV-24 
REFERENCES· 

c 1. Colville, A., "Process Optimization Program (POP) for the IBM 7040/40 

or 7090/94" Share General Program Library, H91Bl'-,{007 

2. (No Author) "1800 Control Optimization Program. (COP) Application De s-

criptions", IBM Report H20-0208-1 

3. Beskind, B., "An N-Dimensional Search and Optimization Procedure", 

Aerospace Corp. Report TDR-269 (4550 ... 20)-2, December 1963 

4. Abadie, J., "Generalization of Wolfe's Reduced- Gradient Method for the 

Case of Nonlinear Constraints", Proc. IFORS Congress, Boston, September 

1966, HR7 262/0 - JA - JC MSA 

5. Kuhn, H. and Tucker, A., "Nonline~r Programming", Proc. Second 

Berkeley Symposium on Math Stat. and Probability, 481-492 (1951) 

6. Hadley, G., "Nonlinear and Dynamic Programming", Addison-Wesley, 1964 

7. Powell, M., "Minimization of Functions of Several Variables ll , Chapter of 

unpublished book, no further information 

8. Davidon, C., "Variable Metric Method for Minimization ll , Argonne Nat-

iona1 Lab., ANL-5990, November 1959 

9. Rosenbrock, H., "An Automatic Method of Finding the Greatest or Least 

Value of a Function", Brit. C~mputer J. l' 175 - 184 (1960) 

10. Hooke R., and Jeeves, T., "Direct Search Solution of Numerical and 

Statistical Problems", J. Assoc. Comput. Mach. ~, 212-219 (1961) 

11. Rosen, J., "The Gradient Projection Method for Nonlinear Programming, 

PartI: Linear Constraints", J. SIAM~, pp 181-217 

12. Rosen, J., "The Gradient Pr.oj.edion.1'iethod for.,Ndi:tlinear Programming, 

Part II : Nonlinear Constraints ll , SIAM Journal 9, 514 - 532 (1961) 



c 

AV-25 

13. Kelley, H., et. al., "An Accelerated Gradient Method for Parallleter 

Optilllization with Nonlinear Constraints", presented at AAS Space Flight 

Mechanics Specialist Conference, July 1966 

14. Fletcher, R., and Reeves, C.,. "Function Minilllization by Conjugate 

Gradients", Brit. COlllputer J. 2. 149 - 154 (1964) 

15. Powell, M •• "An Efficient Method for Finding the MinilllUlll of a Function 

of Several Variables Without Calculating Derivatives", Brit. Computer J. 

2, 155 - 162 (1964) 

16. Fletcher, R., and Powell, M." "A Rapidly Convergent Descent Method 

for Minilllization", Brit. COlllputer J. 6, 163 - 168 {1963} 

. 17. Stewart, G., III, "A Modification ofDa vidon' s Minilllization Method to 

Accept Difference Approximations of Derivatives", J. ACM 14, 72 - 78 (1967) 

18. Fiacco, A.: and McCormick, G., "Colllputational Algorithm for the Sequen-

tial Unconstrained Minilllization Technique (SUMT) for Nonlinear Progralllming", 

Manag. Sci • ..!.Q, 601 - 617 (1964) 

19. Colville, A., "Nonlinear Progralllllling Study" (Prelilllinary only: replies to 

a questionnaire circulated with test problems) IBM New York Scientific Center, 

590 Madison Avenue, New York 

20. McGill, R., and Kenneth, P., "Solution of Variational Problellls By Means 

of a Generalized Newton-Raphson Method", AIAA J. 2, 1761 - 1766 (1964) 

21. Bryson, A., and Denhalll, W., "A Steepest-Ascent Method for Solving 

OptilllUlll Programming Problellls", J. Appl. Mech., Trans. ASME, Sere E, 

29 247 - 57 

22. Kelley, H., "Method of Gradients" Chapter in "Optimization Techniques 

with Applicati.ons to Acrospa:ce System.'sY,.\G~ . Leii:tmann, Ed., Academic 

Press 1962 



.i. 

AV-26 

23. Gott1eib, R., "Rapid Convergence to OptinlUm Solutions Using a Min-H 

Strategy", AIAA Journa1i, 322 - 329 (1967) 

24. Mitter, S., Lasdon, L., Waren, A., "The Method of Conjugate Gradients 

for Optimal Control Problems", IEEE Journal, June 1966, 904 - 905 


