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PREFACE

This document is intended to assist in planning for the use of the SNA Extended
Network Addressing (ENA) and Virtual Storage Constraint Relief (VSCR)
functions. These functions are provided by ACF/VTAM V3 and ACF/NCP V4. It was
written primarily for networks with MVS operating systems. It also describes
the new features of ACF/VTAM V3 and ACF/NCP V4.

The reader should refer to official documentation (i.e., IBM SRL publications)
when evaluating, planning or implementing these functions. This will provide
the required level of detail and help ensure up-to-date information.

The examples in this document do not cover all possible combinations of require-
ment, design, planning, implementation and operation.

The reader is assumed to have a thorough understanding of IBM SNA, familiarity
with related products and experience in planning for SNA networks.

The document is structured as follows:
"INTRODUCTION"

. 1.0 "Business Requirements": Discusses the requirements of very large SNA
networks and their impact on resource addressing and virtual storage.

U 2.0 "Providing SNA Solutions": Describes the technical requirements that
arise with SNA networks in order to satisfy the business requirements dis-
cussed in the previous chapter.

"PRODUCT ENHANCEMENTS"

J 3.0 "MVS/XA Extended Virtual Storage Exploitation"™: Describes the exploi-
tation of the MVS/XA 31-bit addressing capability by ACF/VTAM V3.

. 6.0 "Extended Network Addressing (ENA)": Describes the extended network
addressing capability provided by ACF/VTAM V3 and ACF/NCP V4. This section
also discusses the differences between the previous address structure and
ENA. In addition, various session flows are provided to illustrate the dif-
ference between pre-ENA and ENA node communication.

L 5.0 "Other Enhancements™: Describes the enhancements in ACF/VTAM V3 and
ACF/NCP V4 that are not related to ENA or VSCR. However, these should be
considered when planning the installation of ACF/VTAM V3 and ACF/NCP V4.

"PLANNING™

. 6.0 "Planning and Migration Considerations": Describes the considerations
in:

- determining if ENA and VSCR are required; and

- planning for ENA and VSCR exploitation.
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7.0 "Migration Scenarios": Describes a number of pre-ENA to ENA migration
scenarios. Not all possible combinations are considered. However, therea
are ten scenarios which should illustrate the principles required to plan
for most migrations to ENA capable networks.

"VIRTUAL STORAGE INFORMATION"

8.0 "Overview of Virtual Storage and Addressing™ on page 101: Provides bas-
ic concepts on Virtual Storage and Addressing in the MVS/370 and MVS/XA
environments.

9.0 "Storage Management Services"™ on page 119: Provides an introduction to
VTAM's Storage Management Services.

10.0 "Virtual Storage in VTAM" on page 127: Provides technical information
on VTAM Virtual Storage Allocation, and Use in the MVS environment.

11.0 "VTAM Virtual Storage Estimation™ on page 149: Provides technical
information on VTAM Virtual Storage Estimation.

12.0 "Monitoring Virtual Storage™ on page 159: Provides an approach to mon-
itoring Virtual Storage.

Thae following conventions are used in this document:

ENA Extended Network Addressing - the process of using 8 bits to
address subareas and 15 bits to address elements in an SNA net-
work

ENA_NCP an IBM 3725 communications controller node that contains ACF/NCP

V4 and therefore is ENA capable

ENA NETHORK an SNA network where all host nodes contain ACF/VTAM V3 and all

communications controller nodes contain ACF/NCP V4

ENA_SSCP an SSCP in a host node that contains ACF/VTAM V3 and therefore is

ENA capable

Pre-ENA_NCP an IBM 3705/3725 communications controller with ACF/NCP V2 or

ACF/NCP V3

Pre-ENA_SSCP an SSCP in a host node that contains ACF/VTAM V2R1, ACF/VTAM

VSCR

vi

V2R2, ACF/TCAM V2R3 or ACF/TCAM VZ2R4
Virtual Storage Constraint Relief - the use by ACF/VTAM of virtu-

al storage beyond the 16 megabyte address in host nodes operating
under MVS/XA
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JECHNIC SUMMARY

This document is intended to assist in planning for the use of the SNA Extended
Network Addressing (ENA) and Virtual Storage Constraint Relief (VSCR) functions
provided by ACF/VTAM V3 and ACF/NCP V4. It was written primarily for networks
with MVS/XA operating systems.

This document describes the major new features of ACF/VTAM V3 and ACF/NCP V4.

ENA provides the resource addressing capabilities required by very large net-
works. Prior to ACF/VTAM V3 and ACF/NCP V4, network addressing utilized a total
of 16 bits. There was also an accompanying trade-off between subarea and ele-
ment addressing. HWith ENA, a network may contain up to 255 subareas and 32,767
elements in each subarea. This is achieved through exploitation of the FID4
Transmission Header introduced in SNA ¢.2. In addition, some of the SNA Control
Vectors are different.

Within this document, the changes are discussed and described through a number
of network operating scenarios. These scenarios also consider the coexistence
of pre-ENA nodes within the ENA network:

. SSCP-SSCP Session Activation

. SSCP-PU Session Activation

. LU-LU Session Activation

. ER/VR Activation

The issues in migrating to exploit ENA are also considered. This is illustrated
with migrational scenarios that correspond to the following objectives:

. To increase the number of channel-attached terminals.

. To increase the number of host applications.

. To migrate hosts to ACF/VTAM V3.

. To migrate NCPs to ACF/NCP V4.

. To migrate a configuration with CMC host(s).

. To migrate an application host only.

. To migrate SNI connected networks.

. To retain pre-ENA nodes as IRNs within a network.

. To attempt backup of an ENA SSCP with a pre-ENA SSCP.

VSCR provides the virtual storage required for the definition of large networks.

ACF/VTAM V3 exploits the 31-bit storage addressing offered by MVS/XA (which
allows a problem program in MVS to exploit up to 2 gigabytes of virtual
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storage). Most of VTAM's control blocks, buffers and modules have been moved
above the 16 megabyte virtual storage boundary. This removes many of the virtu-
al storage constraints experienced today in large networks.

The document examines the extent of VSCR offered by ACF/VTAM V3. It also pro-
vides a means of assessing the impact of VSCR at any given installation. The
following virtual storage topics are covered:

. Overview of virtual storage and addressing in the MVS environment.

. VTAM Storage Management Services.

. VTAM data areas and Use.

. Estimating virtual storage.

] Monitoring virtual storage.

In addition to ENA and VSCR, other new functions in ACF/VTAM V3 are described:

. ITLIM enhancements

. VTAMOBJ elimination

U Automatic SSCP-SSCP session restart

. SSCP selection exit

. VR selection exit enhancements

. NMVT enhancements

. Elimination of message flooding

. USS enhancements

. API enhancements

U VTAM message enhancements

J Dump formatting enhancements

There is some consideration of changes in ACF/NCP V4.
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INTRODUCTION

In this part, the sections are:

. 1.0 "Business Requirements” on page 3: Discusses the requirements of very
large SNA networks and their impact on resource addressing and virtual stor-

age.

. 2.0 "Providing SNA Solutions"™ on page 5: Describes the technical require-
ments that arise for SNA networks in order to satisfy the business require-
ments discussed in the previous chapter.

INTRODUCTION
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1.0 BUSINESS REQUIREMENTS

The role of Information Systems in many business enterprises has undergone con-
siderable change. It was typically an expensive 'back room' operation that
failed to demonstrate its value to the enterprise. With advances in the under-
standing of computer technology, the role has assumed a new significance. It is
now seen as an essential and vital part of the business capable of making sig-’
nificant contributions to the objectives of profitability and increasing market
share.

The exchange of information is an integral part of business processes. Computer
technology has revolutionized these processes.

The computer terminal has increased the availability of service outlets where
transactions may be initiated. The networks (that connect these terminals to
host systems) make it viable and efficient to transport information over vast
distances. The centralized host systems make it possible and economical to pro-
cess large volumes of transactions. This technology allows the enterprise to
expand its markets in a cost-effective way without losing control over the proc-
essing and storage of vital business information. The barriers imposed by
geographical dispersion and remoteness have been diminished, opening the way for
new markets beyond state and national boundaries.

This leads to the creation of large terminal networks. In many enterprises,
this growth is accelerated with the thrust to automate existing corporate infor-
mation and customer services. New requirements, such as credit card authori-
zation and electronic funds transfer transactions from point-of-sale terminals
at retail outlets, will lead to significant growth in the network and its termi-
nals. ‘

Large networks exist for other reasons as well. Technology allows the consol-
idation of independent telecommunications networks (i.e., voice, data, image,
file) within an enterprise. The consolidation of two or more networks, as a
result of a corporate merger or takeover, will cause significant expansion.

Network consolidation (i.e., the creation of a single network by rationalizing
two or more networks) can be achieved with IBM SNA Multi System Networking
(MSNF). The cost in replicating functions and services at each business
location can be avoided. The redundancy required in telecommunications circuits
and equipment can be minimized. The cost and complexity of managing and operat-
ing multiple networks will be avoided.

The large single network and centralized transaction processing facilities com-
bine to provide the business enterprise with economies of scale and levels of
control and security that are difficult to achieve otherwise. The unprecedented
rate of growth in large networks has introduced these two significant technical
requirements:

1. The increase in the number of terminals and applications has increased the
demand for storage by the host telecommunications access method.

2. The current structure of SNA network addresses has to be expanded to accom-
modate this growth.

Business Raquirements 3
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2.0 PROVIDING SNA SOLUTIONS

ACF/VTAM V3 and ACF/NCP V4 provide solutions to a large network's requirements
in the areas of host storage and network addressing.

2.1 LARGE NETWORK HOST STORAGE

Prior to ACF/VTAM V3, VTAM's use of virtual storage was based on the 5/370
Architecture. That architecture specified the use of 24 bits for storage
addressing, which provided a theoretical virtual storage addressing capability
of up to 16 megabytes. This meant that the VTAM address space could only contain
a maximum of 16 megabytes of modules, buffers and control blocks.

In reality, the amount of virtual storage available to the VTAM was far less.
The actual amount available to a particular installation would depend on how
much storage was consumed by MVS system components and its subsystems (see "Ov-
aerview of Virtual Storage and Addressing™ on page 101). This could range
between 6-10 megabytes.

Given that VTAM's requirements for control block and buffer storage increases
proportionally with the number of network resources, several large networks soon
exhausted the virtual storage available. This constrained the ability to add
network resources. It also affected the ability to recover from the concurrent
failure of several resources. There have been attempts at circumventing these
constraints (e.g., distributing network resource ownership over several hosts).
However, the measures taken were often costly, limited in effectiveness and
accompanied by operational and other problems.

In the 57370 Extended Architecture and its MVS implementation, virtual storage
addressing was extended to 31 bits. This provided VTAM with the potential to use
up to 2 gigabytes (i.e., 128 x 16 megabytes) of virtual storage for its modules,
control blocks and buffers. This will remove the current virtual storage con-
straints and allow the implementation of very large SNA networks.

The growth in subsystems and user application programs that use the VTAM Appli-
cation Program Interface (API) has also led to an increase in virtual storage

demands.

ACF/VTAM V3 exploits the extended virtual storage in MVS/XA and provides this
capability to programs that use the VIAM API.

2.2 LARGE NETHORK ADDRESSING

Prior to ACF/VTAM V3 and ACF/NCP V4, the SNA addressing structure had a fixed
length of sixteen bits. The two bytes were divided into two portions:

Providing SNA Solutions 5



L. BUBARES

<.

@ The snlection of bits used in addressing the host processcr and communi-
cations controller.

NETWORK ELEMENT

r

° The selection of bits used to address each network resource (e.g., line,
cluster contreller, terminal, application, etc.) associated with a par-
ticular subarea.

Subarea —> 02 370573725
Assignment
L L L
I|C I|C I|iC
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112131{4{516]7(8 11213 12
Network
Element
Number —>11121314|5/6]{7|8|9|A|B|C|D|E|F vy

Figure 1. SNA Subarea’/Element Addressing

The division between the subarea and the network element portion is
user-specifiable. This is achieved by coding the VTAM and NCP MAXSUBA (MAXimum
SUBArea) parameter. If the split is made in favor of the maximum subarea value,
the impact will be a reduction in the total number of network elements available
on each host and communications controller in the network.

The criteria for establishing the appropriate subareas/network element split is
typically based on business requirements as perceived by the network systems
programmer. In many installations, the network addressing guidelines were for-
mulated at a time when rapid growth was not anticipated (in some cases, at a time
when SNA software could not interconnect multiple hosts). On the other hand,
the increasing demand for online access to information has raised the require-
ment to maximize the networlk element addressing capability. This, of rourse,
reduced the number of available kits for the subarea range.
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Regardless of where the division is drawn between the subarea and element, the
theoretical maximum number of addresses available in each SNA network was
65,536. However, due to other factors which dictate the required number and
placement of communications controllers and hosts, this range still remains
somewhat theoretical for most networks!

SUBAREA ELEMENT
PORTION PORTION
Bits Used{Available Subareas|Bits Used|Available Elements
8 255 8 255
7 127 9 512
6 63 10 1024
5 31 11 2048
4 15 12 4096
3 7 13 8192
2 3 14 16384

Figure 2. Pre-ENA Addressing Range

The interdependency between the subarea range required and the resulting number
of network elements per subarea has constrained network design in many enter-
prises. In many organizations, this interdependency has adversely affected:

1. End User Productivity

. To avoid the response delays incurred by accessing a system remotaly,
many installations channel-attach terminals into the application host.

U This reduces the number of elements available to that host subarea.
Further growth (over time) in the number of channel-attached terminals
and applications reduces element numbers to critical levels.

. This compels the installation to satisfy latent terminal demand with

remote lines, install additional host processors and/or align the sub-
areaselement address split in favor of the 'element!'.

Providing SNA Solutions 7



Remote Network Growth

° Business grouwth (i.e., new branches, new business territories) requires
the installation of additional lines, control units and terminals.

. Each terminal requires an element address. The constraints imposed by
the subarea/element addressing structure often forces more communi-
cations controllers, lines, control units, and terminals than would
otherwise be necessary.

Consolidation of Existing SNA Networks
. Two large enterprises have merged.

L Both organizations have large SNA networks which are inherently differ-
ent (i.e., different subareaZelement splits, naming conventions).

U The networks were to be interconnected and gradually consolidated as
part of a business strategy to reduce the corporate telecommunications
operating expense.

. The subarea range required imposes a subareaselement split that pro-
vides an undesirably low number of 'elements per subarea'.

. Although SNI (see below) would alleviate some of these problems, it
would also introduce additional levels of complexity.

SNA Network Interconngct (SNI)

Prior to ACF/VTAM V2R2 and ACF/NCP V3, interconnecting multiple SNA networks was
possible if the subarea/element address split was identical across the networks.
However, interconnection standards (such as network resource namas) were
required to preserve the integrity of each network (e.g., by avoiding duplicate
names and subareas).

ACF/VTAM V2R2 and ACF/NCP V3 introduced the SNA Network Interconnect (SNI)
facility. SNI provides an SNA gateway between multiple SNA networks with dif-
ferent attributes (i.e., subareaselement splits, naming standards). SNI was
designed to:

address the inability to connect multiple SNA networks that have different
subareaselement address splits.

provide a solution for an installation that has exhausted the subarea
addressing range as a result of a large number of interconnected hosts and
communications controllers. SNI split the network into multiple logical
networks and provided a means of mapping between each other.

the coexistence of multiple networks - each with different network naming
standards. The SNI ALIAS Mapping function allows duplicate resource names
to exist within each network by translating the duplicate to a uniqua name
during cross—network communication.

SNA ENA/VS Guide



SNA Extended Network Addressing (ENA)

The SNA addressing structure has been expanded with the SNA Extended Network
Addressing (ENA) feature. ENA is available in ACF/VTAM V3 and ACF/NCP V4 to
address:

. the requirements of installations that would like to evolve the SNA network
as a single logical entity; and

. generally, the requirement to define a larger number of resources in each
subarea (i.e., host processor, communications controller).

ENA eliminates the direct dependency between the selection of the subarea range
and the number of network elements available.

U Eight bits are used for the subarea address.
. Fifteen bits are used for the element address.

° ENA will allow up to 255 subareas (0 is reserved) to coexist within the same
network.

. Each subarea has the potential of addressing up to 32,767 network elements
(e.g., terminals, applications, lines, cluster controilers, etc.).

Theoretically, the maximum number of addressable resources in an ENA-capable
network is 8,355,840. However, requirements in processing power, main storage,
DASD, geographic placement of communication controllers and facilities con-
straints (such as floor space) will all combine to determine the actual number
of network resources possible in any given production environment.

SUBAREA ELEMENT
PORTION PORTION

Bits Used|Available Subareas|Bits Used|Available Elements

8 255 15 32,767

Figure 3. ENA Addressing Range
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PRODUCT ENHANCEMENTS

In this part, the sections are:

. 3.0 "™VS/XA Extended Virtual Storage Exploitation" on page 13: Descfibes
the exploitation of the MVS/XA 31-bit addressing capability by ACF/VTAM V3.

. 4.0 "Extended Network Addressing (ENA)" on page 17: Describes the extended
network addressing capability provided by ACF/VTAM V3 and ACF/NCP V4. This
section also discusses the differences between the previous address struc-
ture and ENA. In addition, various session flows are provided to illustrate
the difference between pre-ENA and ENA node communication.

[ 5.0 "Other Enhancements" on page 35: Describes the enhancements in ACF/VTAM

V3 and ACF/NCP V4 that are not related to EHA or VSCR. However, these should
be considered when planning the installation of ACF/VTAM V3 and ACF/NCP V4.

PRODUCT ENHANCEMENTS 11
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3.0 MySs/XA EXTENDED VIRTUAL STORAGE EXPLOYITATION

PALEA A2

ACF/VIAM ¥3 will use the 31-bit virtual storage addressing capability provided
by MVG/XA. This capability allows a program to address 2 gigabytes ot virtual
storage within a single MVS address space; increasing the amount of virtual sto-
rage available to VTAM by a multiplication factor of 128 over previous releases.

This change is available only to MVS/XA systems with ACF/VTAM V3 installed.

The chapter "Overview of Virtual Storage and Addressing™ on page 101 provides an
introduction to the discussion that follows.

.1 VYAM VIRTUAL STORAGE CONSTRAINT RELIEF (VSCR)

Prior to ACF/VTAM V3, each VTAM address space was limited to 16 megabytes of
virtual storage. It was difficult to:

. define and activate a large number of resources (e.g., 6,000 LUs or more)
within a single VTAM address space; and

o recover from the failure of large nodes (e.g., a Host or NCP Intermediate
Routing Node (IRN) with several hundred resources).

In this release, VTAM can address up to 2 gigabytes of virtual storage within
its address space. These are some of the benefits:

. Definition and ownership of very large networks (e.g., more than 10,000 LUs)
from a single host.

While there may be some advantage in owning a network from several hosts,
'single host ouwnership':

- avoids the operational and network management complexity inherent in
running a network from multiple 'owners'; and

- allows the customer to exploit the processing power and economic advan-
tages offered by IBM's largest central processors.

. Avoidance of 'VTAM short of storage' conditions.

The virtual storage shortage occurred, most frequently, during recovery
from large node failures. In addition to extending recovery time, the shor-
tage prevented completion of resource 'cleanup'.

Most VTAM control blocks, buffers and modules will be moved from the VTAM pri-
vate area and the common area into their corresponding extensions above the 16
megabyte virtual storage boundary. MWhere there are 24-bit addressing dependen-
cies, the data area or module will remain below the boundary.

MVS/XA Extended Virtual Storage Exploitation 13



The major areas that will remain below the boundary are:

. I0 Buffers (IOBUF) will remain below because Format 0 CCWs are still used by
VTAM. The Format 1 CCW defined in System/370 Extended Architecture has not
been implemented in ACF/VTAM V3.

. Module: that:

- must branch to user exits; or
- must branch to interfaces that do not exploit 31-bit addressing; or

- may receive control from modules that do not exploit 31-bit addressing.

. Parameter lists for restricted or hollow interfaces to MVS Systems Services
(i.e., services that partially support or do not support 31-bit addressing).

. SSP interfaces.

VTAM will allocate the storage that is usually obtained from an application pro-
gram's private address space above the boundary. However, any storage that may
be referenced by the application program directly will remain below the
boundary.

VTAM's use of CSA can be controlled through the CSALIMIT parameter. This has
been changed to allow specification of a 1limit up to 2 gigabytes.

This enhancement alleviates the VTAM virtual storage constraint that has inhib-
ited growth and expansion in large SNA networks.

3.2 VTAM APPLICATION PROGRAMS

In ACF/VTAM V3, programs can be coded to use the VTAM RECORD Application Program
Interface (API) under the 24-bit or 31-bit addressing modes in MVS/XA.

-Therefore, changes to application programs are only necessary if additional vir-
tual storage is required.

Most of the VTAM API control blocks can reside on either side of the 16 megabyte
virtual storage boundary. However, only programs executing in 31-bit addressing
mode can access data above the boundary.

The ACB and related storage (i.e., application name and password fields) must
remain below the boundary due to the need to maintain compatibility with VSAM.

For similar reasons, the GENCB, MODCB, SHOWCB and TESTCB macro instructions will
not manipulate data areas located above the 16 megabyte virtual storage boundary
(although these "macros' may be executed in the 31-bit addressing mode).

-VTAM API user exit routines can execute in either the 24-bit or 31-bit address-

ing mode. The addressing mode in which an exit receives control will be deter-
mined as follows:
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Exits specified through the EXLST - the addressing mode used when the ACB
was opened.

RPL exits - the addressing mode used when the original RPL-based request was
issued.

SYNAD/LERAD exits - the addressing mode used when the CHECK request was
issued (if OPTCD=SYN is used, this will be the mode of the original
RPL~-based request for which the CHECK was issued).

VTAM macro instructions can be invoked and executed in either addressing mode.
However, the following points are significant:

The ACB must be in 24-bit storage.
The parameter lists for OPEN and CLOSE must be in 24-bit storage.

The manipulative macro instructions can only operate on data areas in 24-bit
storage.

The data areas referenced by any macro instruction must be in storage that
is compatible with the program's addressing mode (i.e., a program in 24-bit
mode will ignore the high order address byte with unpredictable results).

VTAM will clear the high order byte of addresses in control blocks used by
2%4-bit programs.

There are no changes in ACF/VTAM V3 for the following VTAM RECORD API functions:

Authorized Path
Parallel Sessions
Multi-memory Applications

Programmed Operator Interface (P0OI)

There are changes to the Communications Network Management Interface (CNMI). As
these are due to support for ENA, NMVT and the IBM 3710 (i.e., they do not result
from MVS/XA exploitation), they are discussed later.

3.3 VTAM INSTALLATION EXITS

The VTAM Installation Exits are:

Session Management
Virtual Route Selection
VR Pacing Window Size

Session Accounting

MVS/XA Extendad Virtual Storage Exploitation 15



L Session Authorization

In ACF/VTAM V3, these can be coded to execute in either the 24-bit or 31-bit
addressing mode under MVS/XA.

These routines will be given control in the addressing mode specified through
the AMODE attribute of the load module. Existing routines need not be changed;
these will run in 24-bit mode.

4 _DUMPING IMPRO NT

Due to the potential for large virtual storage dumps in 3l1-bit addressing mode
(i.e., 2 gigabytes), ACF/VTAM V3 will use the improved dumping facilities of
MVS/XA (specifically MVS/SP V2R1).

VTAM will dump those storage areas which have been allocated in the VTAM key
(VTAM uses MVS Supervisor Storage Key 6 for storage protection). The dump will
include the following:

Storage in Key 6

Subpools 0, 227-231, 239, 241, 245, 252-255
Storagae in Key 0 allocated by VTAM

ALLPSA

e o o o

This will limit the dump to private and common storage used by VTAM.

These dumping options are spe;ified via the SDUMP parameter list ('hard coded®
in a VTAM module). If it is necessary to dump other areas of storage, these
options may be modified through the MVS CHNGDUMP command.

These improvements will reduce the size of dumps created (via SDUMP):

L for a VTAM module abend under a IRB, SRB or TCB in VTAM's address space; or

. under a VTAM FRR/ZESTAE routine used by a VTAM application program

while ensuring adequate problem determination information is collected. Dumps
created by the Z NET command will not be affected.
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%.0 EXTENDED NETWORK ADDRESSING (ENA)

Throughout this document, the term ENA network refers to a network of hosts and
communications controllers that have been migrated to ACF/VTAM V3 and ACF/NCP
V4. The term ENA node refers to a host with ACF/VTAM V3 or a communications con-
troller with ACF/NCP V4.

Background

The preparations to extend SNA network addressing started with SNA 4.2 (i.e.,
ACF/VTAM V1IR3 and ACF/NCP V1R3). Additional space was reserved in the FID4%
Transmission Header (TH). The FID4 TH introduced in ACF/VTAM V1IR3 and ACF/NCP
V1IR3 contained two non-contiguous network address fields consisting of four
bytes for subarea address and two bytas for element addresses.

The Extended Network Addressing function of ACF/VTAM V3 and ACF/NCP V4 utilizes:
L eight bits for subarea addressing; and

. fifteen bits for element addressing.

The following diagram illustrates the change in the SNA addressing structure:

0ld 2 Byte Address

T

Subarea Element

X) Y)
|
v v
I 1 i 1
(X) Y) Y)
| 1 ] |
Subarea Element
< ENA 6 Byte Address >

Figure 4. ENA Addressing Structureae
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5.1 REQUEST/RESPONSE UNIT CHANGES

There have been no new RUs introduced in ACF/VTAM V3 and ACF/NCP V4 for ENA sup-
port. To accommodate extending the network address structure from two to six
byvtes, many of the Request/Response Unit (RUs) have changed.

The change in the RU format - bytes three and four of many of the RUs, in the
past, referred te the network address (subarea/element). In ACF/VTAM V3 and
ACF/NCP V4, bytes three and four now contain only the element address. The sub-
area value of the network address has been removed from the RU.

Please refer to "Request/Response Unit Changes™ on page 177 if you are inter-
ested in more detail.

%.2 ENA RELATED SERVICE AID CHANGES

VTAM Internal Trace

The VTAM Internal Trace record has been rewritten to allow for the ENA expansion
to the network address. In addition, the default options have changed.

The Dump Formatter has been reuwritten with new trace formats and a number of
dumping improvements have been made.

ACFTAP

The ACFTAP program has been changed to reflect the network address expansion.

6.3 SESSION ACTIVATION

ENA and pre-ENA nodes can coexist within the same network. However, for a
pre-ENAZ/ENA mixed environment to be possible, the ENA node must be able to
determine the level of support existing in the adjacent nodes. This is achieved
during the ACTPU/ACTCDRM operations and their subsequent responses.

An 'Activate Physical' (ACTPU) is sent by the SSCP to activate a session with
the PU and to obtain certain information about the PU. Control Vector X'0B'
provides the ACTPU operation, the 'ENA support' indicator.

An 'Activate Cross-Domain Resource Manager' (ACTCDRM) is sent by an SSCP to
activate a session with another $SSCP. Just as in the case of the ACTPU, ACTCDRM
is used to pass information related to the CDRM-CDRM session. Control Vector
X'06"' provides the ACTCDRM operation, the 'ENA Support' indicator.
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"SNA Control Vector Changes" on page 179 describes the layout of Control Vectors
X'06" and X'0B"'.

After the ENA and pre-ENA support is determined, it is the ENA node's responsi-
bility to trarsform all RUs into the appropriate format for the adjacent node.
The pre-ENA node expects the pre-ENA RU format during the ACTPU and ACTCDRM
operations.

4.3.1 SSCP-SSCP Session Activation

The following scenarios present the effect on SSCP activation in pure ENA and
mixed (pre—-ENAZENA) environments.

Pre-ENA SSCP; Pre-ENA SSCP

PRE PRE
ENA_SSCP ENA_SSCP
ACTCDRM
o >
4rspCACTCDRM)
< o

FigureyS. Pre-ENA_SSCP;Pre-ENA_SSCP Session Activation

L Both SSCPs have determined that communication is possible. The exchanges
will be performed using the pre-ENA addressing format as each SSCP is a
pre—-ENA SSCP.
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Pra-ENA _S30F; EWA S5CP

PRE
ENA_SSCP ENA_SSCP
ACTCDRM
o >
+rsp(ACTCDRM)
< (o]
Control Vector X'06' has ENA bit off

Figure 6. Pre-ENA_SSCP;ENA_SSCP Session Activation

. The SSCPs will communicate using the pre-ENA format (Cross-Domain Session
Services) RUs.

° For SSCP-SSCP communication to be possible, the subarea address of the
ENA_SSCP must be within the range specified by MAXSUBA.

. For subsequent LU-LU sessions to be possible, the ENA_SSCP LU must be within
the addressability range used by the pre-ENA host.
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ENA_SSCP; Pre-gENA SSCP

PRE
ENA_SSCP ENA_SSCP
ACTCDRM (ENA Supported)
o] >
+rspCACTCDRM)
< )
(ENA Not Supported)

Figure 7. ENA_SSCP; Pre—-ENA_SSCP Session Activation

. The CDRM-CDRM session will follow the pre-ENA format.
. Just as in the previous scenario, the ENA resources must be within the

address capability of the pre-ENA resources for communication to be
possible.
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ENA SSCP; ENA SSCP

Figure 8.

ENA_SSCP

ENA_SSCP

ACTCDRM

4rspCACTCDRM)

[

Control Vector X'06' has ENA bit on I

ENA_SSCP; ENA_SSCP Session Activation

22

Both hosts support ENA addressing formats.
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4.3.2 SSCP-PU Session Activation

During the ACTPU operation, Control Vector X'0B' is used to indicate if either
node can support ENA. The subsequent exchange between the SSCP and the NCP
determine the level of support possible on the SSCP_PU session.

Pre-ENA SSCP; Pre-ENA NCP

PRE PRE Link A PRE
ENA_SSCP ENA_NCP ENA_NCP
SAl SAG SA6
ACTPU
o >

(ENA Not Supported)

}rspcacTPU)

(ENA Not Supported)

ACTLINK (Link A)
using pre—ENA addressing format

) >
+rse
< o
CONTACT, IPLINIT, etc. using the pre—ENA
format
[o] >
+rsp
< o

Figure 9. Pre—-ENA_SSCP; Pre-ENA_NCP ACTPU Flow

. During the SSCP->PU ACTPU operation, the SSCP passes the Control Vector
X'0B' but ENA support is not present in the pre-ENA release of ACF/VTAM.

. The NCP responds positively to the ACTPU and communicates with the SSCP
using the pre-ENA format.
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NA _SSCP; Pre~ENA NCP

PRE Link A PRE
ENA_SSCP ENA_NCP ENA_NCP
SAl SAG SA6
ACTPU
o} >

+rspCACTPU)
< 0

(ENA Not Supported)

ACTLINK (Link A)
using pre—ENA addressing format

(o] >
+rsp
< o
CONTACT, IPLINIT, etc. using the pre—ENA
RU format
o] >
+rsp
< 0

Figure 10. ENA_SSCP; Pre-ENA_NCP ACTPU Flow

24

During the SSCP->PU ACTPU operation, the SSCP indicates that 'ENA Support’
is present for the host.

SA% is at a pre—-ENA level; the response to the ACTPU carries Control Vector
X'0B' with the "ENA Support' bit turned off.

Since the NCP is incapable of supporting ENA, the SSCP must keep the MAXSUBA
operand in the ACF/VTAM start deck to avoid an exception response to ACTPU
(X'0809 0024"').

Bytes three and four of the ACTLINK and CONTACT contain the pre-ENA element
addresses of Link A and the adjacent link station for SA6.

The SSCP must use element addresses that comply with the subareaZelement
address range used by NCPs - SA4 and SA6.
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ENA SSCP; Pre-ENA NCP; ENA NCP

PRE Link A
" ENA_SSCP ENA_NCP ENA_NCP
SAl SA4% SA6
ACTPU
o >
trsecacTPU)
< (o]
(ENA Not Supported)
ACTLINK (Link A)

using pre—ENA addressing format

o >
+r5p
< [¢]
CONTACT, IPLINIT, etc. using the pre—ENA
format
[o] >
+rsp
< (o]

Figure 11. ENA_SSCP; Pre-ENA_NCP; ENA_NCP ACTPU Flow

. During the SSCP->PU ACTPU operation, the SSCP indicates that 'ENA Support!
is present for the host.

. SA%4 is a pre-ENA_NCP; the response to the ACTPU carries Control Vector X'0B'
with the "ENA Support' bit turned off.

L Since the NCP SA4 is incapable of supporting ENA, the SSCP and NCP SA6 must
keep the MAXSUBA operand.

. SSCP and SA6 elements may be assigned higher than the pre-ENA range provided
SA4 does not have to communicate with them.
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re-ENA_SSCP; ENA NCP; Pre-ENA NCP

PRE Link A PRE
ENA_SSCP ENA_NCP ENA_NCP
SAl SA4 SA6

ACTPU
o] >
(ENA Bit Not Present)
trspcacTPU)
< o
(ENA Not Supported)
ACTLINK (Link A)
using pre—ENA addressing format
[« >
+rsp
< o
CONTACT, IPLINIT, etc. using the pre—ENA
format
(o) >
+rsp
< 0
Figure 12. Pre-ENA_SSCP; ENA_NCP; Pre-ENA_NCP ACTPU Flow

26

The SSCP is incapable of passing the ENA indicator on the ACTPU operation.

SA%, responds passing Control Vector X'0B' with the "ENA Supported' bit set

off.

Resources not conforming to the addressing range will be unknown to VTAM.
Consequently, no session will be attempted with those resources. The acti-
vation of SA4 would continue normally without them.
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ENA SSCP; EMA_NCD

Link A
ENA_S53CP ENA_NCP ENA_NCP
SAl SAG SA6
ACTPUCENA Support)
[+ >
}rsp(ACTPU)
< 0
(ENA Supported)
ACTLINK (Link A)
\ using new ntwk addr
[} >
+r5p
< [+]
CONTACT, IPLINIT, etc. using the new
RU format
(o] >
+r5p
< (o]

Figure 13. ENA_SSCP; ENA_NCP ACTPU Flow

. The ENA_NCP confirms that it supports ENA by responding with a positive
response to the ACTPU/CV-X'0B"'.

L Thae SSCP determines that S5A4 does support ENA, and sends "ENA format RUs'.

. Bytes three and four of the ACTLINK and CONTACT contain the ENA element
addresses of Link A and the adjacent link station for SA6.
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%.3.3 ER/VR Activation

In a

"pure ENA Network?',
and pre-ENA environment,

ER/VR activation is straightforward.
ER/VR activation is possible provided the subarea num-

bers of the end points are within the subarea range of MAXSUBA.

In a mixed ENA

NA SSCP; ENA NCP;3 E CP: EN scP
ENA_SSCP ENA_NCP ENA_NCP ENA_SSCP
SAl SA2 SA3 SA4
NC_ER_ACT
] >
NC_ER_ACT
o >
NC_ER_ACT
o >
NC_ER_ACT_REPLY
< o
NC_ER_ACT_REPLY
< o
NC_ER_ACT_REPLY
< o
l ACTVR
o >
| +rsecacTvR) |
) | i
|
Figure 14. ER/VR Activation - ENA Network

. The ER and VR Activation was successful (shown by the +rsp(ACTVR) in the
figure above).

28
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ENA SSCP; ENA NCP; Pre-ENA NCP; Pre-ENA SSCP

ENA_SSCP
SAl

ENA_NCP
SA2

PRE
ENA_NCP
SA3

NC_ER_ACT

<

NC_

NC_ER_ACT

ER_ACT_REPLY

<

O

PRE
ENA_SSCP
SAG

NC_ER_ACT

<

NC_ER_ACT_REPLY

>

NC_ER_ACT_REPLY

o

ACTVR

{rspcacTvr) |

Figure 15.

ER/VR Activation - Pre-ENAZ/ENA Network

U The ER/VR activation would be successful provided the subarea address of the
origin (one endpoint) was within the MAXSUBA value used by the other end-

point.

L Assume NCP SA3 were owned by a third host (neither SAl nor SA4).

Then if SA4

is an ENA node with subarea number above MAXSUBA, it could contact (but not
establish a VR to) NCP SA3 and establish a VR to SAl.

Extended Network Addressing (ENA)

29



ENA SSCP; ENA NCP; Pre-ENA NCP; ENA NCP

PRE
ENA_SSCP ENA_NCP ENA_NCP ENA_NCP
SA1 SA2 SA3 SAG
NC_ER_ACT
o >
NC_ER_ACT
[} >
NC_ER_ACT
o >
NC_ER_ACT_REPLY
< o
NC_ER_ACT_REPLY
< o
NC_ER_ACT_REPLY
< {+]
| ACTVR
o >
| $rsecacTvr) |
) |

I I

Figure 16. ER/VR Activation - Pre-ENA INN

. The ER/VR activation would be successful even if the subarea addresses of
all ENA nodes are higher than MAXSUBA.

o If that is the case the pre-ENA NCP can act as Intermediate Network Node
only. (A PTF is required for this case.)
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$.3.4 LU-LU Session Activation

If a SSCP detects a mismatch between ENA and pre-ENA nodes during the INIT (and
CDINIT), it will return a negative response with a sense code X'088E"'.

If an unconditional request (during RNAA) for a pre-ENA compatible address can-
not be satisfied, a negative response with sense code X'0812" will be returned.

ENA SSCP; ENA NCP; ENA NCP; ENA SSCP

L L
U|ENA_SSCP ENA_NCP ENA_NCP ENA_SSCP |U
1| sa1 SA2 SA3 SAG |2

INIT

o—>

CDINIT(ENA format)
(o) >
+rspCCDINIT)
< o
'I'PSP
<—o

Figure 17. LU-LU: ENA_SSCP; ENA_NCP; ENA_NCP; ENA_SSCP

° Both SSCPs previously agreed to support ENA (through the ACTCDRM operation).

. In this environment the LU-LU session set-up is identical to pre-ENA LU-LU
session set-up.
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ENA SSCP; ENA NCP; Pre-ENA NCP; Pre-ENA SSCP

L PRE PRE L
U|ENA_SSCP ENA_NCP ENA_NCP ENA_SSCP|U
1 SAl SA2 SA3 SA4 2
INIT
o>
CDINIT(Pre—ENA Format)
[o] >
4rsp(CDINIT)
< 0
+rsp
<—0

Figure 18. LU-LU: ENA_SSCP; ENA_NCP; Pre-ENA_NCP; Pre-ENA_SSCP

° The SSCP-SSCP had previously determined that the pre-ENA format was applica-
ble.

o The CDINIT operation was successful.
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PRE-ENA NCP; ENA SSCP; ENA NCP; ENA SSCP

L| PRE L
U|ENA_NCP ENA_SSCP ENA_NCP ENA_SSCP|U
1| sa1 SA2 SA3 SAG |2
INIT
) >
CDINIT(ENA Format)
] >
+rsp(CDINIT)
< o
+rseCINIT)
< 0

Figure 19. LU-LU: Pre-ENA_NCP; ENA_SSCP; ENA_NCP; ENA_SSCP

. All nodes in the network conform to the subarea split used by SAl.

. The CDINIT operation was successful.
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PRE-GHA MO Eles SHCES ENA NCP; ENA SSCP

L PRE L
U] ENA_NCP ENA_SSCP ENA_NCP ENA_SSCP (U
1 SAl SA2 SA3 SA4 2
INIT
[o] >
CDINITC(ENA Format)
o >
—rsp(CDINIT)
< (o]
—rsp(INIT)
< o

Figure 20. LU-LU: Pre-ENA_NCP; ENA_SSCP; ENA_NCP; ENA_SSCP

° The network element address of LU2 is above the range addressable by pre-ENA
NCP.

. The LU-LU session setup failed (sense 088E).
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5.0 OTHER ENHANCEMENTS

5.1 ACF/VTAM V3

5.1.1 ITLIM Enhancements

ITLIM is a decimal integer (0-65535) that specifies:

. the maximum number of 35ession Services (SS) requests (i.e., USS requests
like LOGON/LOGOFF and formatted requests like INITIATE/TERMINATE); and

. the maximum number of Logical Units Services (LUS) requests that originate
from the VTAM API (e.g., SIMLOGON, OPNDST, CLSDST)

that can be processed simultaneously by VTAM.

VTAM will queue all requests so that the concurrent number of requests processed
doas not exceed the ITLIM value. This value specified will be treated internal-
ly as two independent pacing values (i.e., ITLIM of SS requests and ITLIM of LUS
requests may be processed concurrently).

In ACF/VTAM V3, this 1limit will apply to same-domain, cross-domain and
cross—network requests. This will reduce VTAM's requirement for storage during
session establishment/termination and some error recovery conditions. ITLIM
will not pace the establishment/deactivation of SSCP-PU or SSCP-LU sessions.

In order to prevent deadlocks, the queues will be checked every three seconds.

If no requests have been processed since the last interval, five requests will
be allowed to run.

5.1.2 Elimination of VTAMOBJ

The VTAMOBJ function will be discontinued in ACF/VTAM V3. However, the VTAMOBJ
DD statement may be left in the VTAM startup procedure. It will be ignhored.
Although VTAMLST major node definitions will be recompiled at each and every

activation, this enhancement will eliminate DASD space problems (e.g., X37
abends) associated with VTAMOBJ.
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5.1.3 Automatic SSCP-SSCP Session Restart

From ACF/VTAM V1IR3 through to ACF/VTAM V2R2, SSCP-SSCP failures were treated in
this manner:

. Active LU-LU sessions (i.e., INIT,CINIT,BIND,SESSST completed) continue
without interruption, provided the paths used are not affected.

. Queued LU~-LU session requests (i.e., INIT completed but CINIT to drive the
PLU's logon exit has not been sent) managed by the failed CDRMs are dis-
carded. The initiator is notified of "session setup failures'.

U Pending active LU-LU session requests (i.e., INIT,CINIT completed but BIND
and SESSST not completed) may succeed if the route is not affected.
However, knouwledge of these sessions is discarded (DISPLAY of LU will not
reflect this session status).

. The SSCP-SSCP session can be re-activated by network operator command (i.e.,
V NET,ACT,ID=cdrmname). The session will be re-bound using ACTCDRM(ERP) on:

- an alternate route defined within the C0S; or

- the same route, if it has recovered.
In ACF/7VTAM V3, SSCP-SSCP session error recovery will proceed in much the same
way. However, the network operator 'V NET,ACT,ID=cdrmname' function will now be

performed automatically by VYTAM. NCCF CLISTs and Command Processors invoked on
SSCP-SSCP session failure should be reviewed.

For this function to work, one SSCP must be at ACF/VTAM V3 and the other may be
at an earlier release. The ACTCDRM(ERP) needs to flow successfully from one
SSCP only.

The user can disable this function through the CDRM definition statement in
VTAMLST.

In single-network environments (i.e., non-SNI), this function should always
work, provided there is a virtual route (restored or alternate) available. The
ACTCDRM(ERP) can be queued.

In multiple-network environments (i.e., SNI connected networks), failures in
configurations where SSCPs are in adjacent networks will recover. As there will
be cases where the first recovery attempt is unsuccessful, and a subsequent
recovery attempt from the other SSCP is required, recovery will not always be
immediate. In the case where one of the $5CPs has lost its session with the
Gateway NCP, the session may remain PACDR until a valid Gateway NCP becomes
available.

Failures in back-to-back configurations will not recover. In those cases, the
saession will be INACT or INACTX, and an operator V ACT command should be issued
(when the necessary resources become available). This will not disrupt existing
LU-LU sessions.
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5.1.4 SScCp Selection in Session Management Exit Routine

Prior to ACF/VTAM V3, the Session Management Exit Routine (ISTEXCAA) was invoked
for these LU-LU session management functions:

. Accounting
. Authorization
. Gateway Path Selection

In this release, the exit may be also used for SSCP Selection.

SSCP Selection is useful in establishing cross—-domain and cross—-network LU-LU
sessions where the SSCP owning the DLU (Destination LU) is not known.

L For a cross-domain session request, a default list of SSCPs can be provided.
The session request will be routed to each SSCP in order until the owning
SSCP is found or the list is exhausted.

. For a cross—netuwork session request, the GW_SSCP will use a list of adjacent
SSCPs. The session request will be routed as described above.

The SSCP Selection function operates as follows:

L VTAM will invoke the exit during LU-LU session establishment. (If no adja-
cent SSCPs exist, this function will not be invoked.)

U The exit receives as input:
- a default list of SSCPs; or

- a list of adjacent SSCPs built during the previous LU-LU session setup
for the same resource.

. The exit can be coded to reorder or shorten the list of SSCPs. When the exit
returns, this list will be presented to VTAM.

. VTAM will route the session setup request to the next SSCP in the list.

The SSCP Selection Function and Gateway Path Selection Function are related.
When processing a cross—network LU-LU session request, the GW_SSCP will:

. invoke SSCP Selection; and

. then invoke Gateway Path Selection to determine the GW_NCP to use in the
LU-LU session path.

This will help improve performance in some networks, by avoiding lengthy trial
and error processing during session establishment.

Other Enhancements 37



5.1.5 PLU/SLU Names in Virtual Route Selection Exit Routine

The names of the PLU and SLU will be provided as input to the Virtual Route
Selection Exit (ISTEXCVR) when it is driven during session establishment.

This exit allows the user to modify the order of virtual routes as specified in
the C0S entry.

Installations with naming conventions that identify the subarea within the LU
name will find it easier to exploit this exit.

5.1.6 Network Management Vector Transport (NMVT)

NMVT is the vehicle used to transfer network management data between the device
collecting the data and the application program using the VTAM Communications
Network Management Interface (CNMI).

NMVT replaces the REQMS, RECFMS, and RECMS. All the new functions (i.e., Ses-
sion Information Retrieval, Dynamic LPDA) provided by ACF/VTAM V3 and ACF/NCP V4
are based on the NMVT.

5.1.7 Elimination of Message Flooding

Some network error conditions flood the operator console with replicated mes-
sages. In ACF/VTAM V3, only the first occurrence of certain messages (see
"Non-Replicated VTAM Messages"™ on page 176) will be displayed. Any subsequent
messages that are identical in text and appear within 30 seconds of the first
occurrence Wwill be suppressed from display and logging and will not be passed to
VTAM POI programs.

EXAMPLE: MWhen an Explicit Route fails, each PU_T4 subarea in the network
detecting the condition will:

. report with a ROUTE.INOP(NS) to its owning SSCP; and

. notify adjacent PU_Té4s of the condition.

The process will continue until all eligible PU_T4s have been notified.

Prior to ACF/VTAM V3R1l, each ROUTE.INOP(NS) received by the SSCP would produce a

multi-line message (IST526I). In this release, only the first occurrence of the
message wWill be displayed.
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5.1.8 LUNAME in USS Messages

ACF/VTAM V3 allows the terminal's LU name to be included in USS messages. When
&&LUNAME is coded VTAM will replace it with the terminal's LU name.

5.1.9 TS0 Logon FiX

Prior to ACF/VTAM V3, TSO could not process LOGON requests requiring an ACB
beyond one that had been deactivated by operator command. TS0 will now bypass
the deactivated ACB and use the next available.

5.1.10 API Enhancenments

In addition to API changes related to MVS/XA (see "VTAM Application Programs" on
page 14), ACF/VTAM V3 provides the following enhancements:

. Sense Code on CINIT Response

Programs that issue CLSDST OPTCD=RELEASE can specify a SENSE code to be pro-
vided with a negative response to CINIT.

® SON Code on UNBIND
Programs may specify a SON code to be provided with the UNBIND for:
- TERMSESS
- TERMSESS OPTCD=UNBIND
- CLSDST OPTCD=RELEASE

The architected SON codes are:

0l Normal end of session.

02 BIND forthcoming.

03 Talk

04 Restart mismatch.

05 LU not authorized.

06 Invalid session parameters.
07 Virtual route inoperative.
08 Route extension inoperative.
09 Hierarchical reset.

0A SSCP gone.

0B Virtual route deactivated.
(1]} LU failure - unrecoverable.
OE LU failure - recoverable.

OF Cleanup

FE Invalid session protocol (application should supply SENSE).
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. Synchronous LOGON/SCIP Exit Scheduling
SETLOGON HOLD will cause all BINDs and CINITs to be queued; therefore the
LOGON and SCIP exits will not be driven immediately. SETLOGON START will

resume exit scheduling.

This may prevent the over-allocation of virtual storage during application
session establishment.

. Queued Response Notification
SEND OPTCD=RSPQUED|NRSPQUED

When OPTCD=RSPQUED is coded on the SEND macro instruction, VTAM will look
for queued responses. Whan the SEND is posted complete:

- the flag RPLRSPNM will be set if there are any responses on the normal
flow inbound response queue; or

- the flag RPLRSPQR will be set if there are any responses on the normal
flow inbound data queue.

The application program can test these flags to see if there are any queued
responses.

When OPTCD=NRSPQUED is coded on the SEND macro instruction, VTAM will not
look for queued responses.

5.1.11 NCP DISPLAY Enhancemant

The result of an NCP DISPLAY (i.e., D NET,ID=ncpname) will indicate:
. the type of dump (i.e., CSP, DYNA or MOSS) that is active; and
. whether the NCP is in slowdown condition.

This should improve operator awareness.

5.1.12 NCP DUMP COMFLETE Message Improvement

The NCP DUMP COMPLETE message will indicate the type of dump that has been com-
pleted (i.e., CSP, DYNA or MOSS).

This will reduce confusion if two or more dumps are requested concurrently for
the same NCP.
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5.1.13 Dune Forpatting

In ACF/7VUTAM W2R2, the VTAMMAP option of the MVS Servicae Aid PRDMP caused the
formatting of the following data areas:

ATCVT PSY MPST ACDEB LUCB FMCB
FMCB Ext BPDTY BPCB PXB CONFT QAB
RDTE NCB CRA ITTRC

In ACF/YTAM V3, the following areas will be formatted in addition to those shown
ahove.

LQAB WRE EID ERT VRT SIB

In addition, the VTAMMAP option has been enhanced to improve selectivity in dump
formatting. One or more of these options may be specified:

ALL Provide the VTAM, STORAGE, RDTFULL, SES and ROUTE options as
described below.

ONLY Format the ATCVT and provide the SES and ROUTE options.

RDTFULL(name) Format the Resource Definition Table entries (RDTE) in their
entirety along with their Node Control Blocks (NCB). If (name) is
specified, then format RDTE for that node only. Else, format all
RDTEs.

RDYHIER(name) Format theAspecified RDTE and all RDTEs that are below the one
specified in the RDTE hierarchy. If (name) is omitted, all RDTEs
are formatted (like RDTFULL).

RDTSUM(nama) Format RDTEs in a summarized form. This provides a one-line entry
per RDTE.

ROUTES Format the explicit and virtual route tables (i.e., ERT, VRT and
associated VR blocks).

SES(name) Format RDTEs for all major/minor nodes along with LUCB, CDEB,
FMCB, FMCBE and SIB. The name can refer to session end points
(i.e., APPL, LU or TERM).

STORAGE Format buffer pool control blocks (i.e., BPCB, PXB, SPANC, PGTE).

VTAM Format the RDT, RDTEs, MPST, PST, NCBs, BPCB, PXB, LQAB, WRE, and
EIDs. In addition, provide the module names and addresses in the
ATCVT.

Other Enhancements 41



5.1.16 symptom String Subset

ACF/VTAM V3 will provide symptom string data via the MV5/XA System Diagnostic
Work Area Variable Recording Area (SDWAVRA). This will be provided when a VTAM
ESTAE or FRR exit routine is invoked on a program ABEND and can be used in RETAIN
type searches.

See "Example of Symptom String Subset Data” on page 183 for an example.

5.1.15 Dascriptor Codes

ACF/VTAM V3 will use MVS MCS Descriptor Code 3 for 'critical eventual action’'
WTO0 messages. These are messages suffixed with message type code E (i.e.,
ISTxxxE).

The 'critical eventual action' message results from an error condition that:

. requires operator action; but

° does not stop VTAM from executing until the action is complete.

Previously, these messages used MVS MCS Descriptor Code 11 (which '"freezes' mes-
sages on the operator console). In some network error situations, the operator

console was saturated with '"frozen' messages.

In this release, these messages will not be frozen but may be recalled through
the MVS 'D R,L"' command.

5.1.16 NLDM Version 1 Release 3.1 Support

ACF/VTAM V3 will provide these enhancements for the SESSION AWARENESS and TRACE
functions in NLDM Version 1 Release 3.1.

Negative BIND Response Data: When a BIND failure notification is received by
the SSCP, NLDM will be notified with the BIND failure function code and sense
code (from the BINDF/CDSESSSF_RU). This will help in investigating session set-
up failures.

session End Reason Code: UWhen a SESSEND notification is received by the SSCP,
the session end data sent to NLDM will include the SESSEND reason code (from the
SESSEND RU). This will help in investigating abnormal session terminations.

Non-truncated FMD.NS_PIU Trace Data: Function Management Data PIUs that carry
Network Services related data for SSCP-SSCP, SSCP-PU and SSCP-LU sessions will
be captured without truncation for NLDM. This will help in investigating ses-
sion setup failures.
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NLDM ]Trace Command Support for Undefined Resources: ACF/VTAM V3 will accept
START_TRACE/STOP_TRACE requests from NLDM that refer to resources not currently
defined and/or activated:

U VTAM will queue the request until the named resource is activated.

L When the resource is ACTIVE, the trace will be started automatically.

. When the resource is deactivated, VTAM will re-build the trace request which
will be re-queued.

o When the resource is reactivated, the trace will be restated. This process
will continue until NLDM terminates or a STOP_TRACE request is issued.

This assures continuity in tracing while the resource is in the ACTIVE state,
despite intervening deactivation(s) of the resource or its major node.

5.2 ACF/NCP V4

5.2.1 NEO WRAP

In the previous release of 3725/NCP, Wrap tests, SIT, and LTRACE functions were
not supported for the Netuwork Extensions Option (NEO) user. NCP was position
dependent on certain line control block fields. When using NEO 'code' these
fields are positioned differently.

The following changes have been made in ACF/NCP V4 to provide the NEO user with
additional function:

. a compatibility operand on the GROUP macro for NEO line groups that are com-
patible to NCP's.

. an indication in the CCBTYPE which line Type the user code will emulate -
when the compatibility operand is specified (e.g., NSI could possibly use

the BSC line protocol in the NCP processing).

This facility provides the NEO user the option to emulate NCP supported
resources and perform the same tests available as the emulated device.

5.2.2 NCP SYSGEN/NDF

The entire NCP generation process has been changed with SSP V3. The Systems
Programmer and IBM Systems Engineer should refer to NCP _and SSP Installation and
Resource Definition Guide, SC30-3253 for further information.
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5.2.3 Service Aid Changes

There have been a number of improvements made to the Dump Formatter and the Con-
figuration Report Program. Refer to "SSP Enhancements™ on page 181 for a summa-
ry of these changes.

ACFTAP: ACF/TAP has been changed to reflect the addressing changes introduced
by ENA as well as a series of network management enhancements.

5.2.4 Show Cause

Whenever the threshold for a station counter is exceeded or a Deactivation
request is received, NCP builds one of these unsolicited RECMSs and forwards it
to NPDA:

. BSC/5S Station Statistics RECMS - Recording Mode X'81' (e.g., error count
threshold exceeded)

. SNA Statistics RECMS - Recording Mode X'86' (e.g., total retries threshold
exceeded)

NPDA builds trend information for the network operator from these RUs.

SHOW CAUSE will use a byte in these records to indicate which threshold has been
exceeded or that a Deactivation request was received.

5.2.5 Secondary Netuork Support

This support allows:

. the definition of a Secondary Network (e.g., the IBM 3710 Network Controller
and its SDLC multi-dropped PU_T2 devices),

. LPDA tests to be run by station instead of link (to prevent the return of
false problem determination information from certain devices - e.g., pseudo

PU_T2 devices downstream of the IBM 3710 Network Controller); and

L ACF/TAP to format traces for SDLC, BSC and SS devices attached to the IBM
3710 Network Controller.

5.2.6 Session Information Retrieval (SIR)

When a session passes through a Gateway NCP (GW_NCP):

. the last two sequence numbers into the gateway transform; and
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. the last two sequence numbers out of the gateway transform

are recorded by NCP. Prior to ACF/NCP V4, these numbers were not available to
the operator for cross—-network problem determination. Session Information
Retrieval (SIR) gives the operator the ability to obtain these numbers for each
cross-network session.

Network Logical Data Manager (NLDM) Version 1 Release 3.1 is required to acti-

vate/deactivate SIR for a specific session and to display SIR data. Obviously,
an NCP with SNI function (i.e., ACF/NCP V3 +) is required.

5.2.7 Ddynamic Threshold Alteration

Commands from NCCF Version 2 Release 2 are accepted by ACF/NCP V4 to query and
modify threshold values. This allows increasing/decreasing the rate of statis-
tical records to NPDA without requiring a system generation (SYSGEN) of NCP.

5.2.8 Dynamic LPDA

Commands from NCCF Version 2 Release 2 are accepted by ACF/NCP V4 to display or
alter the LPDA parameters specifying the execution of LPDA. This allows chang-
ing the LPDA parameters when installing IBM 386x modems without requiring a SYS-
GEN of the NCP.

5.2.9 Modulo 128 for boundary netuwork nodes (BNN)

Modulo 128 support for intermediate network node (INN) links was previously
announced and is available with ACF/NCP Version 3 for the 3725. INN link sup-
port is also provided with ACF/NCP V4. Modulo 128 is now supported for boundary
network node (BNN) links. This capability allows sending or transmitting up to
127 blocks of data in one direction before requiring a response, resulting in
more efficient use of high-speed links or satellite transmissions.
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PLANNING

In this part, the sections are:

. 6.0 "Planning and Migration Considerations”™ on page 49: Describes the con-
siderations in:

- determining if ENA and VSCR are required; and
- planning for ENA and VSCR exploitation.

. 7.0 "Migration Scenarios"™ on page 69: Describes a number of pre-ENA to ENA
migration scenarios. Not all possible combinations are considered.

However, there are ten scenarios which should illustrate the principles
required to plan for most migrations to ENA capable networks.
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0 ANNING AN GRATION CONSIDERATIONS

IDENTIFY REQUIREMENTS
* Business
® Technical

HIGH LEVEL DESIGN
e Hardwares/Software Configuration
¢ Backup/Recovery
e Operations and CNM

(Design Review)

LOW LEVEL DESIGN
¢ Definitions and parameters
¢ Application Program Interface

(Design Review)

DEVELOP MIGRATION PLAN AND SCHEDULE

REVIEW AND ACCEPTANCE

Figure 21. Major Planning Activities
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6.1 IDENTIFY REQUIREMENTS

.1 siness Requirements

What are the business requirements that the network must serve?

The network has a role in helping the enterprise meet its business objectives.
Identifying this role will help prepare the business justification for the pro-
ject and determine the design requirements.

From the business planning function, obtain information on the business expan-
sion and business activities planned over the next 2-3 years. This information
should indicate:

. the types and quantities of terminals,
L] new service requirements; and

. changes to existing services.

A forecast of terminal and application requirements is often difficult to
obtain. It is hard enough trying to determine terminal requirements from month
to month.

Therefore, consider these alternative approaches:

1. Identify network growth to accurately determine if and when ENA and VSCR are
required.

2. Order and install ACF/VTAM V3 and ACF/NCP V4. Treat the ENA and VSCR
migration as another upgrade to the latest software levels. This will elim-
inate the costly (and often nebulous) exercise of trying to determine spe-
cific terminal requirements for the next 2-3 years.

1.2 echnical uirements

6.1.2.1 Extended Netuwork Addressing

The identified business requirements should help pradict if and when the 16-bit
network addressing scheme (used in releases prior to ACF/VTAM V3 and ACF/NCP V4)
will be an inhibitor to growth and expansion. Figure 22 on page 51 shows the
number of elements per subarea available for each MAXSUBA value under that
scheme.
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MAXSUBA Elements per
(Number of Subarea
Subareas)
7 8192

15 4096

31 2048

63 1024

127 512

255 256

Figure 22. Pre—-ENA Addressing Structure (16-bit Network Addresses)

Determine Remote Elemant Requirements: The following is an approach to deter-
mining network element and subarea addressing requirements.

1.

Terminals/Workstations

[

Do plans exist to migrate from the current terminal types to new func-
tion workstations?

Is there a business strategy indicating the ratio of terminals to
employvees? Is there a business mandate to change the current ratio

within a specified period?

Is the enterprise investigating new business opportunities that could
dramatically change the current network configuration?

Are there business cases identifying productivity improvements through
the use of terminals?

The terminal requirements should be documented by location.

Cluster Controllers

What is the expected branch office or 'service outlet' growth over the
next 2-3 years? Plans for the relocation or creation of branches can
often be determined from the organization's real estate function.

Establish network design guidelines to determine the number of termi-

nals to install on a control unit. In particular, look at line and con-
trol unit capacity.
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3.

4.

Communications lines (i.é., switched, leased, virtual)

Establish network design guidelines to determine the number of control
units to pack on one line.

Determine the serving area for each line. A serving area is a region
defined by the network planner to be a group of locations which, when
placed together on a line, offers the optimal price solution.

Other Requirements

Generally speaking, you have to take into account that every addressable
unit will take up one element address (e.g., PU/LU dynamic reconfigura-
tion definitions, switched and virtual resources, half-sessions in
Gataway NCPs, backup resources).

Determine Communications Controller Subarea Requirements

Consider the degree of line diversification. If possible, spread lines going
to the same destinations across multiple central site communications con-
trollers for backup and recovery.

Determine if growth in communications controllers will be centralized, dis-
tributed, or both.

Are all services available from all communications controllers? Are multi-
ple lines from the same branch required?

The IBM Systems Engineer should run the 37x5 configurator and other IBM aids
to determine the mix of resources that will meet the response time objec-
tives defined in the service level agreements.

Determine Local Element Requirements

1.

52

Applications

Determine the requirements of operations, development and other inter-
nal DP functions (e.g., NCCF sessions, TS0 access, TAF sessions, etc.).

Determine the number of applications required for production, develop-
ment and testing.

Is the application development organization planning to exploit new
functions (i.e., distributive processing, parallel sessions)?
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DATE: Current|+6 mth{+12 mth{+18 mth|+24¢ mth
Inc{TTD{Inc{TTD{Inc|TTD{Inc|TTD|Inc|TTD

A. No. of LUs and TERMINALs | —

B. No. of PUs and CLUSTERs -

C. No. of LINEs -

D. Total of kemote Elements | -

E. Total Number of 37x5s -

DATE: Current|+6 mth|+12 mth|+18 mth|+24 mth
Inc|{TTD{Inc|TTD|{Inc|TTD{Inc|TTD|Inc|TTD

F. No. of Applications -

G. Support Terminals -

H. Backup Elements -

I Total Of Local Elements -

J. Total Number of Hosts -

DATE: Current|+6 mth|+12 mth|+18 mth|+24 mth
Inc|TTD|Inc|{TTD|Inc|TTD|Inc|{TTD|{Inc|TTD

K. Elements in Largest

Subarea
L. Total Subarea Requirement

Inc.....Increment for this period.
TTD.....Total to date.

Figure 23. SNA Subarea/Element Planning Chart
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2. Terminals
. Determine the number of channel-attached terminals required.

. What type of terminal controller is used? Non-SNA control units require
two elements to address each terminal - one for the UCB and one for the
network name.

° Could there be plans to channel attach more terminals?

. Are new workstations using multiple LU sessions (i.e., 3270/PC, 3290)
required?

Determine Host Subarea Requirements
. How many host processors will be required over the next 2-3 years?

[ Are existing non-SNA host processors going to participate in the SNA network
over the next 2-3 years?

Having estimated the network addressing requirements, the feasibility of the
proposed network should be examined. In addition to considering other requirae-
ments necessary to achieving service levels (e.g., availability,
backup/recovery, capacity, performance, problem management, change control,
sacurity), the virtual storage required by each VTAM in the network must be
determined.

6.1.2.2 Extended Vvirtual Storage

Figure 24 on page 56 provides a structure for estimating VTAM's virtual storage
requirements. Like the subarea/element plan, this should be projected over the
next two years. Some installations may require more frequent milestones than
the bi-annual ones used here.

These estimates should be made for every host CPU in the network.
The calculations in Figure 24 should be performed for each milestone.

The quantities of virtual storage (e.g., 0.82K of CSA for each LU in recovery)
were derived from measurements taken in MVS/370 systems. Due to the asynchro-
nous nature of VTAM scheduling, virtual storage requirements will fluctuate con-
siderably over the duration of each VTAM process (e.g., session establishment,
error recovery for large node failures). The values in Figure 2% on page 56 are
only averages and should be treated as approximations useful for most properly
configured and balanced VTAM host systems. A balanced system is one where the
quantities of CPU power, main storage, channels and DASD are:

° available in the correct proportions (i.e., there are no 'bottlenecks' in
the systems); and
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L adequate to process its total peak workload.

In the description below, the terms CMP and AHP are used. These are from the IBM
Communications Management Configuration (CMC) concept which advocates the oun-
ership of all remote resources in an organization's network from a host CPU that
is dedicated to that function and Communications Network Management.

CMP Communications Management Processor

The host processor that is a central point for operation and control of the
network and ‘ouns' (i.e., activates/deactivates the terminals, controls
error recovery, etc.) all lines, remote controllers and terminals. There
are no application subsystems in this host other than network management
subsystems. The CMP is also known as CMC Host.

AHP Application Host Processor
Other host processors in an environment tﬁat has implemented the IBM CMC
concept. The AHP is also known as Data Host.

The calculations required to estimate VTAM's virtual storage requirements are

described below:

A-G Calculate the size of each VTAM buffer pool with the product of 'baseno'
and 'bufsize'.

H The number of terminal and application LUs (including CDRSCs) defined to
this VTAM.

1 The number of TS0 users logged on to this host.

J This is the approximate amount of storage in the private area for VTAM mod-
ules.

K The number of PUs, owned by this VTAM, that will be active during normal
operation.

L The number of LUs, owned by this VTAM, that will be active during normal
operation. Use number in H above.

] The number of LUs, ownad by this VTAM, that will be in session with appli-
cations during normal operation.

N The amount of private area virtual storage available (to all address
spaces) in this MVS system. See "Overview of Virtual Storage and Address-
ing™ on page 101.

0 The amount of CSA, in this MVS system, available for use by VTAM.

AA The amount of CSA required by this VTAM under normal circumstances (i.e.,

all nodes activated, all session establishment complete and no error recov-
ery in progress). '
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VS REQUIREMENT IN K BYTES

Current

+6 mth

+12 mth

+18 mth

+24 mth

A. CRPLBUF

(baseno*xbufsize)

B. IOBUF

(baseno*bufsize)

C. LFBUF

(basenoXbufsize)

D. LPBUF

(basenoXbufsize)

E. SFBUF

(baseno¥bufsize)

F. SPBUF

(baseno*bufsize)

G. WPBUF

(baseno*bufsize)

H. (0.25K %

#LU active)

I. (2.50K *

$7S0 Users)

AA. CSA STE
(A+B+C+

ADY STATE
D+E+F+G+H+I)

BB. CSA REC

ovV. (1K % @#LW)

CC. CSA PEA

K (AA+BB)

J. Base Mod

ules in Private

1300K

1300K

1300K

1300K

1300K

K. (0.60K %

#PU active)

L. (0.40K x

#LU active)

M. (0.20K x

#LU in session)

DD. PRIVATE

STEADY (J+K+L+M)

EE. PRIVATE

ERP (3.5K % #LU)

N. Total Pr

ivate Available

FF. PRIVATE

PEAK (DD+EE)

0. CSA Avai

lable to VTAM

GG. MAX NO.
(N-DD/3

LUS RECOVERABLE
.5) OR (0-AA)
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cC

DD

EE

FF

GG

For CMPs, the amount of CSA required by this VTAM for the recovery of LUs
that it owns AND that were in session with applications (after a failure of
the application or its host). The number of LUs can only be
‘guesstimated'. As a starting point, use the number of sessions envisaged
for the largest application host.

For AHPs, the amount of CSA required by this VTAM for the recovery of LUs
Wwith which it was in session (after a failure of the application). Use the

number of sessions envisaged for the largest application subsystem on this
host.

The maximum of CSA required by this VTAM (e.g., during network
activation/deactivation without pacing controls, session
establishment/termination with a major application host or error recovery
for a large node failure).

The amount of storage in the REGION component of the private area (see "0Ov-
erview of Virtual Storage and Addressing" on page 101) required by VTAM
under normal circumstances (i.e., all nodes activated, all session estab-
lishment complete and no error recovery in progress).

For CMPs, the amount of storage in the REGION component of the private area
required by this VTAM for the recovery of LUs that it owns and that were in
session with applications (after a failure of the application or its host).
The number of LUs can only be 'guesstimated'. As a starting point, use the
number of sessions envisaged for the largest application host.

For AHPs, the amount of storage in the REGION component of the private area
required by this VTAM for the recovery of LUs that it is in session with
(after a failure of the application). Use the number of sessions envisaged
for the largest application subsystem on this host.

This is the total storage that should be made available in the REGION com-
ponent of the private area for recovery, as described above.

The maximum number of terminal LUs in session with applications that can
fail concurrently and be recovered. The constraint will be either the CSA
or private storage area; whichever can handle fewer LUs during recovery.
Calculate the CSA requirement:

No. of LUs recoverable with available CSA = (0-AA)
Calculate the private requirement:

No. of LUs recoverable with available private = ((N-DD)/3.5)

The maximum number of LUs recoverable will be the lower of the two values.

It should then be possible to determine if and when more virtual storage will be
required by VTAM. These are the indicators:

Insufficient CSA for steady state requirements (AA).

Insufficient CSA for peak requirements (CC).
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Insufficient private storage for steady state requirements (DD).
Insufficient private storage for recovery (EE).

The number of LUs that could potentially fail concurrently (see BB or EE)
exceaeds "maximum number of LUs recoverable' (GG).

6.1.2.3 oOther Requirements

Apart from network addressing and virtual storage addressing constraints,
ACF/VTAM V3 and ACF/NCP V4 should be installed for one or more of the following
reasons (see "PRODUCT ENHANCEMENTS"™ on page 11 for details):

ITLIM enhancements

Elimination of VTAMOBJ

Automatic SSCP-SSCP Session Restart

SSCP Selection Exit

Elimination of message flooding

API enhancements

Operator command and message interface enhancements
NCP SYSGEN/NDF enhancements

NCP service aid changes

Support for the latest Communications Network Management products
Support for the IBM 3710 Network Controller product

To remove the design and operational complexity in the SNA Network Intercon-
nection (SNI) function by using ENA

Whatever the reason, it is important to determinae whan ACF/VTAM V3 and ACF/NCP
V4 should be installed.
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6.2 HIGH LEVEL NETWORK DESIGN

Integrating ENA into the existing SNA network can easily turn into a complex
problem. However, careful and thorough planning can minimize risks and complex-
ity. The following sections offer an approach to planning for the installation
of ACF/VTAM V3 and ACF/NCP V4.

6.2.1 General Design Guidelines

The following guidelines apply to the transitional steps of migrating from an
exclusively pre-ENA network to a mixed environment:

1. ACF/NCP V4 is not available for 3705. This does not mean that a 3705 cannot
coexist in the same network with ENA nodes - it can!

2. ACF/VTAM V3 is not available for 05/VSL.

3. ACF/VTAM V3 and ACF/NCP V4 will provide ENA support for VSE. SNI support is
not provided for VSE with ACF/VTAM V2R2 and ACF/NCP V3 and will not be pro-
vided in ACF/VTAM V3 and ACF/NCP V4.

4. Check the general availability dates for the products that must be
installed. The availability dates for the products will vary.

5. All pre-ENA nodes throughout the network must use a common MAXSUBA. This is
no change to the current environment. If different MAXSUBA values are nec-
essary (i.e., separate networks must interconnect), the SNI function must be
used.

6. Pre-ENA nodes always send and receive the pre-ENA format of RUs. It is the
responsibility of the ENA supported node to perform the appropriate trans-
formation.

7. An ENA_SSCP or ENA_NCP can be intermediate routing nodes for pre-ENA RUs.

8. A pre-ENA_SSCP can act as intermediate routing node, if the endpoints of the
route are below MAXSUBA.

9. A pre-ENA_NCP can act as intermediate routing node. If the endpoints of the
route are above MAXSUBA, a PTF is required.

10. The subarea number of an ENA_SSCP or ENA_NCP that is adjacent to a pre-ENA
SSCP cannot be greater than the MAXSUBA value.

11. The subarea number of an ENA_SSCP or ENA_NCP that is adjacent to a
pre-ENA_NCP can be greater than the MAXSUBA value, provided the pre-ENA NCP
is only used as an Intermediate Routing Node (IRN). (A PTF is required in
this case.)

12. LU-LU communication can only exist between pre-ENA and ENA nodes if the ele-
ment addresses are within the pre-ENA address range.
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3

igration Recommendations

~There are no subarea restrictions, as long as all subarea numbers remain

below MAXSUBA.

Install ACF/VTAM V3 on all hosts, prior to migrating to ACF/NCP V4. This
will:

a. make VSCR and the other ACF/VTAM V3 enhancements available to the host;
b. provide the base to perform required Network Program Product upgrades;

c. provide operations with access to the new network management
facilities;

d. reduce the planning and operations complexity associated with the coex-
istence of different addressing structures.

Install SSP Version 3 on all hosts to allow for loading and dumping of
pre-ENA NCPs as well as ENA NCPs.

If there are pre-ACF/VTAM V2 or pre-ACF/NCP V2 nodes within the network,
these must be brought up to at least Version 2 to co-exist within the ENA
network. (ACF/NCP VIR2.1 nodes that cannot be upgraded are supported
through Gateway NCP only.)

Keep the SSCP subarea address below the MAXSUBA value until all communi-
cations controllers and hosts have been converted to ACF/VTAM V3 and ACF/NCP
V4 (i.e., migrate to a homogeneous ENA network prior to exploiting the ENA
addressing extensions). If this is not possible, PTFs are required to gen-
erate pre-ENA NCPs.

SNI can be used to map together incompatible pre—-ENA and ENA networks. S5SNI
will convert a subarea number (greater than MAXSUBA) to an address compat-
ible with the pre-ENA network. This should not be viewed as the initial
attempt to solve the addressing problem as it does introduce an additional
level of complexity - especially for customers that do not have the SNI
function implemented. If BSC devices are used cross—network, PTFs are
required for VTAM and NCP.

Continue to specify the MAXSUBA parameter until all communucatuons control-
lers and hosts have been converted to ENA.

If a boundary NCP suffers from element id shortage, its migration should be

"given priority. Once the BNN conversion is complete, the Intermediate Nodes

should be migrated to ENA.

Ensure network management products are reviewed for ACF/VTAM V3 and ACF/NCP
V4 compatibility.

Host element address assignment can be controlled by the order in which the

minor nodes are activated. By activating the key applications early in the
network initialization process, one can ensure a lower element address
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11.

12.

assignment. This may help to ensure that the ENA based applications are
within the address range that coexisting pre-ENA based terminals use.

ACF/VTAM will reuse element addresses when allocating for parallel session
usage.

To help determine the elements assigned to each resource within an NCP, you
can use the Configuration Reporting Program (CRP).

6.2.3 Netuork Element Manipulation

Suggestions for sequencing host element address assignments to achieve an opti-
mal use of addresses:

1.

If local terminals use only the local processor's applications, the termi-
nals should be activated last.

If applications require contact with pre-ENA applications/terminals, acti-
vate these applications early in the network initialization process. This
will provide a better chance for address range compatibility.

ACF/VTAM VTAMLST ———1__—
> ATCSTRxx

‘ ATCCONxx _l
I Appl'n Major Node;_1
l Local Term'l M/No;l

Figure 25. Sequencing Activation List (One)

If local terminals require contact with pre-ENA applications, activate
these terminals early in the network initialization process. This will help
provide a better chance for address range compatibility.

If parallel sessions will communicate only with applications based on

ENA_SSCPs, then activate these resources last. This will force a higher
element address to be used.
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ACF/YTAM VTAMLST ~——1___
> ATCSTRxx

| ATCCONxx —]

l Local Term'l M/No;;]

| Appl'n Major Node:_]

Figure 26. Sequencing Activation List (Two)

6.2.6 ACF/VTAM V3 -~ Operating System Compatibility

ACF/VTAM V3 is available on the following operating systems. However, the VSCR
function is not provided for all operating systems.

OPERATING SYSTEM JENA |VSCR| COMMENTS
MVS/7370 Release 3.8 Yes No 31-bit addressing requires
MVS/XA.
MVS/SP V1 (MVS/370) Yes No 31-bit addressing requires
- MVS/XA.
MVS/SP V2 (MVS/XA) Yes Yes

DOS/VSE AF Release 3.1 and 4 |Yes No 31-bit addressing requires
MVS/XA.

Figure 27. ACF/VTAM V3 - Operating System Compatibility Chart
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6.2.5 ACF/VTAM V3 - SSCP_and NCP Compatibjlity

The following chart shows the levels of VTAM and TCAM with which ACF/VTAM V3 can
have SSCP-SSCP sessions and the levels of NCP with which ACF/VTAM V3 can have

SSCP-PU_T4(NCP) sessions.

SSCP—SSCP
SSCP LEVEL SESSION COMMENTS
SUPPORT
ACF/VTAM VI1R2 No Not supported
ACF/VTAM V1IR3 No Not supported.
ACF/VTAM V2R1 o Yes ENA/VSCR not available.
ACF/VTAM V2R2 o Yes ENAZVSCR not available.
ACF/VTAM V3 for VM/SP o Yes ENA/VSCR not available.
(equal to ACF/VTAM V2R1)
ACF/TCAM V2R3 o Yes ENA/VSCR not available.
ACF/TCAM V2RG o Yes ENA/VSCR not available.
SSCP—NCP
NCP LEVEL SESSION COMMENTS
SUPPORT
ACF/NCP V1R2.1 No LU-LU through GW_NCP V3.
ACF/NCP V1IR3 No Not supported.
ACF/NCP V2 U Yes ENA not available.
ACF/NCP V3 J Yes ENA not available.

. The term 'pre—ENA node', used throughout this document,
will apply to nodes containing these levels.

Figure 28. ACF/VTAM V3 SSCP and NCP Compatibility Chart
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6.2.6 Network Prodgram Product Compatibility

The following chart identifies the interdependencies between the IBM Network
Program Products and ACF/VTAM V3 and ACF/NCP V4. The reader should consult Net-

work Program Products Planning, SC23-0110 for a description of changes to these
products.

Ensure that the level of the product shouwn
migrating to ACF/VTAM V3 and ACF/NCP V4.

in the chart is installed when

PRODUCT LEVELS COMPATIBLE WITH ACF/VTAM V3

AND ACF/NCP V4

Network Communications Control| V1R2, V2R1l, V2R2
Facility (NCCF)

Network Problem Determination V2R1, V3R1l, V3R2
Application (NPDA)

Network Logical Data Manager R2, R3.1

(NLDM)

Network Performance Monitor R1

(NPM) (replaces NPA)

Network Routing Facility R2

(NRF)

Network Terminal Option R3

(NTO)

Network Packet Switching
Interface (NPSI)

information not yet available

Non—=SNA Interconnect (NSI) information not yet available

Systems Support Programs V3
(SSP)
Figure 29. Network Program Product Compatibility Chart
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6.2.6.1 NCP Related Products

Customers with NRF, NT0, NPSI, or NSI installed must order and install the
releases listed in Figure 29 on page 64. This is only if these products are to
coexist within the same communications controller as ACF/NCP V4.

6.2.6.2 Network Performance Analyzer (NPA)
The NPA Host program is not supported by ACF/VTAM V3 and ACF/NCP V4. It has been
superseded by the Network Performance Monitor (NPM) Program Product.

Therefore, NPA users should convert to NPM in order to obtain communications
controller performance information in the ENA environment.

6.2.7 Determine StoragesCycle Requirements

The IBM Systems Engineer has access to tools which will help determine the host
and communications controller storage and cycle requirements for the customer's
configuration.

6.3 LOW LEVEL NETWORK DESIGN

6.3.1 Pre-requisite Maintenance

1. VTAM

. PTFs are required to read an NCP definition with more elements than val-
id under pre-ENA restrictions.

. PTFs are required to activate a Link Station that contacts an NCP with
subarea above MAXSUBA.

2. Systems Support Programs (SSP)

J A PTF is required for SSP to allow the specification of subarea
addresses greater than MAXSUBA. This is to change five macros that
check destination and adjacent subarea addresses against the MAXSUBA
value.

3. SNI

U A PTF is required for support BSC devices cross—network.
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6.3.2 VTAM/NCP Parameter Changes

There have been a number of changes to parameters in both ACF/VTAM V3 and
ACF/NCP V4. For a summary of VTAM changes, refer to "VTAM Parameter Changes™ on
page 167.

For a complete description of NCP parameter changes, refer to NCP and SSP
Installation and Resource Definition Guide, SC30-3253 and NCP and SSP Resource
Definition Reference, SC30-3254.

6.3.3 VTAM API Changes

The VTAM Application Program Interface has been enhanced to allow an application
to exploit 31-bit virtual storage addressing under MVS/XA.

There are other enhancements that are available in all operating systems sup-
ported by ACF/VTAM V3.

For further details, refer to "WTAM Application Program Interface (API) Changes"
on page 171.

6.3.4 Operations Planning Considerations

Installations that have NCCF CLISTs, exits and command processors which rely on
VTAM messages and sense codes should consult "New VTAM Sense Codes And Messages"
on page 175 and "Non-Replicated VTAM Messages™ on page 176. These provide
information on the new/changed VTAM messages and sense codes.

6.3.5 Support Considerations

6.3.5.1 Network Planner

The Network Planner is responsible for establishing the network standards, the
routing and connectivity topology for the network, and specifying the staging of
changes to the production configuration. This person is key to migrating to
ENA.

The Network Planner must understand (conceptually) the new functions availakle
in ACF/VTAM V3 and ACF/NCP V4 and ensure that the business obtains the benefits
of these enhancements.
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The Network Planner must understand the pre-ENA -> ENA migration connectivity
restrictions before any attempt is made to migrate the existing production ser-
vice to ENA.

The Network Planner must also understand the installation's VTAM virtual storage
requirements and the potential provided by the VSCR function. If this function
is planned, the paging subsystem should be reviewed (see "Paging"”™ on page 110).

Migration scenarios should be developed with an objective of preserving the cur-
rent production service level commitments.

6.3.5.2 Implementation Coordinator

The implementation coordinator (in the context of this document) is the project
leader responsible for the implementation of new levels of ACF/VTAM and ACF/NCP.
He/she should understand the interdependencies identified by the Network Plan-
ner and ensure they are not ignored.

6.3.5.3 Systems Programmer

Systems programmers are responsible for installing and maintaining SCP based
software. This includes selecting correct values for new operands and debugging
any problems that arise. In addition, the system programmer should review any
NCCF CLISTs, exits and command processors that are dependent on VTAM message
formats and sense codes. If VSCR is required and increased paging activity is
anticipated, he/she may have to reconfigure the paging subsystem. '

The systems programmer must understand the changes made to the ACF/VTAM and NCP
control blocks to support ENA. An understanding of the addressing technique, is

also required. Hes/she should understand the VTAM and NCP parameter and defi-
nition changes.

6.3.5.4 Application Programmer

The network address expansion should be transparent to the application program-
mer.

However, there are other changes that the application programmer should
consider. See "VTAM Application Program Interface (API) Changes" on page 171.
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6.3.5.5 Network Operator

Tha network operator must now be aware that the network addresses are element
addresses only. Aany problem determination techniques or procedures that are
dependent on the Subarea/Network Element split must be changed.

The network operator must understand (conceptually) the new functions available
in ACF/VTAM V3 and ACF/NCP V4. He/she should be aware of new/changed VTAM mes-
sages and sense codes (and any changes made to NCCF CLISTs, exits and command
processors, as a consequence).

6.3.5.6 Terminal User

The network address expansion should be transparent to the end user.
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1.0 3GRATIOW SCENARIOS

The Tollowing terms are used in this chapter:

ENA_NCP an ENA supported NCP

ENA Network a homogenous ACF/VTAM V3 and ACF/NCP V& netuwork
ENA_SECP an ENA supported SSCP

MSA the MAXSUBA (MAXimum SUBArea) specification
Pre-ENA_NCP ACF/NCP V2, ACF/NCP V3

Pre-EWA_SSCP ACF/VTAM V2R1l, ACF/VTAM V2R2, ACF/TCAM VZ2R4

SA subarea address of the node

SNI SHA Network Interconnect facility
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7. SCENARIO ONE: INCREAS UMBER O HANNEL -ATTACHED TERMINAL

OBJECTIVE

An installation has a requirement to install 200 additional terminals but
has reached the network element addressing limits on that host. There is a
preference for channel-attached terminals to reduce response time delays.

ACF/VTAM V3 will be installed to increase the number of channel-attached
terminals.

CONSIDERATIONS AND DESIGN CRITERIA

70

The target processor participates in a multi-domain network and is accessed
by terminals attached to any of the network nodes.

LUl, LU2, LU3 and LU4 communicate with applications resident on all the
hosts.

The current MAXSUBA value is set at 127 - leaving the total element address-
ing count for each host and communications controller at 511.
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PRE—ENA CONFIGURATION

PRE PRE
LUl ENA_SSCP ENA_SSCP LU3
(20.50) SA=20 SA=30 (30.511)e
MSA=127 MSA=127
PRE—ENA PRE—ENA
LU2 NCP Y94 NCP LU4
(25.40) SA=25 SA=35 (35.400)
MSA=127 MSA=127
ENA CONFIGURATION
PRE
LUl ENA_SSCP ENA_SSCP LU3
(20.50) SA=20 SA=30 (30.2000)>¢
MSA=127 MSA=127
PRE—ENA PRE—ENA
LU2 NCP /7 NCP LU%
(25.40) SA=25 SA=35 (35.400)
MSA=127 MSA=127
Figure 30. Expanding number of Local Terminals
OBSERVATIONS
. MAXSUBA is still specified on all nodes in the network. The ENA supported
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host uses the MAXSUBA specification to determine how to address the pre—-ENA
nodes.

During the SSCP-PU ACTPU session between SA30 and SA35 the result indicated
that the NCP was incapable of handling ENA support. Having the MAXSUBA spe-
cified, SA30 acknowledged that pre-ENA addressing would be in effect.

The local elements on SA30 falling between the range 511 and 2000 are not
accessible for communication with a LU attached to any of the other hosts or
communications controllers.

The activation sequence on the ENA supported host was established to allow
the application definitions to get assigned prior to the other network
resources. This will increase the possibility that the application address
assignment will fall within the pre-ENA subarea/element address range and
will communicate with the terminals attached to the pre-ENA nodes.

LU1, LU2 and LU4 can continue to communicate with the ENA based application
provided the above technique was successful in setting the application ele-
ment address within the pre-ENA address range.

RECOMMENDATIONS

72

This is one of the easiest migrations possible. There are no complex routing
configuration implications to plan or operate to. In addition, it provides
immediate tangible benefits for installing ACF/VTAM V3.

The new SA30 terminals, which have element addresses above 511, can communi-
cate with applications in SA30 only.
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.2 SCENARIO THO: CREASE NUMB [+] O0ST _APPLICATIONS

OBJECTIVE

. The installation must increase the number of concurrent TS0 sessions but has
reached the maximum number of local elements possible within the constraints
of the subareaZelement split. The number of subareas in use precludes
reducing MAXSUBA to buy element relief. ACF/VTAM V3 will be installed to
allow the number of channel-attached terminals and ACBs that will be
required for the additional TS0 sessions.

CONSIDERATIONS AND DESIGN CRITERIA

U The target processor participates in a multi-domain network and provides an
application to NCP attached logical units as well as other host attached
logical units.

. LU1, LU2, LU3 and LU4 communicate with applications resident on all hosts.

. The current MAXSUBA value is set at 127 - leaving the total element address-
ing count for each host and communications controller at 511.

L SA30 has reached 511 elements.
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PRE—ENA CONFIGURATION

PRE PRE
LUl ENA_SSCP ENA_SSCP LU3
(20.50) SA=20 SA=30 (30.511)e
MSA=127 MSA=127
PRE-ENA PRE—ENA
LU2 NCP /7 NCP LU4%
(25.40) SA=25 SA=35 (35.400)
MSA=127 MSA=127
ENA CONFIGURATION
PRE
LUl ENA_SSCP ENA_SSCP | LU3
(20.50) SA=20 SA=30 (30.611)e
MSA=127 MSA=127
PRE-ENA PRE—ENA
LU2 NCP 94 NCP LU
(25.40) SA=25 SA=35 (35.400)
MSA=127 MSA=127
Figure 31. Expanding Applications Sessions

7%
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OBSERVATIONS
. MAXSUBA is still required on all nodes in the network.

U The application addresses which are above the MAXSUBA/ELEMENT range are not
compatible with the MAXSUBA specified range existing on the pre-ENA nodes
across the network. None of the terminals attached to the pre-ENA nodes
will be able to access the application elements betuween 511-611.

L The terminals attached to the ENA supported host can continue to communicate
with the applications within >MAXSUBA range (511-611).

[ The activation sequence on the ENA host was setup to allow applications
accessed by other nodes to be initiated first. This increased the possibil-

ity of cross-nodal communication.

RECOMMENDATIONS

. This is an easy migration step but should be viewed as a short term interim
due to the increase in operations complexity.

. The next steps are to convert the remaining hosts and then the communi-
cations controllers requiring access to the ENA host applications.
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23 _SCENARIO THREX: MIGRATING MULTIPLE HOSTS TO ACF/VTAM V3

OBJEQTIVE

J The requirement is to migrate an MVS/XA host to ACF/VTAM V3 to exploit the
virtual storage relief feature. The ENA network feature is not a require-
ment (however, it is implicit in the migration to ACF/VTAM V3).

CONSYDERATIODNS AND DESIGN CRITERIA

° Tha custpmer has implemented a 'local' network which provides access for a
channel-attached terminal to communicate with all applications within the
building.

. Thae hosts are a mix of VM/370 using VCNA/VS1, MVS/XA and MVS SP.

) Each host participates in the multi-domain network within the building.

. Hosts SA21 and SA40 communicate with remote devices through the attached
NCP.

. The current MAXSUBA value is set at 127 - leaving the total element address-
ing count for e@ach host and communications controller at 511.
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LUl
(20.50)

Luz
(21.50)

Figure 32.

PRE—ENA CONFIGURATION

VM/VS1-VCNA MVS/XA
PRE PRE
ENA_SSCP ENA_SSCP p— LU3
SA=20 SA=30 (30.430)
MSA=127 MSA=127
3088
MVS/370 MVS/XA
PRE PRE
ENA_SSCP ENA_SSCP [—— LU3
SA=21 SA=40 (40.400)
MSA=127 MSA=127
PRE—ENA
NCP LU5 (35.405)
SA=35
MSA=127

Migrating Multiple Hosts (Before)
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ENA CONFIGURATION

~ VM/7VS1/VCNA MVS/XA
PRE
LUl ENA_SSCP ENA_SSCP Lu3
(20.50) SA=20 SA=30 (30.430)
MSA=127 MSA=127
3088
MVS/370 MVS/XA
PRE
LU2 ENA_SSCP ENA_SSCP LU3
(21.50) SA=21 SA=40 (40.400)
MSA=127 MSA=127
PRE—ENA
NCP LUS (35.405)
SA=35
MSA=127
Figure 33. Migrating Multiple Hosts (After)
OBSERVATIONS

78

During the ACTCDRM operations with SA20 and SA21, the responses indicated

they were incapable of supporting ENA.

During the ACTPU operation between SA40 and SA35,
supports ENA.

SA40 indicates that it
SA35 is unable to support ENA and responds with the 'ENA not

Supported! bit set in the Control Vector used by the ACTPU.
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L Since the element address range and the subareas specified have remained
unchanged, communication between all subareas is possible. No migration PTF
is required.

. The response to the ACTCDRM between SA30 and SA40 indicated that ENA was
supported.

. The MAXSUBA specified in both SA30 and SA40 is not used for communication
between each of these nodes. However, it is required to specify how to com-

municate with the pre—-ENA nodes.

. The communications controller could be a 3705 or 3725 provided an ENA com-
patible level of NCP is installed.

RECOMMENDATIONS

L This technique offers minimal impact to the existing environment and allows
the installation to take advantage of VSCR.

L From a growth perspective, if all hosts were interested in migrating to ENA,
the function provided by ENA is not available on a VS1 operating system.
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CENARIO FOUR:

OBJECTIVES

MIGRATING NC T0 ZNCP_V

. The installation would like to install ENA to resolve a network element con-
straint problem in the existing 3705 communications controllers.

CONSIDERATIONS AND DESIGN CRITERIA

. ACF/NCP V4 is supported on 3725 only - a harduware migratién is required pri-
or to the installation of ACF/NCP V4.

) The installation has an 'any-to-any' network strategy (i.e., any terminal in
the network has the capability of accessing any of the host applications).

LUl
(20.50)

Lu2

PRE—ENA CONFIGURATION

(25.511)

Figure 34%.

Migrating NCP to

PRE PRE PRE
ENA_SSCP ENA_SSCP ENA_SSCP ———— LU3
SA=20 SA=120 SA=30 (30.150)
MSA=127 MSA=127 MSA=127
PRE PRE
ENA_NCP ENA_NCP LU4%
SA=25 SA=35 (35.60)
MSA=127 MSA=127

ENA (Before)
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ENA CONFIGURATION

PRE PRE PRE
LUl —— ENA_SSCP ENA_SSCP ENA_SSCP jp——— LU3
(20.50) SA=20 SA=120 SA=30 (30.150)
MSA=127 MSA=127 MSA=127
LU2 —— ENA_NCP ENA_NCP p————— LU%
*(25.850) SA=25 SA=35 (35.600)¢
MSA=127 MSA=127

Figure 35. Migrating NCP to ENA (After)

OBSERVATIONS

. NCP generation will be successful as SSP V3 provides the expanded addreaess
capability.

. All the network resources identified on SA25 and SA35 above the 511 element
address maximum are not activated by the ouning SSCP. Consequently, network
expansion above the pre-ENA subareaselement addressing range, is not possi-
ble.

RECOMMENDATIONS
. This approach to ENA migration is not recommended. Extending the netuwork

address does not provide any benefit - the pre-ENA hosts cannot communicate
with new elements on the ENA_NCPs.
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SCEN ] VE: 10 4 M _V3 AND ACF/NCP V4§

OBJECTIVES

A network service organization (Domain 'B') provides an SNA networking
facility for multiple customer networks (depicted by Domain 'A' and Domain
*C'). In addition, 'B' supports a major network of terminals attached to
communications controllers. 'B' is constrained by the subarea/element
address split currently implemented and would like to upgrade to ACF/VTAM V3
and ACF/NCP V4.

All threae networks participate as domains within a single network. For
instance, the MAXSUBA and naming standards used by all domains are compat-
ibla. There is no subarea duplication.

YA' and 'C' do not have a mandate to install ENA support within the same
timeframe.

The objective in this scenario is to illustrate the steps and considerations
when upgrading one network to support ENA while keeping the interfacing net-
works at pre-ENA levels.

CONSIDERATIONS AND DESIGN CRITERIA

82

Domain 'B' SSCP performs the network management and ownership for a 'back-
bone' network consisting of a series of IRN (depicted by SA125) and BNN
(depicted by SA126).

Domains 'A' and 'C' arae operating on 'pre-ENA' releases of ACF/VTAM and
ACF/NCP and are not likely to migrate to ACF/VTAM V3 and ACF/NCP V4§ at the

same time as network 'B'.

Terminals attached to all nodes have the capability to access applications
on SA20 and SA30.
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LUl
(20.50)

Luz
(25.400)

Figure 36.

PRE—ENA CONFIGURATION

DOMAIN DOMAIN DOMAIN
'A! 'B' 'c'
PRE PRE PRE

ENA_SSCP ENA_SSCP ENA_SSCP |
SA=20 SA=120 SA=30
MSA=127 MSA=127 MSA=127

PRE
ENA_NCP
SA=125
MSA=127
PRE PRE PRE
ENA_NCP ENA_NCP ENA_NCP
SA=25 SA=126 SA=35
MSA=127 MSA=127 MSA=127

LUS (126.511)e

CMP and NCP Migration (Before)

Lu3
(30.150)

LU4
(35.60)
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ENA- CONFIGURATION
DOMAIN DOMAIN DOMAIN
!A' 'B' 'c‘-
' PRE PRE
Lu1 ENA_SSCP ENA_SSCP ENA_SSCP } LU3
(20.50) SA=20 SA=120 SA=30 (30.150)
MSA=127 MSA=127 M§A=127
ENA_NCP
SA=125
MSA=127
PRE PRE
Lu2 ENA_NCP ENA_NCP ENA_NCP LUG
(25.400) SA=25 SA=126 SA=35 (35.60)
MSA=127 MSA=127 MSA=127
LUS (126.3000) e
Figure 37. CMP and NCP Migration (After)
OBSERVATIONS

. Domain 'B' is on ENA level (i.e., all nodes can exercisae the complate func-
tions of ACF/VTAM V3 and ACF/NCP V4).
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Domains 'A' and 'C' are not on ENA level and communicate using the pre-ENA
subareaZelement addressing structure. All subarea and element addresses
must fall within this range.

The MAXSUBA specification is required in all nodes when pre-ENA addressing
is prasaent.

The MAXSUBA value must be equivalent across all communications controllers
and hosts.

LU1, LU2, LU3 and LU4 can communicate with applications offered on SA120
provided tha application has an elament address assigned within the pre-ENA
subareaZelement address range.

Elamant addresses between 511-3000 defined on SA126 are unable to communi-
cate with the pre-ENA_SSCP (SA20 and SA30).

The additional elements installed on SA126 can communicate with SA120 (the
ENA_SSCP).

In this scenario, SA120 provides the network management processor function
(i.e., CMP). The other hosts are the application processors.

RECOMMENDATIONS

This is not an advisable migration path. We achieved the objective of being
abla to add more terminals but warae unable to access the target application
processors in domains A and C.
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NARI X2 RA AP

OBJECTIVES

. An installation is interested in migrating the Application Hosts to ACF/VTAM
V3 to increase the number of channel-attached terminals or for the VSCR

function.

° For some reason (e.g., change control), the site has elected not to migrate
the communications controllers and network management host until later.

I o] 0 IAL

CONSIDERATIONS AND DESIGN CRITERIA

U All terminals have access to SA20 and SA30.

. The MAXSUBA specification is required in all nodes when pre-ENA addressing

is present.

[ The MAXSUBA value must be equivalent across all communications controllers

and hosts.

PRE—ENA CONFIGURATION

AHP cMP AHP
PRE PRE PRE
LUl ENA_SSCP ENA_SSCP ENA_SSCP
(20.450) SA=20 SA=120 SA=30
MSA=127 MSA=127 MSA=127
PRE PRE
LU2 —————— ENA_NCP 24 ENA_NCP
(25.200) SA=25 SA=35
MSA=127 MSA=127

Figure 38. Application Host

Migration (Before)

Lu3
(30.250)

LUG
(35.60)
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ENA CONFIGURATION

AHP cmp AHP
PRE
LUl ENA_SSCP ENA_SSCP ENA_SSCP | LU3
©(20.3000) SA=20 SA=120 SA=30 (30.250)
MSA=127 MSA=127 MSA=127
PRE PRE
Lu2 ENA_NCP /7 ENA_NCP LU4
(25.200) SA=25 SA=35 (35.60)
MSA=127 MSA=127

Figure 39. Application Host Migration (After)

OBSERVATIONS
. LUl is able to communicate with all applications in SA20 and SA30.

L LUl is unable to establish a session with the pre—-ENA SA120, as a result of
having an address beyond the pre—-ENA addressing limit.

RECOMMENDATIONS
U To ensure that LUs across the pre-ENA nodes can continue to access the SA20

and SA30 applications, the application major node(s) should be activated
prior to the terminals major node(s).
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CE I0 SEVEN: EN ERCONNECTIO

OBJECTIVES

Network 'B' has reached the maximum number of network elements attainable
with a MAXSUBA=127. Instead of installing an additional 3725, the installa-
tion wWill exploit the extended addressing provided by ACF/VTAM V3 and
ACF/NCP V4.

In the past, the installation solved this problem by implementing SNI and
logically separating the two networks. Network 'A' is definad with a MAXSU-
BA=31, allowing 2047 element addresses on each subarea node.

The operations staff would prefer to manage one logical network as all ter-
minals across both networks access the same central site applications.

CONSIDERATIONS AND DESIGN CRITERIA

88

The installation has implemented the SNI function provided by ACF/VTAM V2R2
and ACF/NCP V3 to interconnect two networks with different MAXSUBA parame-
ters.

SAl5 is expected to grow from 511 network aealement addresses to approximately
2500.

All terminals have the capability of accessing each of the hosts.

SNI is used to map network 'A' resources into network 'B'. The gateway is
needed to allow the coexistence of the network 'A' requirement for 2047 ele-
ment addresses per subarea with the network 'B' requirement for a large num-

ber of subareas.

Both networks use the sama network naming standards.
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Lu1
(20.500)

Lu2
(25.1500)

Figure 40.

PRE—ENA CONFIGURATION

NETWORK . NETWORK
'A' . 'B'

PRE . PRE—ENA PRE
ENA_SSCP |. GW_SscpP ENA_SSCP
SA=20 . SA=120 SA=10
MSA=31 . MSA=127 MSA=127

PRE—ENA [;;E—ENA PRE
NCP GW_NCP ENA_NCP |
SA=25 SA=125 SA=15

MSA=31 MSA=127 MSA=127

Use of SNI and ENA (Before)

LU3
(10.250)

Lué
(15.511)e
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ENA CONFIGURATION
NETWNORK . NETWORK
!Al . VB'
. ENA
LUl ENA_SSCP |. GW_SSCP ENA_SSCP LU3
(20.500) SA=20 . SA=120 SA=10 (10.250)
MSA=N/A . MSA=N/A MSA=N/A
ENA ENA ENA
Lu2 NCP GW_NCP NCP LU
(25.1500) SA=25 SA=125 SA=15 (15.2500) «
MSA=N/A MSA=N/A MSA=N/A
Figure 41. Use of SNI and ENA (After)
OBSERVATIONS

L SNI is not required if both networks migrate to ACF/VTAM V3 and ACF/NCP V4.

. The additional element addresses on SA15 (512-2500) will be able to access
all hosts/applications.

. Phasing in these changes dictate keeping the SNI function active until both
networks are on ACF/VTAM V3 and ACF/NCP V4.

. It is possible to redefine the network and withdraw the SNI facility once
the same addressing split is implamented across both networks.

RECOMMENDATIONS

L One logical ENA network would .2 more effective for operations and support.
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7.8 SCENARIO EYGHT: ENA/SNI/ENA

OBJECTIVES

. Two SNA networks that are totally diverse (i.e., each has a different sub-
area split, naming standards, etc.) conventions. The installation current-
ly uses the SNI facility of NCP and VTAM to convert one standard to another

for cross-network communications.

L Each netuwork belongs to a separate organization and would like to continue
to manage each network separately.

. Network 'A' would also like to expand the number of terminals supported on
SA35.

CONSIDERATIONS AND DESIGN CRITERIA

. The differences in the MAXSUBA specification can be eliminated if ACF/VTAM
V3 and ACF/NCP V4 are installed.

. The network naming standard differences require the use of the SNI ALIAS
mapping function.
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Lu1
(22.350)

Lu2
e (23.1500)

Figure 4§2.

PRE—ENA CONFIGURATION

NETWORK . NETWORK
YA . gt
PRE .| PRE-ENA PRE
ENA_SSCP |. GW_SSCP ENA_SSCP
SA=22 . SA=120 SA=30
MSA=31 .| mMsa=127 MSA=127
PRE PRE—ENA PRE
ENA_NCP | GW_NCP ENA_NCP|
SA=23 SA=125 SA=35
MSA=31 MSA=127 MSA=127

Co-existence

.

of ENA + SNI (Before)

LU3
(30.450)

LU4
(35.511)¢

92 SNA ENA/VS Guide



LUl
(220.500)

Lu2 -
e (225.2000)

Figure 43.

ENA CONFIGURATION
NETWORK NETWORK
'A'
. ENA
ENA_SSCP |. GW_SSCP ENA_SSCP |——— LU3
SA=220 |. SA=120 SA=30 (30.450)
MSA=N/A  |.| MSA=N/A MSA=N/A
ENA ENA ENA
NCP GW_NCP NCP  p———— LU&
SA=225 SA=125 SA=35 (35.600) o
MSA=N/A MSA=N/A MSA=N/A

Co-existence of ENA + SNI (After)

.

.

OBSERVATIONS

. SNI will continue to perform the ALIAS mapping function (i.e., continue to
translate the network names on ona network to the standard used on the

othear).

RECOMMENDATIONS

U] Migrating to this environment can be approached in the following sequence:

1. Migrate Network

SSCP followed by the Network 'B' NCPs.

This will

provide the capability to define additional resources earlier on Net-
work 'B'.

2. Migrate Network "A' SSCP followed by the Network 'A' NCPs.

Migration Scenarios
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7.9 SCENARIO NINE: PRE-ENA INTERMEDIATE NODE

OBJECTIVES

. This scenario illustrates the effect on the network when all subarea
across the network support ENA with the exception of the IRN.

CONSIDERATIONS AND DESIGN CRITERIA

o The Intermediate Routing Node is running ACF/NCP V2.

. All communication controllers are 3705s.

nodes

Lu1
(220.50)

Lu2
(226.200)

Figure 64.

PRE PRE PRE
ENA_SSCP ENA_SSCP ENA_SSCP |
SA=20 SA=120 SA=30
MSA=127 MSA=127 MSA=127
PRE PRE PRE
ENA_NCP ENA_NCP ENA_NCP
SA=21 SA=125 SA=36
MSA=127 MSA=127 MSA=127

IRN Configuration (Before)

Lu3
(30.250)

LU4
(36.511) »
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LUl ENA_SSCP ENA_SSCP ENA_SSCP }—— LU3
(220.50) SA=20 SA=120 SA=30 (30.250)
MSA=127 MSA=127 MSA=127
ENA PRE ENA
LU2 NCP ENA_NCP NCP LU4G

(226.200) SA=21 SA=125 SA=36 (36.600) o
MSA=127 MSA=127 MSA=127
Figure 45. IRN Configuration (After)
OBSERVATIONS

LU4 can communicate with all nodes since the pre-ENA NCP uses the extended
address field (that was introduced in ACF/NCP V1R3) in the FID4 Transmission
Header.

Communication Controller capacity planning was performed to ensure that the
existing IRNs could handle the additional traffic associated with the
increased number of terminals on SA36.

The BNN 3705 was replaced with 3725 R2 to support ACF/NCP V4.

The appropriate PTFs have been applied to allow the IRN to pass the ENA for-
mat RUs through the network, before any ENA nodes are given subareas above
MAXSUBA.

RECOMMENDATIONS

This approach is attractive as the IRNs may not require an upgrade from
3705s to 3725s.
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SCENARIO TEN: ENA NETWORK/PRE-ENA BACKUP SSCP

OBJECTIVES

Having a pre-ENA_SSCP defined as the backup host to an ENA supported host
introduces a number of restrictions.

This scenario describes the communication implications of that configura-
tion.

CONSIDERATIONS AND DESIGN CRITERIA

Both hosts have the same operating system.
The normal owner of NCP SA31 is SA30.

All the applications on SA30 are accessed by all the terminals across the
network.

When SA30 is down, SA20 runs all the applications previously running on
SA30.

BACKUP HOST

PRE
Lu1 ENA_SSCP ENA_SSCP LU3
(20.432) SA=20 SA=30 (30.250)
MSA=127 MSA=127
PRE
LU2 ————— ENA_NCP ENA_NCP [ LU%
(21.435) SA=21 SA=31 (31.2000) «
MSA=127 MSA=127

Figure 46. Complete ENA Configuration
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UBSERVATIONS

. If SA31 is acquired by SA20, all of the terminals above the subares/element
split range will be unable to access the applications they would access dur-
ing normal operation.

° If SA31l is activated from SA20, all elements above the subarea/element split
range Wwill not be activated.

RECOMMENDATIONS

. This is not recommended due to the loss of all ENA function and subsequent
loss of service to the terminals assigned to the extended addressing ele-
ments.

. Although many locations have "mirror image' strategies (i.e., the backup
system and the production system must be at the samr operating system
level), the migration to ACF/VTAM V3 may have to occur at different times on
each system due to different service requirements, change control
restrictions, etc.
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