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SNA_OVERVIEW

A THREE DAY SEMINAR ON AN OVERVIEW OF SNA WITH

A REVIEW OF LIMITATIONS OF PRE-SNA SOLUTIONS AND

AN OVERVIEW OF ADVANCED COMMUNICATIONS FUNCTION FOR
VIRTUAL  TELECOMMUNICATIONS ACCESS METHOD (ACE/VTAM),

ADVANCED COMMUNICATIONS FUNCTION FOR TELECOMMUNICATIONS

ACCESS METHOD (ACE/TCAM), AND ADVANCED COMMUNICATIONS

FUNCTION FOR NETWORK CONTROL PROGRAM (ACF/NCP)

SEMINAR IS SUITABLE: FOR SOME ONE STARTING IN SNA

AND IS MEANT TO BE USED AS THE FIRST INTRODUCTORY
COURSE :

NOT SUITABLE - FOR PEOPLE WITH FPRIOR SNA KNOWLEDGE OR

EXFERIENCE
SOME RELEVENT QUESTIONS:
WHY IS SNA RELEVENT TO OUR PARTICULAR NETWORK?

WHAT MAKES A NETWORK SNA? BSC IN SNA?

WHAT DO I NEED TO KNOW ABOUT SNA TO OPERATE IN

THIS ENVIRONMENT EFFECTIVELY

INTRO-2
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BACKGROUND_THAT _WILL BE_HELFPFUL

1.

FAMILIARITY WITH COMPONENTS oF A DATA

COMMUNICATIONS SYSTEM

AT LEAST CONCEFTUAL FAMILIARITY WITH IBM
SYSTEM SOFTWARE COMFPONENTS SUCH AS
OPERATING SYSTEM, ACCESS METHODS, AND

TELEFROCESSING MONITORS

3. MORE THAN  SUPERFICIAL FAMILIARITY  WITH
BETAM, EP, AND TELEPROCESSING MONITORS
. GENERAL AWARENESS OF CURRENT TRENDS 1IN
IN DATA COMMUNICATIONS TECHNOLOGY
OESERVATIONS:

1.

DIVERSITY OF EXPECTED AUDIENCE: DIFFERENT

AREAS AND LEVELS OF EXPERTISE

INHERENT PROBLEMS IN FRESENTING INFORMATION

TO A DIVERSE GROUP SUCH AS AROVE

INTRO-Z
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1Ty Ty TTY MULTIPLICITY:

M0 — 10 — % SOME ——————  NETWORKS
1y COMPUTER CRT ~ DEVICES
| APPLICATIONS
NO SPECIAL STILL - T.P. HONITORS,
COMPUTERS HARDWARE/ SPECTALIZED EVERYONE
SOFTHARE BUT WITHIN IS GETTING
REACH INTO THE ACT
MID 70s T0
PRESENT
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! cics . ACF / TCAM 25Y 7
: IMS ACF/VTAM ‘féj%”“x
! TASKMASTER
: SHADOW
: ENVIRON

ORDER ENTRY
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CORPORATE FINANCE
INVENTORY CONTROL
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- OLDEST (SINCE MID 6&0s)
- SIMPLEST )
- STILL THE MOST COMMON

ADVANCED COMMUNICATIONS FUNCTION FOR VIRTUAL
TELECOMMUNICATIONS ACCESS METHOD (ACF/VTAM)

- LATEST (SINCE MID 70s)
- VERY COMPLEX
- PRIMARY VEHICLE FOR SNA

ADVANCED COMMUNICATIONS FUNCTION FOR TELECOMMUNICATIONS
ACCESS METHOD (ACF/TCAM)

- SINCE EARLY 70s

- MOST COMPLEX
- SNA SUPPORT, ALTERNATIVE TO VTAM

INTRO-7



FEFP SOFTWARE, AND PROTOCOLS

ACCESS METHODS,

WHAT GOES WITH WHAT
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ACF:

ADVANCED COMMUNICATION FUNCTION

PART OF SNA CAPABILITIES, STEP IN EVOLUTION,

ANNOUNCED 1977, MOST SIGNIFICANT NEW FEATURE: MULTIPLE
HOSTS ON A COMMON NETWORK, '

ALL PRODUCT RELEASES (VTAM, TCAM., AND NCP) WITH THESE NEW
CAPABILITIES HAD THE “ACF” PREFIXES WITH THEIR NAMES,

va .
TODAY ALL CURRENT RELEASES ARE "ACF" RELEASES AND HAVE BEEN
FOR A FEW YEARS., SO THE ACF DESIGNATION HAS, "IN A SENSE,
BECOME MEANINGLESS.

ALL REFERENCES TO VTAM, TCAM, AND NCP IN THIS LECTURE ARE TO
THEIR “ACF" RELEASES EVEN THOUGH “ACF” 1S NOT SHOWN,

WHAT'S THE STORY ON "ACE"

N2>~
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THE ROAD MAF 4

THE STONE AGE: ie
- OVERVIEW OF BTAM/EF

- ASYNCHRONOUS AND BINARY SYNCHRONOUS COMMUNICATIONS
(BSC) FROTOCOLS '

-  TELEFROCESSING MONITORS

THE RENNAISANCE:

- LIMITATIONS OF FREVAILING IEM TECNOLOGY
- CUSTOMER MEEDS FOR NEW SOLUTIONS

THE GREAT LEAP FORWARD

- NEW ANSWERS, NETWORKING ARCHITECTURES
- SNA OVERVIEW, SINGLE DOMAIN AND SDLC
DOING IT VIRTUALLY

- SMNA IMFLEMENTATION WITH VTAM AND NCF
SO0 WHAT’S AN “MCP*7?

- DOING IT WITH ACF/TCAM

HOW IS YOUR INTERNODAL AWARENESS?

- SELECTED TOFICS IN MULTIFLE SYSTEMS NETWORKING
FACILITY (MSNF)

.
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TO REVIEN FUNCTIONS/DEFINITIONS OF:

I0 SUBSYSTEM AND RELATIONSHIP TO MULTIPROGRAMMING
JOB MANAGER AND RESOURCE ALLOCATION (TP LINES)

10 OPERATION, ACCESS METHODS, AND CHANNEL PROGRAMS

DESCRIBING LINES TO THE OPERATING SYSTEM, IODEVICE

2.1
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MAIN MEMORY

..l..l......program A.-.-.-...-....

';v‘” . : ]

11y ¥ |

i ;«fﬁﬁi : :

'I"’ : CPU H
QUESTIONS: * oy o Ao
el s £ 8 f g mﬁ M/“{;

1. WOULD DATA FILES ﬂEEDED BY THE PROGRAM

BE CONTAINED WITHIN THE BODY OF PROGRAM ‘A’?

2. WHAT ARE THE IMPLICATIONS FOR THE PROGRAM
IF THE DATA IS NOT IN MAIN STORAGE?

»A“— - -, o — — .

3. WHAT IS A COMMON APPROACH TO IMPROVE CPU
UTILIZATION BECAUSE OF MAIN STORAGE
LIMITATIONS?

THE_HISTORIC_CPU_VS. MAIN_STORAGE _LIMITATIONS_DILEMMA

2.3



TRANSFERRING CONTROL FROM ONE ONE

DURING AN I/0

MAIN

OPERATION

STORAGE

APPLICATION TO ANOTHER

{=====—=— APPLICATION 1

{=——=————— APPLICATION

WHILE I/0 CHANNEL EXECUTES CHANNEL COMMANDS,
THE CPU CAN EXECUTE INSTRUCTIONS FROM ANOTHER
PROGRAM '

2.4
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M ULTIFPROGRAMMINDG

ABILITY TO RUN MORE THAN ONE PROGRAM CONCURRENTLY

ON THE MACHINE

AN ATTRIBUTE OF THE OPERATING SYSTEM AND NOT OF

THE CPU

PRIMARY PURPOSE: TO INCREASE CPU UTILIZATION ~*

NOT POSSIBLE WITHOUT AN INDEPENDENT I/0 CHANNEL

CAPABLE OF EXECUTING COMMANDS (INSTRUCTIONS)

2.5
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ANAGEMENT
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OPERATOR
CONSOLE
OPERATING 4]
SYSTEM ”
r
~
PROGRAM
'3
PROGRAM
(B
UNUSED
PROGRAM
2
—————————————————————————
8 l\/
MANAGEMENT

ALLOCATING RESOURCES T0 A JOB

2.7



SUBCHANNELS:

1.

EACH SUBCHANNEL REPRESENTS A UNIQUE DATA

PATH THROUGH A CHANNEL 25¢
lottm chmomed

FOR O0S PURPOSES EACH LINE (EP) OR EACH COMPLETE

370X (NCP) IS ASSIGNED A UNIQUE SUBCHANNEL

FOR EACH SUBCHANNEL, THE PROFILE OF THE DEVICE
ASSIGNED TO IT IS KEPT IN A TABLE CALLED

UNIT CONTROL BLOCK (UCB). CONVERSELY, THERE

STANDARD IBM PROVIDED SYSTEM GENERATION PROCEDURES

ARE USED CREATE UCB TABLES

2.8
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IODEVICE ADDRESS=0FF,
UNIT=3703,

I0DEVICE ADDRESS=0F0,
UNIT=BSC1
I0DEVICE ADDRESS=0F 2,
UNIT=BSC1
I0DEVICE ADDRESS=0F3,
UNIT=BSC3
IODEVICE ADDRESS= (OFB, &) ,
UNIT=TWX,

FEATURE=AUTOANSR

IODEVICE ADDRESS=0F5,
UNIT=BSC2,
FEATURE=AUTOCALL

NOTE: BSC1=POINT TO POINT, PRIVATE
BSC2=POINT TO POINT, SWITCHED
BSC3=MULTIPOINT, PRIVATE#”*?ZPO

(FOR NCP ENVIRONMENT ONE SUBCHANNEL
THE WHOLE NETWORK)

2.9

NATIVE SUBCHANNEL
FOR 3705

SUBCH OF0O ASSIGNED
TO A BSC1 LINE

SUBCH OF2, ONE MORE
BSC1 LINE

SUBCH OF3 ASSIGNED
TO A BSC3 LINE

6 TuWX LINES
SUBCHNLS OFB-O0FD
HOST TO AUTO-ANSWER

SUBCH OFS ASSIGNED
FOR BSC2 LINE
HOST IS TO DIAL OUT

WOULD SUFFICE FOR



JOB_CONTROL LANGUAGE_(JCL) AND_JOB_MANAGEMENT

0S OR JOB MANAGER KNOWS THE TOTAL UNIVERSE OF IO DEVICES

IN THE SYSTEM VIA UCBs DEF INED ‘DURING SYSTEM

GENERATION

EACH PROGRAM, AS IT ENTERS THE SYSTEM FOR EXECUTION,
MUST DECLARE RESOURCES NEEDED BY IT SO THAT THE
JOB MANAGER CAN DETERMINE WHETHER RESOURCES NEEDED

ARE AVAILABLE OR NOT

JOB_CONTROL_LANGUAGE IS THE MEANS BY WHICH A

PROGRAMMER INFORMS THE JOB MANAGER AT EXECUTION

TIME THE RESOURCES NEEDED TO RUN THE PROGRAM

THREE MAJOR TYPES JCL STATEMENTS USED ARE:
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JOB NAME
JOB ACCOUNTING INFORMATION

STORAGE, PRIORITY, ...

D

NAME OF PROGRAM TO BE RUN

OTHER OPTIONAL INFORMATION

o

DECLARES IO RESOURCES (FILES, NETWORK)
NEEDED BY THE PROGRAM

ONE DD STATEMENT PER FILE AND LINE (EF)
OR PER 370X (NCP)

TELLS THE OPERATING SYSTEM WHETHER THE
RESOURCE BEING IDENTIFIED IS TO BE
EXCLUSIVELY OWNED BY THIS JOB OR CAN IT
BE SHARED WITH OTHER JOBS IN THE SYSTEM

2.11
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JOB 1 § (s WAITING FOR AN
! I0 TO COMPLETE
1
!
JOB 2 {{====— CAN USE THE CPU
! BUT JOB 3 HAS A
! HIGHER PRIORITY
JOB 3 {{=—=——— CURRENTLY USING
! CPU (i.e. ACTIVE)
0s !
! TASK : :
: MANAGEMENT ! :

WHO USES THE CPU NEXT ?

WHERE IS A PROGRAM TO BE RESTARTED
AFTER COMPLETION OF ITS REQUESTED OPERATION?

2.12
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A COLLECTIVE NAME FOR ALL ACCESS METHODS AVAILAELE

WITH AN OPRATING SYSTEM

APPLICATTION

PROGRAM

- e ee e o6 e % ee *e e® S w= e §
e we e o o o ==

ACCESS METHOD:

A DISCIPLINE FOR ORGANIZING, STORING AND

RETRIEVING INFORMATION FROM IO DEVICES

A MAJOR FUNCTION: \TO PROVIDE INSTRUCTIONS

FOR THE M TO AFFECT DATA TRANSFER

2.13
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WHAT_MUST_A_PROGRAM_TELL _THE_ACCESS_METHOD

ACCESS
S —— > METHOD

roov>
. .'. - == om -
l
I
0
I
Z
r

10
> RESRCE

1. WHERE IS THE DATA TO BE MOVED FROM OR

PLACED AT 1IN MAIN STORAGE

2. WHETHER DATA IS TO BE MOVED FROM OR TO

MAIN STORAGE

3. HOW MUCH DATA IS TO BE MOVED

4. DESCRIPTION OF DATA ON THE I0 MEDIUM
AND WHERE TO PLACE DATA ON I0 DEVICE

2.15
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1,0 _OPERATION: FLOW_OF CONTROL

Application program sends a request for an IO to the
access method.

Access method validates the request and builds a
channel program.

Channel executes the channel program thereby
transferring data to/from main storage.

Channel places the status of the I/0 operation at a
predetermined location called the Channel Status Word,
CSW, and interrupts the CPU.

Access method analyzes the CSW, may try error recovery
if appropriate.

Access method returns control to the application

program with an indication of whether the 10 completed
successfully or not.

2.17
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UNIT 3

IBM I70S/EMULATION PROGRAM (EF)

OBJECTIVES:

TO DESCRIBE THE FUNCTION OF MAJOR 3705 HARDWARE
COMFONENTS

TO DESCRIBE THE FUNCTION OF MAJOR EF
GENERATION MACROS

EF-1



o A SFPECIALIZED MINICOMPUTER
PROCESSOR (CENTRAL CONTROL UNIT)
MEMORY
NO SECONDARY STORAGE
NO CONSOLE EXCEPT MODEL 3725

o VARIOUS MODELS AS DISCUSSED EARLIER

o CONTROL SOFTWARE FOR 370X

o MAKES THE 370X AFPEAR LIKE THE OLD, NON-FROGRAMMABLE IBM
270X

o FREFPARED IN THE HOST AND DOWN-LOADED IN TO THE FRONT END
BEFORE FEF CAN BE USED

EP-2
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MAKES UF FOR THE SFEED MISMATCH BETWEEN

NETWORE. AND THE SYSTEM 370

PROVIDES STANDARD INTERFACE REQUIRED BY 370

CHANNEL ON BEHALF OF THE NETWORK

FROVIDES PAD AND SYN CHARACTERS FOR BSC AND

START/STOF BITS FOR ASYNCH LINE FROTOCOLS

EXECUTES CHANNEL COMMANDS ORIGINALLY PROVIDED

BY THE ACCESS METHOD

COMPUTES AND CHECKS BCC FOR BSC LINES

FROVIDES STATUS INFORMATION TO HOST 1IN RESFONSE

TO CERTAIN CONTROL CHARACTERS AND NETWORE!

CONDITIONS

CONTAINS NO TERMINAL IDs AND INITIATES NO ACTION

WITHOUT HOST COMMANDS

EF-3



3705_HARDWARE_COMPONENTS
COMMN
HOST ] FEFP SCANNER
! < >
TTTTTY ! ' C : ! ! LS1 !
8YS !<=>ICHNL !<=====3>! C. !<{==>! C 14==>1 i LS2 !
' ] ! ! ] A.! ! ! ' . !
370 ! b 1 S ] ! u ] ] Voo !
"""" ' ; R C
LIB
1. BASIC MACHINE: CCU, MAIN STORAGE, CONTROL PANEL
‘2. CHANNEL ADAPTER: CONNECTS 3705 TO HOST CHNL, FOUR
TYFES, 1-4. ONLY 1 AND 4 FOR EP
3. COMMN. SCANNER: BUFFERS LINE DATA, PROVIDES CLOCKS,
MANAGES LIBs AND LINE SETS
4. LINE INTERFACE BASE (LIB): PROVIDES HOUSING FOR MAX
8 LINE SETS
S. LINE SETS: PROVIDES MAX 2 HDX FPORTS WITH

EIA INTERFACE FOR EACH FORT

MUST HAVE AT LEAST ONE OF EACH OF THE ABOVE
COMPONENTS IN A WORKING 370X

EF-4
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CREATING_AN_EMULATION_FROGRAM

370S DERfVES ALL ITS INTELLIGENCE FROM EF

WHICH MUST BE CREATED BY THE CUSTOMER

GENERATION OF EFP REGUIRES CREATING VARIOUS
TABLES CONTAINING INFORMATION SUCH AS

- GENERAL CHARACTERISTICS OF THE 370X
AND THE EP ITSELF

- TYPES OF CHNL. ADAPTERS, SCANNERS,
AND CLOCKS

- CHARACTERISTICS OF EACH LINE ATTACHED
TO THE 370X
IBM PROVIDES CODING AIDS (MACROS) TO EASE THE

TASK OF CREATING THE ABOVE TABLES

SINCE 3I70X DOES NOT HAVE ENOUGH “HORSE-FPOWERT
ACTUAL CREATION OF THE EF PROGRAM TAKES FLACE

IN 8YS 270

EP-S



ONE AND ONLY ONE BUILD MACRO PER EF

GENERATION, DESCRIBES THE °SYSTEM® ITSELF

DESCRIBES A COMMN. SCANNER, ONE/SCANNER

DESCRIBES COMMON CHARACTERISTICS OF A GROUFP

OF SIMILAR LINES

DESCRIBES CHRACTERISTICS OF LINE, ONE/LINE

INDICATES END OF TABLES, MUST BE THE VERY

LAST MACRO.

EP-6
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A 370X WITH 2

SCANNERS, 2 LINES USING ONE

TYFE OF PROTOCOL AND A THIRD LINE WITH A

DIFFERENT PROTOCOL

GRF1

GiL1

G1L2

GRP2

G2L1

BUILD

CSE

CSE

GROUF

LINE

LINE

GROUF

LINE

GENEND

THE *BOX® ITSELF

15T SCANNEFR

2ND SCANNER

1ST GROUF WITH 2 LINES

1ST LINE 1IN THIS GROUF

2ND LINE 1IN THIS

BEGIN NEXT GROUFP

THE ONLY LINE 1IN

END OF GENERATION

EP-7

GROUF

THIS GROUF

TABLES



EP_MACROS:

GRFX

LINE1

GRPY

LINEZ

MACRO NAME

1
]
1
)

v

BUILD

CSE
GROUP

LINE

GROUFP

LINE

GENEND

VALUE

'
'
'
'

v

TYPGEN=EP,
TYPSYS=0S,
MODEL=370S5-2,

TYPE=TYPEZ,

LNCTL=BSC,
DIAL=NO,

SFEED=9600,

ADDRESS=.....,

TERM=3271,

LNCTL=SS,
DIAL=YES,

SPEED=110,
ADDRESS=. ...,
TERM=TWX,

EF-8

COMMENTS

v
TYPE OF GENERATION

TYPE OF HOST OF SYS
TYPE 2 3705

TYPE OF SCANNER

A BSC GROUP
PRIVATE/DEDICATED LINE

LINE SPEED IN BFS
FORT AND SUE CH ADDR
TYPE OF TERMS ON LINE

AN ASYNCH GROUFP
SWITCHED LINES

LINE SPEED IN BFS
PORT AND SUE CH ADDK
TWX TYFE TERMS
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3705 EF EXERCISE

SYSTEM 370

: BTAM '

!  BASED SOFTWARE !

' 0. s. !

! ! 1/0 CHNL
; L oPY- Py !

SCANNER | !.ciicenncenanal

Voo I B, e LIE

LINE SET

BSCT @4800 EFS SS, AUTOANSWER @IO0EFS

For the configuration above, code appropriate EF macros in the
correct order. Where applicable, code those values that were
discussed in the class.



3705 MODEL 80

o DESIGNED AND PRICED FOR ENTRY LEVEL CUSTOMERS
@  FUNCTIONALLY NO DIFFERENT THAN EARLIER MODELS

o NO DIFFERENCE AS FAR AS SYSGENS AND INTERFACES ARE
CONCERNED

o BETTER PRICE OERFORMANCE THAN OLDER MODELS

EP, NCP, AND PEP

THREE SUB-MODELS:
4 LINES 10 LINES 16 LINES

19.2 KBPS HIGHEST LINE SPEED FOR BSC AND SDLC,
?600 BPS FOR S/S

50 KBPS FOR DIGITAL CIRCUITS
ONLY TYPE 2 SCANNERS

TYPE 1 AND 4 CHANNEL ADAPTERS (TYPE 1 ONLY ON BYTE MUX
CHANNEL.S)
CAN OPERATE AS A REMOTE

TOTAL CAPACITY SENSITIVE TO MESSAGE SIZES AND LINE SPEEDS

EP-10
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3725 MODELS 1 AND 2

LONG AWAITED AND SPECULATED MACHINES
DISAPPOINTING IN TERMS OF WHAT WAS ANTICIPATED

BETTER PRICE PERFORMANCE THAN OLDR MODELS BUT NO NEW
MAJOR FUNCTIONS EXCEPT THE CONSOLE

SOME LONG STANDING SHDRTCOMINGS:
NO SECONDARY STORAGE
NO MESSAGE SWITCHING

MOST OF THE CONTROL STILL IN HOST (WOULD REMAIN SO
TILL NEW ACCESS METHODS ARE AVAILABLE)

STILL NO TRUE "AUTO BAUD RATE DETECT"

DIAL DIGITS IN HOST

EF-11



3725 MODELS 1 AND 2 (CONTD.)

BOTH SUPPORT:

CONSOLE TERMINAL

EP, NCP, PEP

ACF/NCP AT LEASET VERSION 2

MODULDO 128 ACKNOWLEDGEMENTS ON NCP-NCP LINKS

SEPARATE PROCESSOR AND DISKETTE FOR THE OPERATOR SUBSYSTEM
MICROPROCESSOT BASED SCANNERS

NEW MODELS DO NOT SUPPORT OLD LIBS, LINE SETS, SCANNERS AND
CHANNEL ADAPTERS

NEW HARDWARE HAS NEW NAMES
MODEL 1:
MAX 256 LINES
MAX 2M STORAGE (1M WITH EP)
UP TO FOUR 3725s CAN SHARE THE SAME CONSOLE WITH A SPECIAL
OPTION
MODEL 2:

MAX 24 LINES
MAX S12 K

EXPANSION BOX: 3726

SYSTEM CONSOLE: 3727

EF-12
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UNIT 7
BASIC TELECOMMUNICATIONS ACCESS METHQD

(BTAM)

OBJECTIVES:

AT THE CONCLUSION OF THIS UNIT, THE ATTENDEE SHOULD BE ABLE TO:

1.

DESCRIBE MAJOR FUNCTIONS PERFORMED BRY BTAM
IDENTIFY MAJOR MACROS AND FACILTIES AVAILABLE WITH BTAM
DESCRIBE THE LOGICAL FLOW A BTAM PROGRAM AT A HIGH LEVEL

DESCRIBE HOW POLLING AND SELECTION LISTS ARE CODED FOR IEM
3270s :

BTAM-1



WHAT BTAM DOES

- e me %% am " e S e S ee B e T® me e ee = e = me O

READ A MESSAGE
ANALYiE ERRORS
PROCE%S MESSAGE
WRITE.HESSAGE

NETWORK. DESCRIPTIONS

BTAM ROUTINES AND CODE

OPERATING SYSTEM

FROVIDES MACROS FOR APPLICATION PROGRAM TO:

SFECIFY 1/0 (READ/WRITE) REQUESTS
SFPECIFY NETWORK DESCRIFPTIONS

CREATES CHANNEL PROGRAMS BASED UPON APPLICATION REQUEST

INITIATES CERTAIN ERROR RECOVERY FROCEDURES

BTAM-2
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BTAM AFPFLICATION PROGRAM
(COMMUNICATIONS FUNCTIONS)

EXECUTABLE CODE:
1. ACTIVATE (OFEN) LINES
2. ISSUE I/0 RERQUESTS TO RECEIVE AND SEND MESSAGES
3. SYNCHRONIZE CPU OFERATIONS WITH I/0 OFPERATIONS

4. ANALYZE BTAM REFORTED ERROR

TABLES AND FROFILES:
1. NETWORK. DESCRIFTIONS:

LINES, TERMINALS, DIAL OUT NUMBERS, ...

2. INPUT/0UTPUT AREAS TO RECEIVE OR SEND MESSAGES
. PARAMETER LIST FOR BTAM AND APPLICATION TO TALK
OTHER :
BTAM-3

TO EACH



LINK FROTOCOLS

YOUR DEVICE

o BSC/SS

o BUFFER SIZE

o CONTROL CHARACTERS, COMMANDS, ORDERS

o DATA FLOW SERQUENCES

SOURCES OF INFORMATION
o BTAM REF. MANUAL

o GENERAL INFO. F. 1-352

o SPECIFIC DEVICES, SEE TABLE OF CONTENTS
o DEVICE TECHNICAL REFERENCE PROVIDED

BY THE VENDOR FOR DEVICES IN YOUR NETWORK

BTAM-4
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MAJOR GTAM MACROS

EXECUTABLE:

OFEN
CLOSE
READ
WRITE

WAIT

TAEBLE AND FROFILES:

DCE

DFTRMLST

DECE

OFPENS A GROUF OF LINES AND LOADS BTAM
CLOSES A GROUF OF LINES AND REMOVES ETAM
REQUESTS DATA FROM THE NETWORK

SENDS DATA TO THE NETWORE

SUSPENDS THE PROGRAM PENDING I/0 COMFLETION

DATA CONTROL BLOCEK, DESCRIBES A GROUF OF
SIMILAR LINES

DESCRIBES TERMINALS ON A LINE

FPARAMETER LIST FOR AFPLICATION AND EBTAM TO
TAaLKE TO EACH OTHER (THIS IS NOT A MACRO)

BTAM-5



BTAMFGM START

program initialization

code

OFEN GROUP1 LOAD BTAM
READ eeeeys AREA ADDRESS,LENGTH, . s .

WAIT

process message received and
create an output message

WRITE «eseyMSG ADDR,MSG LENGTHy.....

WAIT

loop back to READ next
message, end of day the
following 1logic

CLOSE GROUF1 CLOSE NETWORK

BR 14 TERMINATE PGM

MESSAGE AREAS AND TABLES NEEDED IN THE FROGRAM
FOLLOW

GRDUF.I DCB » . & 8 & e ’ DEVD=BS, ... . & ©
POLLST DFTRMLST .......C1C140402D.....

dech area

INAREA DS CL??
MSGOUT DC C*WRITE ME TO CRT’
END
BTAM-6
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FPRIMARY TABLES
DATA CONTROL BLOCK (DCE)

TERMINAL LIST DEFININITIONS (DFTRMLST)

INFORMATION CODED

LINES: PRIVATE / SWITCHED
BSC / SS
FOR PRIVATE LINES: POLLING SERUENCES

SELECTION SEQUENCES

FOR SWITCHED LINES: HOST ID

DEVICE ID

DIAL DIGITS

BTAM-7



———— S ———— — —— ——— — —t—— — — o— w_—— o a——

(name) DCB DSORG=CX,DDNAME=. .. ccegccacess

?l

DCB DESCRIBES A GROUP OF SIMILAR LINES

DSORG=CX INDICATES A GROUP TP LINES
SUPPORTED VIA BTAM

DDNAME= IDENTIFIES THE NAME OF THE JCL DD
STATEMENTS THAT IDENTIFY PHYSICAL LINES

REPRESENTED BY THIS DCB

RTAM-8
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1.

0S SYSTEM PROGRAMMER DEFINES UCBs DURING
0S SYSGEN TO ASSIGN LINES TO SPECIFIC
SUBCHANNELS

UCR UCE UCB UCE ucse UCE
! 010 1§ o011 : 012 ' 013 ! 014 ! 015 |

2. APPLICATION PROGRAMMER DESCRIBES GENERAL
CHARACTERISTICS OF THE LINES VIA A DCB AND
THE DCB IDENTIFIES THE JCL VIA °“DDNAME’

BSCDCB DCE « o+« s DDNAME=BSLINES, ....

3. AT PROGRAM EXECUTION TIME PROGRAMMER MUST ENSURE
THAT JCL CONTAINS A SET OF DD STATEMENTS THAT
BEGIN WITH THE NAME BSLINES (IN OUR EXAMPLE) AND
THAT THESE STATEMENTS IDENTIFY THE CORRECT UCBs
//0ONLINE JOB (PAYROLL),....« REGION=......

// EXEC PGM=PAYRL 123
———==> //BSLINES DD UNIT=011
7/ DD UNIT=012
// DD UNIT=013
//PAYMSTR DD ceeseyUNIT=DISKyeeesouso
IN THE ABOVE EXAMPLE GROUP1 DCB DEFINES THREE LINES

WHOSE SUBCHNL
RESPECTIVELY

ASSIGNMENTS ARE 011,012,

AND 013

BTAM-9



DATA_EVENT_CONTROL _BLOCK_ (DECE)

DECBs ARE AREAS IN APPLICATION PROGRAM USED TO

SPECIFY THE DETAILS OF THE OPERATION THAT BTAM

IS TO PERFORM
EACH READ OR WRITE OPERATION USES A DECB

AT MOST, NEED AS MANY DECBs AS THE NUMBER OF

LINES IN THE NETWORK

UPON COMPLETION OF THE OPERATION BTAM RETURNS

THE COMPLETION STATUS OF THE OPERATION IN THE

- - on cw e o= ee §

DECB AREA
APPL BTAM 0s
READ ! EXCP : SI10 !
: : b :
! DECB ! ! CHNL
! ! !  PGM
ETAM-10
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BTAM CONSIDERATIONS FOR IBM 3270

THE IBM 3270 FAMILY

FAMILY OF DEVICES: CONTROLLERS, CRTs, AND PRINTERS
MULTIPLE DEVICES, CRTs AND PRINTERS, ON ONE CONTROLLER

THE MOST COMMON DEVICE IN IBM MAINFRAME ENVIRONMENT FOR HIGH

PERFORMANCE APPLICATIONS

EXTENSIVE CAPABILITIES IN CRTS AND PRINTERS FOR MESSAGE

FORMMATING AND FORMS CONTROL

VERY COMPLEX FROM SOFTWARE POINT OF VIEW

BTAM-11



IBM 3270 CONTROLLERS MODEL NUMBERS

WITHIN THE 3270 FAMILY, DIFFERENT PROTOCOLS SUPPORTED BY DIFFERENT

CONTROLLERS

VARIOUS MODELS ARE:

3271 MODELS 1 AND 2: BSC CONTROLLERS
3271 MODELS 11 AND 12: SDLC, PU TYPE 1 CONTROLLERS
3274, 3276: SDLC, PU TYPE 2 CONTROLLERS
NOTE: SDLC CONTROLLERS CAN BE EQUIPPED WITH A BSC SWITCH WHICH

ENABLES THEM TO OPERATE IN EITHER MODE.

BTAM-12
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REVIEW OF MULTIPOINT OPERATION

o D
o SUEmSmSmeRememem - o / E
] : ] ! V)
!  HOST ! ISTATION !~ o 1
b . c
N E
o S
EOT 5
POLL (WITH ID) >
< RESPONSE FROM THE

POLLED STATION

1. ID IN THE POLL COMMAND IDENTIFIES WHICH STATION ON THE

LINE IS PERMITTED TO RESPOND TO THE POLL

2. EACH CONTROLLER ON THE LINE AND EACH OF ITS ASSOCIATED

CRTs AND PRINTERS ASSIGNED 1 RYTE HEX ID

3. PRE-ASSIGNED RANGE OF IDs

BTAM-17Z



IDENTIFYING CONTROLLERS AND DEVICES

POLLING ID:

SELECTION ID:

CONTROLLER ID:

2 TYPES

ID USED WHEN HOST WISHES TO RECEIVE.

PERMISSIBLE IDs DOCUMENTED IN 3270 MANUAL .

ID USED WHEN HOST WANTS TO SEND (ALSO
KNOWN AS ADDRESSING ID).

FOR EVERY VALID POLLING ID A PRE-DESIGNATED

SELECTION ID — SEE TABLE IN 3270 MANUAL.

POLL EXAMPLE

EOT

POLL 1ID

> MSG OR EOT

EOT

SELECTION ID
(ADDRESSING)

MESSAGE

SELECTION (ADDRESSING) EXAMPLE

>

>

ACKO/1

IS

ID CODE IMPLICITELY INDICATES WHETHER THE OPERATION IS A POLL

SELECT.

P BTAM-14
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CONTROLLER AND DEVICE IDENTIFICATION

DEVICE 1ID:

C — B L g ! .

2 TYPES

—

GENERAL ID: USED WITH POLL OPERATIONS ONLY
ANY DEVICE ON THE CONTROLLER MAY SEND DATA
DEVICE ID X°®7F” RESERVED TO SPECIFY GENERAL POLL

SPECIFIC ID: ONLY THE SPECIFIC DEVICE IDENTIFIED MAY RESPOND OR RECEIV

----- -f.g? _ o DEVICE A

: {CNTRLRI= © DEVICE B

X

[w)

m

p
=

i

o DEVICE C

l BENERAL POLL
EDT >
l. (CNTRLR ID, X*7F’) >
g
ling!
; < DEVICE A, B, OR C
%@ MAY SEND
1)
SPECIFIC POLL
I EOT >
I (CNTRLR ID, DEVICE A ID) >
x < ONLY DEVICE A MAY
] SEND DATA
ETAM-15



TERMINAL LIST

A LIST CONTAINING IDs OF VARIOUS DEVICES THAT HAVE TO BE FPOLLED

OR SELECTED BY THE HOST SOFTWARE
DIFFERENT LIST USED FOR POLLING AND SELECTION OPERATIONS

DIFFERENT OPTIONS OFFER DIFFERENT DEGREES OF CONTROL AND
EFFICIENCY

BTAM-16
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AUTO VS. MANUAL LIST
(BTAM)

WITH A MULTIPLE ENTRY TERMINAL LIST:

AUTO LIST:
o AUTOMATICALLY SERVES EACH ENTRY IN THE LIST
o USED WITH POLLING (READING) OPERATIONS

o REDUCES CPU OVERHEAD

MANUAL LIST:

o SERVES ONLY ONE ENTRY IN THE LIST IN ONE OPERATION.
(SOFTWARE SPECIFIES WHICH ENTRY)

o USED WITH SELECTION/ADDRESSING (WRITE) OPERATIONS

BTAM=-17



OPEN VS WRAP LIST

(APPLIES TO AUTO LISTS FOR POLL)

OPEN LIST:

STOP POLLING UPON RECEIVING A MESSAGE OR UPON REACHING
END OF LIST

WRAP LIST:

UPON REACHING END OF LIST RESTART THE POLL AT THE
BEGINNING OF THE LIST (WRAPAROUND) IF NO MESSAGE HAS

BEEN RECEIVED

BTAM-18
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DESCRIBING_TERMINAL INFORMATION_IN_ETAM_PROGRAM

(name) DFTRMLST valuel,value2,.....,value-n

DFTRMLST: DESCRIBES TERMINALS ON LINE AND INFORMATION
INFORMATION NEEDED BY BTAM TO MANAGE A

SWITCHED LINE

valuel,value2,....,value-n: THERE ARE NO UNIVERSAL
RULES FOR THESE VALUES WHICH ARE LINE AND
DEVICE DEPENDENT. BTAM MANUAL PROVIDES PRECISE
DETAILS FOR WHAT SHOULD BE CODED FbR EACH

SUPPORTED ' DEVICE

ONE OR MORE DFTRMLST DEFINITIONS ARE NEEDED FOR

EACH LINE

EXAMPLES FOR TWO COMMON DEVICE TYPES FOLLOW

BTAM-19



LISTO1

LIST2

LISTO3

TERMINAL LISTS FOR BSC 3270 'y

&
EXAMPLE 1: AUTO-0OPEN POLL LIST

DFTRMLST AUTOLST,(4040404020,40407F7F2D,CICI7F7F2D,3737373737)3

CNTRLR ID__! ¢ 1i__ EN@ ;I
DEVICE ID l

1

EXAMPLE 2: AUTO-WRAP POLL LIST LI

DFTRMLST AUTDWLST,(404040402D,40407F7F2D,C1C17F7F2D,3737373737{[

~ o~ ~

CNTRLR ID__! ! i_ ENQ

DEVICE ID

EXAMPLE 3: SELECTION LIST

DFTRMLST OPENLST, (606040402D)

~ ~ Fal

CNTRLR ID__! ¢ !_ EN@

DEVICE ID

BTAM-20
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FOLLOWING

ADDITIONAL

I

N

ORMATION IN THE
E S CONTAINS
AILS ABOUT BTAM
CODING ORIENTED
IS INCLUDED IN
FURTHER REFERENCE
S E INTERESTED
AILS
BTAM-21
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BTAM_INITIALIZATION_AND _TERMINATION_MACROS

OPEN dcb name

o OPENS A GROUP OF LINES REPRESENTED BY
THE DCB IDENTIFIED

o CAUSES A COPY OF BTAM TO BE LOADED IN
TO THE APPLICATION PARTITION

o ADDRESS OF WHERE BTAM IS LOADED IS PLACED
IN THE DCB ITSELF ‘

CLOSE dcb name

=] TERMINATES AVAILABILITY OF BTAM FOR THE GROUP
OF LINES IDENTIFIED BY THE DCB

o DISABLES LINES IN THE GROUP

BTAM-22
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READ_MACKO: ACCEFTING_DATA_FROM_A_DEVIC

(name)

DECB, OP TYPE, DCB, INAREA, MSGSIZE,
TERM-LIST, REL. LINE, MF=E

8 OPERANDS:

ADDRESS OF THE DECB TO BE USED WITH THIS
READ OPERATION

CHANNEL PROGRAM ID FOR THIS IO
NAME OF THE DCB ASSOCIATED WITH THIS LINE

ADDRESS OF THE AREA WHERE APPLICATION
WANTS BTAM TO PLACE THE INCOMING MESSAGE

SIZE OF THE LARGEST POSSIBLE MESSAGE

THAT CAN BE RECEIVED IN THIS OPERATION

ADRRESS OF THE POLL LIST TO BE USED
WITH THIS READ

WHICH LINE WITHIN THIS DCE GROUF IS
BTAM TO READ FROM

MACRO CODING REQUIREMENT, CODE IT AS SHOWN

BETAM-23



(name)

DECB,

8 OPERANDS:

SAME AS

ADDRESS OF THE MSG TO BE SENT

EXACT LENGTH OF THE MSG TO BE

OP TYPE, DCB, MSGADDR, MSGSIZE,
TERM-LIST, REL. LINE, MF=E

READ MACRO

SENT

ADRRESS OF THE SELECTION LIST FOR THE

DEVICE TO WHICH THIS MSG

SAME AS READ MACRO

BTAM-24
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WAIT_MACRO: WAITING_FOR_AN_IO_TO_COMPLETE

1. APFLICATION ﬁROGRAN RESPONSIBLE FOR TELLING

0S TO PUT IT TO SLEEP WHILE AN EVENT IS

BEING COMPLETED

2. EVENT BEING WAITED UPON IS [IDENTIFIED VIA

AN EVENT CONTROL BLOCK (ECB) WHICH IS 1IN

THE DECB . ITSELF

3. APPLICATION CAN WAIT ON SINGLE OR MULTIPLE

EVENTS

4. APPLICATION MUST ENSURE THAT AN I0 GOT

STARTED SUCCESSFULLY BEFORE ISSUING A WAIT

EXAMPLE _1: SINGLE_EVENT WAIT

WAIT ecb name

WHERE ecb name IS THE SAME AS DECB NAME

XAMPLE _2: MULTIPLE_EVENT_WAIT

WAIT count,ECBLIST= address of a list
of ECBs

count IN THIS CASE SPECIFIES HOW MANY OF
THE EVENTS IN THE LIST MUST COMPLETE BEFORE

THE APPLICATION IS TO BE ‘WOKEN" UP

BTAM-25



- ON CERTAIN TYPES OF ERRORS BTAM WILL RETRY

AN ‘OPERATION MULTIPLE TIMES AND IF THE ERROR

ISTILL PERSISTS IT WILL REPORT IT TO THE

APPLICATION

IT IS THE APPLICATION RESPONSIBILITY TO INITIATE

ANY FURTHER RECOVERY

ALL INFORMATION PERTAINING TO THE ERROR 18

RETURNED IN THE DECB

ERROR ANALYSIS AND RECOVERY PROCEDURES CAN BECOME
FAIRLY COMPLEX AND HIGHLY DEVICE DEPENDENT AND
GENERALLY SEPERATE ROUTINES ARE CODED FOR

DIFFERENT TYPES OF DEVICES

BTAM-26
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BTAM_REVIEW_QUIZ

(TRUE/FALSE) THE DCB CONTAINS THE ADDRESS OF BTAM
AFTER IT HAS BEEN LOADED IN THE APPLICATION
PARTITION.

WHICH INSTRUCTION (MACRO) IN THE APPLICATION PROGRAM
CAUSES BTAM TO BE LOADED IN ITS PARTITION?

A CONTROL BLOCK USED TO PASS INFORMATION BETWEEN
BTAM AND APPLICATION IS CALLED THE .

THE MACRO (TABLE) UsSED TO DESCRIBE THE TERMINAL
OR SWITCHED LINE INFORMATION 1IN BTAM IS CALLED THE

(TRUE/FALSE) THE INFORMATION CONTAINED IN THE TERMINAL
LIST 1S DEPENDENT ON THE TERMINAL TYPE.

IN A BTAM ENVIRONMENT THE APPLICATION PROGRAM MUST ENSURE

"WHETHER AN 1/0 WAS STARTED AND COMPLETED SUCCESSFULLY

BEFORE TRYING TO PROCESS INFORMATION ASSOCIATED WITH THE
1/0.

AFTER ISSUING A READ/WRITE MACRO, REGISTER 15
INDICATES WHETHER THE 1/0 WAS AND
VARIOUS FIELDS IN THE DECB INDICATE WHETHER THE 1/0
WAS .

WITH REFERENCE TO QUESTION & ABOVE, WOULD ONE TEST
REGISTER 15 FIRST OR THE CONTENTS OF DECB TO PROPERLY
CHECK 1I/70 OPERATION STATUS?

(TRUE/FALSE) AN APPLICATION MUST WAIT FOR AN 1/0

OPERATION TO FINISH COMPLETELY BEFORE IT MAY START ANY
FURTHER I1/0s ON OTHER LINES 1IN THE NETWORK.

BETAM-27
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UNIT .4

TELEFPROCESSING MONITORS AND ETAM

OBJECTIVES

TO IDENTIFY MAJOR COMPONENTS OF A
TELEPROCESSING MONITOR

TO IDENTIFY REASONS WHY AN MIS ORGANIZATION
WOULD NEED A GENERAL FURPOSE TELEFROCESSING MONITOR

TO EXFLAIN DIFFERENCES BETWEEN OFPERATING SYSTEM,
ACCESS METHOD, AND TELEFROCESSING MONITOR
FUNCTIONS

TO IDENTIFY TRADE-OFFS BETWEEN DEVELOFING YOUR
OWN TELEFROCESSING MONITOR VS. LEASING OR
BUYING A FACKAGE

TO DISTINGUISH BETWEEN * MULTIPROGRAMMING®,

‘MULTITASKING™, AND “MULTITHREADING® AS USED IN
IBM PUBLICATIONS

TFMONS-1
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THE REASONS THEN

BTAM,

3705 / EP

MONITORS?

THE REASONS

- GSNA PROTOCOLS

TPMONS-2
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The software technology has evolved at a very rapid
pace. Thus, before one answers a question such as
the above one almost has to know the point in time
when the question is being answered.

Some of the major reasons why TP monitors came about
during the days of BTAM have since disappeared and,

vet, TP monitors are still very much around ! Well,
the o0ld problems have been replaced by new problems -
SNA protocols. More on that later.

In any case, to answer this question in the context

of BTAM aone has to go back in history (yes 1in
this industry a 15 vyears lapse qualifies as history)
and 100k at the state of the art in software

technology in existence then.

What were the constraints under which a customer
developed communications software on an IEM mainframe
in those days 7

Let us next review the environment in exxistence
then.

TPMONS-3
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THE REASONS THEN: CIRCA MID 60s

—— . —— ——— —— o ——o—

ADVENT OF THE FIRST GENERATION OF GENERAL FPURFOSE
COMPUTING MACHINES- IBM SYSTEM 340
A NEW GENERATION OF SYSTEM SOFTWARE- 0S5/360

NEW FAMILY OF COMMUNICATIONS FRONT END CONTROLLERS~ IEM
270X FAMILY

A "COMPREHENSIVE" NEW ACCESS METHOD FOR COMMUNICATIONS-
BRTAM

INCREASING PRESSURES ON TECHNOLOGY TO PRODUCE MORE
TIMELY INFORMATION

IEM 3270 AND BSC PROTOCOLS ARE STILL A FEW YEARS AWAY

TFMONS-S



DID AN
IN SUCH

PRIOR

WHAT

T

END USER DO

0

A N ENVIRONMENT

TF MONITORS?

TPMONS—-6

¢

4

b

e



4 - — — — —

XYZ. INC.:__AN_END_USER_SCENARIO_(LATE_&Os)

-
£-3 o — ———— —— ———  —

XY¥YZ, Inc is a relatively enlightened D. P. user. While
the top management does not fully understand the technology,
they have given a free hand to their Director of Data
Processing Systems who in turn reports to the V. P.,
Corporate Finance.

Because of the rising popularity of their main products,
Widgets and Gizmos, XYZ has been opening various regional
offices and distribution centers.

Corporate headquarters are located in St. Louis with
regional locations in New York, Chicago, Dallas, Houston,
Los Angeles, and San Fransisco.

Because of an accelarated growth rate a few things got out
of hand. One of the major problems was managing the
inventory at regional locations. While they were carrying
excessive inventories in large number of items and,
therefore, paying high interest payments, paradoxically,
they were consistently running short on other items in
demand causing shipping delays and order cancellations.

That is when they did it for the first time.

Their +first on-line system using TTY3Z teleprinters!

" Each regional distribution center was installed with a TTYZT

machine and the centers could dial into the central
computer at St. Louis two or three times a day and report
critical inventories.

Results . were satisfactory and directors of Data Processing
and Operations were promoted to newly created positons of
Corporate Assistant Vice Presidents.

And then it happened !

VP Marketing felt that sales force was spending too much
time doing the paperwork and had no way of tracking the
orders within the corporation. He demanded an on-line
capability.

TFMONS-7



VP Corporate Finance was still smarting over the fact that
she was the one to discover the inventory problems  but
the credit had gone to the operations people. She
wanted more timely information on cash flows, short term
borrowings and surplus cash that could be invested in short
term commercial paper. She too wanted an on-line
capability.

Manufacturing managers wanted a direct access to Marketing
and Distribution data so that they could schedule production
more accurately. Why not an on-line system for them too?

AVF Data Processing, while happy at the potential
increase in the size of his corporate domain, was also
concerned about his ability to fulfill all the requested
requirements. On-line technology was still too new for him.

So, after due consideration, or at least the appearance of
it, he made the following recommendations:

1. Corporate Finance would be provided with an on-line
access to corporate financial data bases. This would
enable the finance people to make on-line inquiries
against the data base and also provide certain
on-line reports on request.

2. Marketing would have an on-line oarder entry and
inquiry/response system to track orders.

Z. Manufacturing Department needs could be met via more
timely batch reports and, for now at least they did
not have a real case for an on-line system ‘

To make it all happen, AVF, D P proposed that:

1. Given the reliability requirements and sensitive nature
of data, the system would consist of private lines
only.

2. XYZ would use a new family of terminals from IEM called

3270 that had recently been announced.

3. Since terminals were going to be located in the same
cities, the cost of private lines could be reduced by
connecting terminals for various applications on the
same private line (32708 could be ‘clustered” on a
line).

4, To keep the system simple and maintain data security
and integrity each application will be a seperate,
independent job in the system.

TPMONS-8
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s. All software development, as always, would be done in-
house to ensure a high quality, tailor-made, and high
performance system.

b. To do all this the current machine would have to be
upgraded from IEM System 360 Model 40 to Model S5 and
with additional personnel requirements the DF budget
would have to be increased by at least S0%.

But for a few objections regarding the high cost and lack of
need analysis from the Manufacturing Department, the plans
for the new system were quickly approved by the corporate
Policy Committee.

Design and analysis work was started by the design team.

A few programmers were sent for BTAM and 3270 training and
the first substantial report from the system design team was
presented to the AVF Data Processing about six months later.

Once the team members were done with all the nice features of
BTAM and 3270s they had one little surprise for the AVF/DF.

The system could not be implemented to support the exact
configuration as approved by the policy committee. They
assured him that there was no major problem - they would
just need a few more private lines.

And then the system design team provided the explanation

as to why the configuration could not be implemented
precisely as approved.

TPMONS-9



XYZ, INC. PROBLEM_ANALYSIS

The network and host configqurations as approved by the
XYZ Policy Committee for the I on-line applications
are shown on the next two pages.

Analyze the configurations and see if you can identify
the reasons why it cannot be implemented precisely
as shown.

Once you discover the reason vyou should probably be
able to state it in less than S5 sentences.

We shall discuss your answer in a few minutes.

TPMONS-10
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NETWORE CONFIGURATION APFROVED EBY XYZ,. INC

; 6,415/?(3@

SFO

DISTRIBUTION

FINANCE
MARKETING

TPMONS-11
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PROFOSED HOST CONFIGURATION

FINANCE : BTAM
MKTG : BTAM
DIST : BTAM

IBM SYSTEM 3I60/50

0s / MVT

"BYTE MUX
170 CHNL

TFPMONS-12
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ALTERNATIVES_FOR_XYZ

TPMONS-13
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MKTG. ! A
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DISTR & 1p
INV. CTRL! v

COMBINING THREE PROGRAMS INTO A SINGLE JOB

TPMONS-14
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Questions that must be answered:

1.

K

How do vyou bring three programs in the same
partition®?

When a message comes in, how do you know who
is going to process it and who 1is this ‘you’
who 1is going to do the figuring?

Are all operators authorized to access all
available programs or are there to be any
restrictions?

If restrictions, who 1is going to enforce
them? '

OTHER ISSUES... ?

TPMONS-15



Additional System Requirements

INPUT MESSAGE FORMAT

, ]_‘n TTTT " data
ID

TRANS. CODE

SYSTEM AUTHORIZATION TABLE

ID CODE

T 01
AB 01

| ==

L_AC_ 03
AD 02
AE 07
tho * tho

TPMONS- 16
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TRANSACTION CONTROL PROGRAM
(FUNCTIONAL DESCRIPTION)

!

PICK UP NEXT INPUT MSG.

HE 0P ™ A
1D IN THE REJECT
AUTHORIZATI0 © REQUEST

REJECT

REQUEST
| LOAD

PROGRAM

BRANCH T0 |g-

PROGRAM

TPMONS- 17



SWITCHING CONTROL FROM ONE TRANSACTION TO ANOTHER

MKTG FNCL - .DIST
/

I

I

| -

| TRANSACTION

' CONTROL

MKTG FNCL DIST

O} ) O

GIVEN: 3 MESSAGES IN THE HOST
MESSAGE 1 IS CURRENTLY BEING PROCESSED
MESSAGES 2 AND 3 ARE AWAITING PROCESSING

QUESTION: WHAT IS THE EARLIEST TIME THAT MESSAGE 2
CAN BE PASSED TO FNCL?

TPMONS-18
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In the example shown here we have

messages in the host machine.
Message 1 1is for MKTGE transaction.
ist one to arrive and is currently
by the MKTG program.

Messages 2 and 3 arrived next in

Question is -

currently 3

It was the
being processed

that order.

What 1is the earliest that we can start processing
message 2 without unduly disrupting message 1

processing”?

TPMONS-19



10 OPERATIONS A5 CRITERIA _ FOR
SWITCHING — TRANSACTIONS

MKTG ENCL __Disr

TRAN
CONTROL:

FNCL

IR
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As a starting point it may be worthwhile to borrow
a concept from the Operating System that it uses to
implement multiprogramming i.e. switching from one

job to another during an 10 operation.

We want to switch from MKTG to FNCL during an 10
operation for MKTG.

Except that instead of the Operating System it is
the Transaction Control who would have to make the
switch.

~

How is the Transaction Control going to do it~
Let us review again some of the facts about flow of

control in an I/0 operation next to help us
determine the Transaction Control logic.
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The diagram on the opposite page shows the relevant part
of the flow when an application issues an 10
request.

There are three_major_transitions of interest:

1. Application issues an 0S access method macro. The
macro generated code causes a branch to the access
method.

2. The access method eventually issues an EXCF

instruction, which in turn transfers control
to the I0 Supervisor in the Operating System.

Z. The 10 Supervisor issues s1o, thereby,
starting the Channel operation.

The interesting fact about this flow 1is that it

If the Transaction Control 1is to do any program
switching, it has to know when one of our transactions is
doing an I0 operation.

Worse vyet, if any of the transactions were to request 0S
to be put in &a WAIT state, it would cause the whole
partition to be put in a WAIT state including the
Transaction Control and all the other transactions - a
highly undesirable situation.

One way to get around odr problems is not to let the
transactions make direct I0 requests or issue any WAIT
requests.

Any time a tranmsaction needs an I0 operation, the
transaction will  inform the Transaction Control of its
requirements, and only the Transaction Control will issue

actual ID requests and any WAIT requests. Only
then can the Transaction Control transfer control
from one transaction to another during an 10

operation.
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The transaction MKTG sets up details of the 10

operation - name of the file, record ID, and whether

or not it can do more processing while the I0 is taking
place and goes to the Tranmsaction control.

Transaction Control formats an access method request
based upon transaction provided data. Transaction
Control also indicates to the 0s that it not
be put in a WAIT state while the I0 is progressing.

After initiating the I0 request for MKTG the
Transaction Control also goes through its internal

tables to see if any transaction can do any processing

(new messages may have arrived or some prior I0s may
have been completed).

I+ any other transaction can proceed at this time, say
FNCL 1in this case, Transaction Control would transfer
control to such a transaction.

This step is the yery essence of managing

If, however, no further work can be dispatched at this
time, the Transaction Control would issue a WAIT
request to the Operating System.

An ability such as above whereby Transaction Control can run
multiple programs (tasks) concurrently within a

XYz,

Inc. would have to develop a multitasking Transaction

Control program if they want to run the three transactions
concurrently over a shared network as they proposed
to do.

TPMONS-25
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Take a situation in our on-line system where we have three
messages in the system:

1. As Transaction Control comes through its next pass to
check for dispatchable work it discovers message 1.

Based upon our system design, the Transaction Control
looks at the transaction ID and determines that METG
transaction is to process this message.

2. Message 1 is dispatched to MKTG and that transaction
starts running.

3. MKTG starts processing message 1 and ultimately needs a
record from one of its files and sends a request for an
10, I01, to the Transaction Control.

4, Transaction Control notes down the the location within
METG where the program is to be restarted when 101
completes and sets up the 10 request for METG.

S. Transaction Control now looks for additional work that
can be dispatched and discovers that message 2 is ready
for processing and that ¢this too is <for METG.

6. Transaction Control interrogates the status of the
METG transaction and finds that MKTG is awaiting anm I/0
completion and, thus, temporarily idle.

7. Transaction Control transfers control to the

-~

beginning of the MEKTG transaction passes it message 2
for processing.

At this time the MKTG program is in effect processing
two messages ‘concurrently® or, in other words, we have
two seperate processing threads running through the
same program. '

This process whereby a single program can process multiple

Progréms that can multithread are also called reenterant
programs because they can be ‘entered’ again while they are
still processing a previous message.
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MANAGING THE NETWORHE

So far our discussions have focussed primarily on activities
within the host. We shall next take a look at functions that
have to be performed to manage the network.

These functions would involve tasks such as
activating/deactivating lines, responding to incoming calls
on switched 1lines, starting polls on private 1lines and
functions such as were discussed in the BTAM lecture.

First question, irrespective of the details, is one
pertaining to the overall structure of our system.

Should these additional functions be performed by the
Transaction Control module or do we have a better idea”?
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TRANSACTION CONTROL AND NETWORK MANAGER |
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Our on-line system has so far evolved to two major system
components:

Transaction Control: For managing the tranmsactions

Network Management Program: For managing the network, for
brevity, we would refer to it
as the Network Manager.

Next we would explore how communications take place between the
Network Manager and the rest of the system.
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Earlier in this unit we discussed reasons why transactions
must not issue requests directly to the Operating System -
but rather route their requests to the Transaction Control.

For similar reasons we would also require that there be no
direct communications between transactions and the Network
Manager. The requests for network services from
transactions would also be routed through the Transaction
Control.

The two major advantages of such an approach areﬁ

1. The Transaction Control has total control over the
system and can keep track of each transaction®s

progress and put transactions in a WAIT state if they are

awaiting completion of pending events.

2. The fact that there is a Network Manager is totally
transparent to the transactions. The transactions need
a single interface to the Transaction Control program
irrespective of the type of service needed. The
Transaction Control would take care of routing the
request to the appropriate system component.

We shall next take a look at the overall flow of the system
as 1t has evolved so far.

TFMONS-3S
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Transaction Control is basically a cyclical program that
runs in a big 1logical 1loop and keeps dispatching
transactions as messages arrive in the system or IO
activities complete. It must also periodically dispatch the
Network Manager to send or receive messages from the
network.

Because of this circular 1logic we can pick up the
Transaction Control logic anywhere in the cycle and complete
the circle. In the flow chart shown here we pick up the
logic at a point where the Transaction Control has just
received control back from a transaction.

1. Transaction Control takes transaction request, if any,
along with any other pending requests from before,

2. sets up 10s
3. At this point the transaction Control branches to the

Network Manager so that the Network Manager may report
completions on previously started 1/0s and start new

I10s,

Network Manager:

a. Scans control blocks for each line.

b. As completed 1I0s are discovered posts them
in appropriate control blocks for the
Transaction Control.

c. ‘Starts new READ/WRITE operations on idle
lines.

4, Transaction Control scans the control blocks posted by

the Network Manager to check if completions were
posted and
S. Marks those transactions dispatchable
that can start processing.

6. Transaction control now scans the list of dispatchable
tasks in priority order and

either, 7. Dispatches a transaction

or, 8. Requests an 0S WAIT with an ECE list
of all activities pending completion.

TPMONS~37



ISSUES FOR SYSTEM FROGRAMMER

HOW AND WHERE TO MAINTAIN:

BTAM

LINE STATUS:
LINE TYPE: .
TERMINAL LISTS:
DECEBEs

I0 ARAES

FROVIDED MACROS
DCE
DECE

DFTRMLST

ACTIVE / INACTIVE
PVT /7 SW /7 §S / BSC1,

POLLING / SELECTION

(TABLES)

2, 3

NEED FOR USER PROVIDED CONTROL BLOCKS?
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To manage the network in a manner as shown in the system
flow diagram we would need information in the program that
goes beyond what is provided via standard BTAM tables.

For example, while terminal 1lists can be defined using
DFTRMLST macro, & mechanism is needed to determine which
list is to be used when and with which line.

It is important to identify the types of information that
would be nmeeded and how various inter-related data would be
linked together.

One way to put together such infarmation is to put it in
user defined tables or control blocks. The names, size, and
contents of such tables are entirely upto the system
designer.

As an example of how information could be organized
to implement a system such as here some illustrative tables
are shown in the following pages. It should be borne in
mind that this is just one of several ways tables could be
organized i.e., there is no *THE WAY®.

Generally speaking, though, it is a good idea to
organizce vyour tables in a heirarchical manner should
there be natural heirarchical relationship among the

resources being defined

TFMONS~39



BTAM and TP Monitors

Overview of Control Blocks:

SYSTEM AREA

!
4]
[

TABLES
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GROUP _ENTRY

4 BYTES

1D ADDRESS OF NXT GRP ENTRY

ADDRESS LINE TABLE, THIS GROUP

ADDRESS OF DCB

ADDRESS OF READ RTN

ADDRESS OF WRITE RTN

ADDRESS OF IO COMPLETION RTN

ADDRESS OF LAST LINE ENTRY
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Line Entry

ECB
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STATUS{ ADDR OF NXT LINE ENTRY

ADDRESS OF POLLIST

ADDRESS OF DUMMY SELECTION LIST

ADDRESS OF TERMINAL TABLE

ADDRESS GROUP

ADORESS OF LINE I0 AREA
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TERMINAL ENTRY

SYMBOLIC NAME

CURRENT TRANSACTION

SELECTION SEQUENCE

LINE ENTRY ADDRESS
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We just designed ane! The concepts that we have developed
so far in this wunit, Transaction Control and Network
Manager, in effect from the heart of real life TP Monitors
such as CICS, Taskmaster, etc.

The real life TP Monitors, of course, go far beyond our
primitive model here.

For example, we did not touch upon the data base handling
at all in our model. In a real monitor this would be a

major component.

Other issues relate to storage management, high level
language interfaces, handling application program errors,
and system restart and recovery. These issues go beyond the
scope of this course and cannot be covered here in any
detail. However, we would discuss two monitors at an
overview level later in this seminar.

TPMONS-44
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XYZ., Inc.: Chapter 1I, Circa 1976
Rich Star, V.P. Data Frocessing, is a respected executive
of XYZ, Inc. Ever since he provided on-line systems for the
Marketing, Corporate Finance and Distribution departments,
his star has been rising at XYZ. His promotion to V. F.
came in late 1974 and Rich felt that it was well deserved.

Since XYZ was a dominant vendor by now, its executives were
often invited to present keynote addresses by various trade
groups and societies.

One of such invitations was received by Jack Grouch, V. F. ,
Manufacturing, to be the keynote speaker at the annual
convention of National Union of Retail Distributors,
otherwise known as NURDS.

While attending that convention at Hilton Head, South
Carclina, Mr. Grouch heard a presentation by an independent
consultant, Jane Smart, on use of computers in business.

What especially caught Mr. Grouch’s attention was Ms.
Smart®s assertion that it was becoming increasingly easier
to develop on-line systems wusing pre-packaged software
called Teleprocessing Monitors. Ms. Smart also talked about
some rather complicated technologies using terms such as
System Network Architecture, universal protocols, and
machine-to-machine interfaces.

Mr. Grouch was quite convinced after Ms. Smart’s
presentation that Manufacturing had been denied their on-
line system unfairly and invited Ms. GSmart to make a
presentation to XYZ, Inc.’s Executive Committee the
following month.

Ms. Smart’s presentation to the XYZ Executive Committee
went rather well and the high point came when Ms. Smart
disclosed that she had recently helped install a truly state
of the art on-line system for XYZ’s main competitor, We
Do It Eetter, Inc. Ms. Smart explained how Better’s
system was developed using far less manpower and talent
than XYZ wusing a package called Customer Information
Control System (CICS), and how this system gave a tremendous
advantage to ‘*Better® over their competition.

Around the same period, unknown to DF staff, the CED of XYZ

was also approached by the Regional Marketing
Director of IBM about the use of their latest software
and hardware for XYZ. Their specific recommendation was

to do a complete study of XYZ operations and to come up
with a comprehensive solution for XYZ needs.

TFMONS-45



Such a study was undertaken and it was recommended that,
looking into the future, XYZ must consider migration to
SNA and that IBM would provide software such as CICS to
ease the pains of such a migration.

Rich Star tried to point out how XYZ had one of the most
efficient and reliable systems by industry standards. He
also felt that migrating to SNA was premature. No one

really understood the implications of such a move. However,
Star was unable to provide any firm estimates of cost and
time to migrate his current system to SNA other than to say
that it would be almost like designing a whole new system.

In 1975 XYZ migrated to CICS. The response time was less
than desirable. When the system went down, it took much
longer to bring it up because system programmers were not
familiar with the system. But a whole new group of
application programmers was very happy. They could write
new transactions using Cobol.

Rich Star had opposed the move to packaged_software rather

strenuously. But it did not really matter any more.

Last we heard, Rich was running a computer store selling,
among other things, packaged software for micro-computers.

Epilogue

1977: Things were much better - but they had to migrate to

the new release of CICS, 1.1.3, so that they could
take advantage of the new features.

1979: Things were much better. Release 1.1.3 was stable
enough but they had to migrate to release 1.1.4.

1981: Things were much better — but all the new exciting
things were happening in SNA - perhaps it was time
to consider ACF/VTAM version of CICS.

1983=: Things must be much better, after all they were
running SNA!! But who could be sure anymore.
The largest communications company in the USA had
just announced their new Value Added Fublic
Network and there was talk of ‘peanuts® and
*popcorn® from IBM- they just had to look into it.

1987: Things were much better, but .....
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UNIT 10

—

CUSTOMER INFORMATION CONTROL SYSTEM
(CICS)

OBJECTIVES

TO IDENTIFY MAJOR MODULES IN CICS

TO IDENTIFY MAJOR TABLES IN CICS WITH MAJOR
EMFHASIS ON TERMINAL CONTROL TABLE (TCT)

- - 5

TO PROVIDE OVERVIEW OF AFFLICATION PROGRAM AND
CICS COMMUNICATIONS

[

—— _
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CICS_INTRODUCTION

A GENERAL PURFOSE TELEFROCESSING MONITOR

AN IEM SOF TWARE PACKAGE (PROGRAM PRODUCT) THAT
SIMPLIFIES THE TASK OF DEVELOPING SOFTWARE FOR ON-

LINE AFPPLICATIONS

OTHER PACKAGES THAT PROVIDE SIMILAR CAFABILITIES:

ENVIRON, SHADOW, TASKMASTER, IMS/DC

CICS, THROUGH 1ITS TASK MANAGEMENT CAFABILITIES, ALLOWS

MULTIFLE AFFLICATIONS (TRANSACTIONS) TO SHARE A COMMON

NETWORE:
AFFLICATIONS MAY BE WRITTEN IN HIGH LEVEL LANGUAGES

BESIDES REGULAR FILES ALSO FPOSSIBLE TO ACCESS DATA-

BASES DEFINED UNDER PACKAGES SUCH AS IMS/DB (DL/I),

IDMS, ADABAS, TOTAL ETC.

ERROR HANDL ING, RECOVERY, SECURITY, FRIORITIES BY
TERMINAL, TRANSACTION Ok OPERATOR ARE SOME OTHER

HIGHLIGHTS
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TASK CONTROL:

TERMINAL CONTROL:

FILE CONTROL:

fwjf 4 STORAGE CONTROL:
a7

TEMPORARY STORAGE:

PROGRAM CONTROL:

JOURNAL CONTROL:

e B T B N
N

DUMF/TRACE CONTROL:

SELECTED MANAGEMENT MODULES IN CICS

DISFATCHES AND MANAGES PROGRAMS.
MANAGES THE NETWORK AND TERMINALS.

MANAGES THE FILES, INTERFACE TO ACCESS
METHODS AND DATABASE MANAGEMENT SYSTEMS.

MANAGEMENT OF STORAGE IN THE POOL BOTH
FOR CICS OWN USAGE AND APFLICATIONS.

"SCRATCH PAD" AREA, TO SAVE INTERMIDIATE

RESULTS, DATA.
LOADING OF PROGRAMS, LANGUAGE INTERFACE
RECOVERY

GENERATION OF DUMPS AND TRACES

CICS-Z



FROGRAM CONTROL TABLE (PCT):

IDENTIFIES VARIOUS TRANSACTION CODES AND PROGRAM ASSOCIATED WITH
EACH TRANSACTION CODE.

PROCESSING PROGRAM TABLE (FPT):

NAMES OF ALL PROGRAMS THAT ARE TO RUN UNDER CICS, ONE ENTRY PER
PROGRAM.

FROGRAM ATTRIBUTES - LANGUAGE, SIZE, LOCATION ON DISK.

TERMINAL CONTROL TABLE (TCT):

DESCRIFTION OF NETWORK RESOURCES - LINES AND TERMINALS

FILE CONTROL TABLE (FCT):

DESCRIFTION OF FILES NEEDED BY PROGRAMS THAT ARE TO RUN UNDER
CICS.

SIGN ON TABLE (SNT):

USER NAMES, PASSWORDS, PRIORITIES, SECURITY KEYS.

CICs-4
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CICS STRUCTURE

i ! ORDR | i FNCL | ! MKTG i
i 1 _FCT_! V_FFT_I P_TCT_! :
i JCF i\ FCF | : P TCP ! BMS |

-

- -y ke o+ TTTTTT ///C"7°'

OFERATING SYSTEM

- e ew . e- " - .- -

\‘NM it *" .

FILES AND" NETWORK,
DATA BASES

i ;
' :
/ ‘

CICS SYSTEM MODULES AND TRANSACTIONS RUN AS ONE JOEB IN THE SAME
ADDRESS SFACE (PARTITION)

THE TASK CONTROL PROGRAM (KCP) ACTS AS THE INTERFACE BETWEEN

APPLICATIONS AND CICS INTERNAL MODULES

KCP: TASK CONTROL PROGRAM, FCP: FILE CONTROL PROGRAM, TCP: TERMINAL CONTROL PROGRAM , BNMS: BASIC NAPPING
JCP: JOURNAL CONTROL PROGRAM.

CICS—’ 5
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APPLICATION AND CICS COMMUNIACTIONS

APPLICATION

MOVE &e1” Requesr To Tca
MovE REC NUMB TO -TCA

MovE FILENAME TO TCA
0 To <ieg

.‘...‘

|
|
I
I
I
I

Cics /{%

DECODE AppLiCATION RRSTIN
THE TCA

Picx uP ADDKRESs oF THE
APPROPRIATE. MODULE FROM
CSA.

GO To THE MEMT. MODULE

L

’Zqﬂ"q

¢

R12
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N s }:gw
)/ s
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i
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i o

TCA : ONE PER Task

R13

TCA: TASK CONTROL AREA, ONE PER CICS TASK

CSA: COMMON SYSTEM AREA, ONE PER CICS
CICS-7
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BTAM AND CICS

TERMINAL CONTRO TABLE (TCT)

CONTAINS FROFILES OF ALL NETWORK RESOURCES, TABLES (DCB, DECB,..)
NEEDED BY BTAM

CICS MACROS INTERNALLY GENERATE BTAM MACROS

M k‘% V " s
/ / %maga—g J -2 ng/ / /Z;
DFHTCT TYPE=SDSCI,.%ccuacs % MWM%MWQ

DFHTCT TYPE=LINE,..cceacenn

DFHTCT TYPE=TERMINAL,..... ,

DFHTCT TYPE=LINE,c:ececoccocss

DFTRMLST

DFTRMLST

i T CAM SV TAM wg,

/é"w’i“wamj LA -w&é’w? “RLEG™ mﬁ»ﬁﬁr‘/ mf’&z

]
I
|
|
1
|
1
1
l
CICS A dnidds ooy ad Lo ;
1
l
1
I
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ETAM AND CICS

All network definitions are defined in the Terminal Control
Table (TCT). The TCT contains information not only neede ny CICS
but also information that it would need to communicate with BTAM.

BTAM macros DCE and DECE are not coded directly by the system
programmer but are generated internally by CICS.

The same macro, DFHTCT, is used to describe all types of network
resources. TYPE= operand identifies the resource being
described.

TYFE = SDSCI: Describes a group of similar lines, and generates
the BTAM DCE table. Needed one per group of
similar lines.

TYPE= LINE: Describes the profile of one line in the group.
Coded as many times as the number of lines in the
system. Also generates the DECE for the line .

TYPE= TERMINAL: Describes a controller or device on the line.

Coded once for each or controller or device in the
network. .

DFHTCT: This 1is the standard BTAM macro and coded as
discussed earlier in this course.

cics- 9



POLLST1

SELLST1

DFHTCT

DFTRMLST

DFTRMLST

DFHTCT

DFHTCT

DFHTCT

) e 80 e

FHTCT

TYPE=INITIAL,
ACCMETH=NONVTAM,

BEGIN TABLE
NON-VTAM SYSTEM

AUTOWLST, (...poll list..)

DPENLST,(...sél list..) ONE PER DEVICE

TYFE=SDSCI,
DEVICE=3277,
DDNAME=.....

TYPE=LINE,
BTAMRLN=. ..,
LISTADDR=FPOLLST1

TYFE=TERMINAL,
TERMID=TOO1,
TRANSID=ACCT,
TRMADDR=SELLST1,

TYFE=FINAL

cics- 10

GROUF ENTRY
FOR 3270 TYPE
JCL CONNECTION

BEGIN LINE DESCRFN
WHICH LINE IN JCL
POLL LST THIS LINE

BEGIN TERM DESCRFN
LETS CHRISTEN IT
OFPTIONAL DEFAULT
TERM SEL LST NAME

END TABLE
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CICS_AND_EBASIC_MAFPFING_SUFFORT_(BMS)
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MOST TELEFPROCESSING MONITORS TODAY OFFER AN APFLICATION

- e — ——— —— e o e ——— — —— — — —— — —— — — ———— o b

TASEMASTER ETC.

AND DEVICE LEVEL DETAIL
: A e . £ # f"g‘@,@{ g g"‘ﬂ o o

—— - e S . S — " D D M R e n e o e —— - — —

MULTIFLE °“MAPS® CAN DEFINED, ONE FOR EACH DEVICE AND

€AN BE GROUFED TDGETHER AS A °‘MAP-SET’ FOR CONVENIENT

REFERENCE IN THE APFLICATION.
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€C1CSs EXERCISE

FOR THE NETWORK CONFIGURATION USED IN THE BTAM
EXERCISE, CODE THE APFROPRIATE CICS/TCT MACROS IN
- THE RIGHT ORDER. CODE ONLY THOSE VALUES THAT WERE
SHOWN ON THE ILLUSTRATIVE TCT VALUES.

(NOTE: FOR TTY-47 TERMINAL DEVICE CODE

CODE TRMTYPE=TWX ON TERMINAL DESCRIPTION)

cics-12
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UNIT

INFORMATION MANAGEMENT SYSTEM, DATA COMMUNICATIONS

(IMS /7 DO

OBJECTIVES:

AT THE CONCLUSION OF THIS UNIT, THE ATTENDEE SHOULD BE ABLE TO

1.

~

-

DESCRIBE THE STRUCTURE OF NETWORK TAEBLES IN IMS

COMFARE IMS ARCHITECTURE WITH CICS AT A HIGH LEVEL

IMS-1



A
o PRIMARILY A DATA BASE PACKAGE . 7" /“‘“Wj
R
e

o §£DATA COMMUNICATIONS: AS IF AN AFTERTHOUGHT

o APPROPRIATE WHEN DATA BASE INTEGRITY TAKES

PRCEDENCE OVER PERFORMANCE AND RESPONSE TIME

o COMMUNICATIONS NOT AVAILABLE WITH DOS

ImMs-2
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IEM

IBM

IBM

IBM

IEM

IEM

IBM

IBM

IEM

IBM

IBM

IEM

IEM

(COMMON TYPES)

N
R
o
ko]

2740

2741
278072770
3270

3600

3614

3630

3767

3770

7770 AUDIO RESFONSE UNIT
SYSTEM 3

SYSTEMS 32/34, SERIES 1

TTY (TWX) 33/35 DEVICES
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SEFPARATE PRIVATE/LOCAL
REGION CONTROLLER FOR EACH
BATCH APPLICATION

EACH BATCH APPL IS AN
INDEFPENDENT JOBE

OFF LINE, TRADITIONAL, BATCH
PROCESSING ONLY

THESE WILL NOT BE DISCUSSED
FURTHER

NOTE: PRIOR TO

RELEASE 1.2, BATCH IMS

RUNS UNDER THE CONTROL OF
SINGLE CONTROL REGION

MULTIFLE APFPLS (ONE /REGION)
RUN WITH ONE CONTROL REGION

ONLINE ACCESS TO AFFLCATIONS
FROM TERMINALS

CAN NOT ACCESS 0S FILES

SYSTEMS

COULD NOT ACCESS ONLINE DATABRASES

IMS-4
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IMS_ONLINE_CONTROL_REGION: INTRODUCTION

DS / Vs !

! A ! A : A :

CONTROL ! P ! F ! F :
: P : P = P ‘

REGION ! L ; L : L ;
! 1 ; 2 : 3 ;

C R i MPF it MFP : MPFP

IMS CONTROL REGION:

o

(=]

CONTAINS IMS SYSTEM ROUTINES, CODE, AND TAELES

MANAGES AND CONTROLS THE NETWORE AND ONLINE
AFPFLICATIONS

FROVIDES ACCESS TO MESSAGE QUEUES FOR ONLINE
AFFLICATIONS AND MANAGES OUTGOING MESSAGES TO
TERMINALS

WORES

INDEFENDENT OF

IMS-5
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IMS_ONLINE_SYSTEM_ORGANIZATION -
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APPL1 APPL2 IMS

CONTROL

I

REGION
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o UNLIKE CICS APPLICATIONS (TRANSACTIONS) ARE NOT A PART

OF THE TF MONITOR JOB
o NEED INTER-REGIONAL MOVEMENT OF DATA BETWEEN AFFLS AND
DATA BASE AND NO OTHER FILES )
[
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o  ONLINE APFLICATIONS MAY ACCESS ONLY IMS DEFINED I
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BATCH_FROCESSING_WITH_ONLINE IMS

o
()]
~
<
n

: ONL INE i
i AFFL !
b IMS i
' CONTROL ;
: ONLINE i
i APFL REGION :
| BATCH i
i FROCESSING i
: JOE |

BATCH APFPLICATIONS CAN ALSO RUN UNDER THE CONTROL OF IMS

ONLINE CONTROL REGION.
SUCH EATCH AFFLICATIONS ARE CALLED ‘BATCH MESSAGE
PROCESSING FROGRAMS® OR EMFs

ONLINE AFFLICATIONS BY CONTRAST ARE CALLED ‘MESSAGE
PROCESSING PROGRAMS®™ OR MFFs

MFPs ARE AUTOMATICALLY SCHEDULED BY IMS ON ARRIVAL OF
INPUT MESSAGES.
BEMFs HAVE TO BE STARTED VIA JOB CONTROL LANGUAGE (JCL)

IF NEEDED, BMFs CAN ACCESS ONLINE RESOURCES INCLUDING
MESSAGE QUEUES AND TERMINALS AND ALSO 0S FILES

BEMPs ARE BURDENSOME FOR THE ONLINE PRDCESSING AND
SHOULD BE USED JUDICIOUSLY

IMS-7



8-SKWI

MESSAGE SCHEDULING

“THE PROCESS BY WHICH A COMPLETELY RECEIVED INPUT TRANSACTION
IS UNITED WITH ITS ASSOCIATED APPLICATION PROGRAM'

MSG QUEUE 4 | PGMLIB ,
TRAN : PGM

| : IS A MSG REGION AVAILABLE?
~ IS THERE A TRANS?

WHAT APPL PGM PROCESSES IT?

ETC.

MSG REGION

e e e e B E 2 5 e e e B e b B b
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HOW IS IT DONE?

IMS USES A ‘DOUBLE’ ALGORITHM TO SELECT TRANSACTIONS FOR PROCESSING -
CLASS FIRST, THEN PRIORITY WITHIN CLASS.

MESSAGE CLASS SCHEDULING
® ASSIGN A CLASS TO EACH TRANSACTION CODE
® ASSIGN ONE TO FOUR CLASSES TO EACH MESSAGE REGION

® CAUSE IMS TO SCHEDULE TRANSACTIONS OF A CERTAIN CLASS IN MESSAGE
REGIONS HAVING A CORRESPONDING CLASS

IMS-9

PRIORITY

® ASSIGN A PRIORITY TO EACH TRAN
0 — LOWEST
14 — HIGHEST

'.0 'OPTIONAL AUTOMATIC PRIORITY INCREASE WHEN THERE IS A LARGE QUEUE
- suliLOuUP



LINEGRP

LINE

CTLUNIT
TERMINAL
NAME
TERMINAL
NAME

CTLUNIT

LINE

LINEGRP

LINE

MACROS MUST EBE CODDED IN THE ORDER SHOWN

IMS-10
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COMMUNICATION_NAME_TABLE_ (CNT):

Networhk resource definitions are collectively referred to as the
Communication Resource Table. Five different macros are used to
describe the network. :

LINEGRF: One per group of similar lines, macro automatically
generates the BTAM DCEB table for the line group.

LINE: One per line within the group, LINE macro also generates
the BTAM DECEB table for the line.

CTLUNIT: For BSC3 lines, one per cluster controller, contains,
among other information, the polling id of the
controller.

TEMINAL: One per terminal in the cluster. Contains terminal
selection id among other information.

NAME: P*l 6ne per terminal, assigns a symbolic name to the
terminal immediately preceeding the NAME macro.

Unlike CICS, mo DFTRMLST tables are defined for BTAM amd IMS

bulds them direcltly from the information provided on the CTLUNIT
and TERMINAL macros.

IMS-11



ILLUSTRATIVE OPERANDS FOR IMS/BTAM

BTAM DEFINITIONS
LINEGRP  DDNAME=BTAMLNO1,UNITYPE=3270,CODE=EBCDIC
LINE ADDR=040
CTLUNIT  ADDR=40,MODEL=2
TERMINAL ADDR=40,UNIT=3277,MODEL=2,
OPTIONS= (TRANRESP), FEAT=IGNORE
NAME ~ LA101AB
TERMINAL ADDR=C1,UNIT=3277,

OPTIONS= (TRANRESP) , FEAT=IGNORE
NAME LA102AB

12
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UNIT 5

EVOLUTION OF TELEFROCESSING SOFTWARE AND SNA

UFPON COMFLETION OF THIS UNIT, THE ATTENDEE SHOULD BE AEBLE TO:

1.

IDENTIFY THE LIMITATIONS OF PRE-SNA ACCESS METHODS AND FRONT
ENDS.

IDENTIFY THE ROLE AND ADVANTAGES OF TELEFROCESSING MONITORS
IN A PRE-SNA ENVIRONMENT.

IDENTIFY MAJOR STRUCTURAL AND FUNCTIONAL DIFFERENCES BETWEEN
BTAM, ACF/VTAM, AND ACF/TCAM.

IDENTIFY M™MAJOR CAPARILITIES OF EMULATION FROGRAM (EF),
PARTITIONED EMULATION PROGRAM (PEF), AND NETWORK CONTROL
FROGRAM (NCF) AS FRONT END SOFTWARE.

DEFINE THE TERM "COMFUTER NETWORKING"

DESCRIBE THE DIFFERENCE BETWEEN FRIVATE AND SHARED PUBLIC
NETWORKS.

EVO. 1
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EVOLUTION OF TELEFROCESSING SOFTWARE IN IEBM ENVIRONMENT

PR e AR S A P

SYSTEM 360

& —= ==

ETAM, 270X, TWX

& == ==

BTAM, 270X, MULTIPLE DEVICES

< —e -

BTAM, 270X, MULTIPLE DEVICES, MULTIFLE AFFPLICATIONS

& == -=

BTAM, 370X EF, TELEFROCESSING MONITORS
(SYSTEM AND APFLICATION SOFTWARE PACKAGES)

1
1]
L]
]

vTAaM, TCAM, AND NCF

& oo ==

ACF PRODUCTS AND NETWORKING
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SINGLE APPLICATION SINGLE DEVICE

1
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AFPPLICATION CODE

CODE TO HANDLE TWX

BTAM CODE

TP JOB
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NETWORE:.
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EARLY_SYSTEMS_-1: Single Application / Single Device

The very early commercial applications of teleprocessing
technology were often simple systems wusing low speed
TTY devices (those were the only ones easily available
in those days). The physical networks generally used
switched facilities as IBM did not support TTY compatible
devices in a leased line environment.

These were generally single device single application
systems with BTAM and the hardware 270X as the
front end.

Application programmer was responsible for all aspects of
the system and, thus, had to be knowledgeable not only
in the business <functions but also in BTAM and network
devices.

Also, because of the limitations imposed by BTAM, the

software had to be all writtenmn in Assembler Language,
one of the more difficult languages for writing software.

EVO.S



SINGLE APPLICATION MULTIPLE DEVICES

. e " . e e "= e ®

i)

EARLY SYSTEMS (PRE-MONITORS): 2 -

—

APPLICATION CODE ! -
it e s |
“"'"“"é}.:-\ﬁ"“t':t':nb'e'"“'"""“:: ! ]

0s : .

: o : 1

_': - 1
P ! IEM 270X HARDWARE FEF I

SWITCHED AND PRIVATE LINES
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Early_ Systems_-_2: Single Application / Multiple Devices
Basic environment still consisted of BTAM and 270x with
assembler still being the primary 1language.

With the availabilty of CRT devices (e. g. IBM 3270) that
could be multidropped on higher speed private lines it became
possible to achieve higher performance without a
disproportionate increase in the facilities cost.

However, that meant that application programmers had to learn
multiple protocols and be able to handle various types of line
connections in their programs.

Major software changes were needed to support these newer

devices. Applications became increasingly more complex and
difficult to maintain and grow.

EVO.7



EARLY SYSTEMS (FRE-MONITORS): 3
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MULTIPLE AFFLICATIONS, MULTIPLE DEVICES

APPL-1 CODE

APPL-2 CODE

DEV-1 CODE ! { DEV-n CODE ! DEV-1 CODE ! i DEV-n CODE
BETAM CODE i BETAM CODE
0 S
i i IBM Z70X EF
NETWORK. FOR : NETWORE. FOR
AFFL-1 ! APFL-2
EvVO.8
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Early Systems_=—_232: Multiple Applications/Multiple Devices

As more and more systems were being converted to on-line

environments, we had all the problems of the earlier
systems with the additional problem now of a separate
network for each application - a very expensive proposition.

From communications point of view, this problem of having a
dedicated _network for each on-line system was probabaly the most

serious one and ITS root cause was in the system software itself.

Also, not only did programming teams for each system need
advanced level knowledge of data communications, BTAM, and
business functions, each team was also firmly convinced

that they had the “better mouse trap’.

Thus arose systems in each shop with their own message
formats, coding conventions, and unique operational
considerations.

Result was: Inefficient, expensive networks:
high software development cost:
high maintenence overhead: and
incompatible systems.

EVO.9
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TELEFROCESSING MONITORS
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With the advent of TP monitors it was now possible to run
multiple applications in a single partition over a shared
networlk. This gave rise to significantly improved

resource utilization.

Additional benefits included separation of communications and
business functions in the software. Communication functions
were implemented within the monitor and applications

(transactions) had to handle primarily business functions.

With most popular monitors it was also possible to write
application code in high level 1languages.

Some of the secondary benefits were:

o Low cost, low risk entry into teleprocessing.
o Community of interest and user groups,
vendor incentive to keep current.
o Availability of trained personnel ‘of+f the
street”.
o Better standardization
Examples of some of the commaon TP monitors are CICs,.

IMs/DC, SHADOW, ENVIRON, and TASKMASTER.

However, it was not necessary nor desirable to run all
applications under the control of the TF monitor. But
applications that ram outside the control of the TF monitor
still needed separate networks.

Thus, the problem of dedicated networks was not entirely
alleviated. Also, first generation TP monitors were not
capable of allowing network sharing across hosts.

EVD. 11
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EMERGENCE OF NEW ACCESS METHODS
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BTAM

FART OF AFFL JOBE
MUTIFLE COFIES
DEDICATED NETWORE
EACH ONLINE JOB
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BTAM: BTAM, of course, is not a new access method and its
limitations and those of systems built around it
were discussed earlier in this wunit. ACF/VTAM
and ACF/TCAM are the two new access methods that can
help in getting around some of the limitations imposed
by BTAM based systems.

ACF/VYTAM_and_ACF/TCAM:

2. The network is "owned" by the access method and not the
applications.

. Applications sharing the access method can share the
network.

4. Both support all major SNA functions.

S. Both are very comple:.

EVO. 13
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L INE
PROTOCOLS

FEF
SOF TWARE

DIAGNOSTIC
CAPARILITIE

COMFLEXITY
OFERATOR
COMMANDS

MSG 0° ING

R *M:f@m"

MSG
SWITCHING?

f g z,wﬁmnl P =

M LTIPLE
HOSTS

SNA

SYSGEN

OF. S5YS
SUFFORT

2219

SUPFORT

BTAM ACF /VTAM ACF /TCAM
' BSC, S/S 3270 BSC BSC, S/S
! SDLC SDLC
! EF NCF EF, NCF
! SIMFLE EXTENSIVE EXTENSIVE
S ~
{  SIMPLEST VERY COMFLEX MOST COMFLEX
! NONE EXTENSIVE EXTENSIVE
! NONE NONE YES
i NONE NONE YES
 NO YES YES
! SUFFORT
! NO .YES YES
! SIMFLEST VERY COMFLEX MOST COMFLEX
!” 0S, DOS 0S, DOS 0S ONLY
b Sz2R0
| aSwe. BSC ALL MODELS ALL MODELS
r@ﬁ
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HARDWARE FEFs:

PROGRAMMABLE:

IBM 270X FAMILY

IBM 370X FAMILY
-~ EMULATION PROGRAM (EF) MODE
- EP+ MODE (NON-IBM FEPs)

= NETWOREK CONTROL PROGRAM (NCF)

EVO. 16
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Farallel developments:__FEF_Evolution
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- When 270%x-1ike, non-programmable +front ends first became

available, they fulfilled the following needs:

a) Provide a standard interface to the host 1I/0 channel on
behalf of the networlk.

b) Fartially make up for the speed mis-match between host
channel and the network.

c) Provide EIA (or equivalent) interface for each line and
buffer line data.

d) Provide some DLC control characters and check for

transmission errors.

Some of the major limitations, above and beyond capacity, were:

Lack of flexibilty, needed vendor personnel to make changes to
network configuration- expensive for both vendor and the
customer, and centralization of network management, control, and

protocols in the host.

EProgrammable FEF_with Emulation Program (EF)_and_EF+:

The advent of solid state technology made possible the creation
of larger and programmable front ends at a less than prohibitive
cost.

Initially, however, these programmable machines did not
takeover any of the existing host functions as that would
have required changes in the host system software which most of
the customers did not want to make. So while programmable, these
machines still emulated the old hardware FEFs in their functional
capabilities. Thus, these machines came to be known as Emulation
Erogram (EF) machines

Some of the non-IBM front ends not only provided complete EF
capabilities, but also additional features, such as speed/code
conversion, not available on IBM3705/EF. Such non-IBEM oferrings
were sometimes also referred to as the EFP+ machines.

Some examples of such vendors are COMTEN (now part of NCR), CCI,
and Memore» (Burroughs).

(VTAM and TCAM only)

With SNA came the need to off-load network management and control
functions out of the host and, thus, the NCF. Link protocol
(SDLC), activation/deactvation of network resources, tracking
status are done by the front end with NCF. NCP is also capable of
staying operational even when the owning host is lost- a
critical requirement in a multiple-host, networking environment.

EV0.17



FEF SOFTWARE AND SUBCHANNEL REQUIREMENTS

E P:
ONE SUBCHANNEL PER LINE

ONLY BYTE MULTIPLEXER CHANNEL (SLOWEST)

N C P:
ONE SUBCHANNEL FOR THE WHOLE NCP (OR FER CHNL ADAFTER)

CAN CONNECT WITH BLOCK MUX OR SELECTOR CHANNEL

EVO. 18
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WHAT ABOUT FARTITIONED EMULATION F F\DGRAM (PEP)

BTAM/TCAM EF
: : : : ASYNCH,
1 ] ] 1
: : : : BSC
1 ] 1 4
TRANSITION CONFIGURATION:
PEP
: ; : : ASYNCH
! ; : EF : BSC
; : ! NCP : sDLC,
: L o : BSC 3270
FINAL OBJECTIVE
VTAM/TCAM NCP
I I v :
; ; ; ; SDLC
: : : : BESC 3270
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Early Technology: Review_GQuiz
1. Identify major limitations/disadvantages of teleprocessin;X\\

=)

env;ronment prior to TP Mon1tors.g§%§m4ﬁmmiiwﬁgﬁ

MﬂﬁJdQMMM ﬁ%ﬁli;gkﬂ%sw

%mmz;%Wag )

Identify major advantages ~of . TP Monitors ove

environments. Jy® W{‘”&W&% y

i

earlier

One of the major advantages of TP monitors is the ability to
share the network among multiple applications. What then is
meant by the "dedlcated networks" problem in a TP Monitor

environment? ﬁ@g:f«" ?f ;’M W . ﬁm; f;% wwf
f“ﬂ “"z» /.@‘ﬁ’*m wa‘”f

What advantages do programmable front ends offer over non-
programmable front ends even while emulat1ng the non-

What are the benifits of NCP over EP?

What 1is meant by the FEF configuration and when is its use
appropriate? f,m vw%gf;ﬁ yf; g s e

S St

For each of the link protocols shown below, identify the
access methods and front end software with which they can be

supported:

ACCESS FEF
| METHODS - SOFTWARE
Start/S#op Wgﬁﬁwﬁé ["D//Jéfa
BSC (FULL SUFFORT) Brar ‘ig C yﬂ/ pNC ¥
| e Ve
SDLC ' ¢ AN
'?”m;% M @h pCP

ESC (T270 ONLY) RTAM

YT A | MN

EVO.19B
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UNIT ZE

WHY FORMAL ARCHITECTURES AND SNA
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EMERGING TRENDS AND ISSUES

———— —— — — ——— s o e —— — ——— v e o —

(LATE &60s EARLY 70s)

"IN THE WORLD OF THE FUTURE, WILL THE INFORMATION SYSTEMS -EE

CENTRALIZED OR DISTRIBUTED, MAXI OR MINI, TOF DOWN OR BOTTOM UP?"

TYES o

DR. LEWIS M. BRANSCOMB
VICE-PRESIDENT, CHIEF SCIENTIST
IEM, 1979.
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When discussing teleprocesing or data communications systems
there are often implied assumptions about what is called a
network. Obviously, a collection of transmission facilities
alone without additional protocols is not a network.

A set of "locally" interconnected terminals (consoles) and

machines (disks, tapes, printers, etc.) within one computer

center can be called a network, but are not included in
teleprocessing discussions since they do not involve

telecommunications.

Sometimes networks are classified based upon whether they are
fixed 1in place (using leased lines) or transitory (using dial
up lines). In some cases it is possible to identify a network
in terms of applications using the network - e.g.,
Inquiry/Response, Remote Job Entry, Time Sharing, Data Entry,
etc. In any significant system a simultaneous mix of <cseveral
of these functions will be found.

However, one critical characteristic of these systems by which
they may be distinguished is the manmner in which the host
machine exerts control over the system. In the more
traditional "teleprocessing"” or strictly terminal-oriented

systems, there is only one host and it supports many terminals
in a hierarchical way. There may be only two levels in the
hierarchy, host and terminal, or more. A four level hierarchy

may involve host, front-end, cluster controller, and terminals.

As the number of single host systems grew, it became desirable
to consolidate communications networks. There were many
situations within the same community of users in which
different hosts (often different types) provided different
application programs and services to different types of
terminals over non-shared communication lines often operating
well below capacity.

Consolidation of single host networks gave rise to networks
with multiple coequal hosts, none of which was single—-handedly
in control of the total network. Each of these hosts could
interact with the other to provide resources to its
applications and terminals on demand.

EVO. 21



This latter type of environment with multiple hosts is often
referred to as a "computer networking" or simply "networking"
environment to distinguish it <from traditional, terminal
oriented (i.e., single host) systems.

Once the concept of computer networking took hold, it became
obvious fairly quickly that advantages of such an environment far

surpassed the reduction in 1line costs. Performing code
conversions, providing alternate routing for backup became
natural extensions of such a system. As viewed by the user

community (or more accurately, the "potential" user community), a
networking environment can provide more powerful options such as
a complete freedom for any terminal to access any CFU or any CFU
to access any other CFU.

Such a set of general objectives gives rise to a generaliced
definition of computer networking as "a set of autonomous,
independent computer systems, interconnected so as to permit
interactive resource sharing between any pair of end-points.”

However, such a generalized objective of sharing resources raises
communications issues far more extensive and complex than those
of achieving increased utilization at a lower cost.

These 1issues also involve complex regulatory matters that
infringe upon the scope of the Bell System®s and other regulated
carriers’ involvement in the networking solutions.

There 1is the need for common definitions, message formats and
protocols between different data-processing systems communicating
with each other and between data-processing systems and remote

devices.

The network management itself presents a whole new set of

problems. Some of the questions that come up are - which
operational center is going to be responsible for which part of
the network? How are the back-ups to be provided? How do

various hosts coordinate their activities with each other?

‘Distribution of data bases is a whole new area which needs a
separate discussion. There is a great amount of research and
development effort being spent in this area. The rewards of such
efforts still seem a few years away.

So, while networking environments with resource sharing and
distributed processing have an attractive set of advantages,
their design and installation is complex enough to put them out
of the reach of an average potential user today. But, for those
who do want to explore the implementation of such an environment,
there are two basic approaches available - Private Networks and
Shared Public Networks. These two approaches are discussed next.
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First of all, a private network in this context does not mean a
private or leased lines network- switched lines are very much a
part of it. These networks are private in the sense that they
are deployed, managed, used, and controlled by a customer for its
own purposes. The network still consists of predominantly common
carrier facilities.

In this context, most existing customer networks today are
private networks.

In a networking environment a customer may use an architecture
such as SNA to build such a private system. In a sense, all that
SNA would provide in this case would be the guildlines to build
such a system.

It would be the customer’s responsibility to select appropriate
SNA compatible terminals, proper hardware and software for the
front- end, appropriate host system software and applications.

Customer would also be responsible for physical network design
(number of private and switched lines, use of satelites, speeds,
location and number of drops, etc.), modem selection, attaining
response time objectives, and backup and recovery of network
failures.

Somewhere along the way the customer would also have to
understand what SNA formats and protocols mean, which in itself
may cause some problems.

An increasingly attractive option for a number of customers may
be not to do any development on their own but, rather, connect
into existing data networks available for public access for a fee.

Such networks, called the shared public networks, are being
provided by certain vendors who use common carrier facilities for
actual transportation of data. Billing to customers is primarily
based upon usage and not the distance that data has to travel.

Some other names for such networks are Public Data Networks
(FDNs) and Value Added Networiks (VANs).

Currently some of the available offerings in the U.S.A. are
Tymnet from Tymshare, Telenet from GTE and NET/1000 from AT&T

Information Systems.
A customer using a prlic networlk does not have to worry about

network management, operation and recovery. Most of these
networks also provide features (called "values" and, thus, the

EVOD. 23



name VANs) such as code, protocol, and speed conversions which
make 1t possible for an end user to communicate with a diverse
range of terminals without requiring the support software in the
host.

Value added networks, because of their complexity, provide a big
challange to potential vendors. Maintaining security and message
integrity are two of the major concerns of the VAN users. But
on the other hand, VANs alsoc provide ready made data networks
that one can use with minimal effort in a manner similar to using
voice networks. While the VAN concept is here along with a few
basic offerings, it would probably be a few years before VANs
become an ubiquitous force in the data marketplace.

It should also be noted that private and public networks are not
mutually exclusive. It is quite likely that the comprehensive
solutions of the future would include a combination of both
public and private networks along with emerging technologies
such as local area networks (LANs).
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MAJOR THEMES HERE ARE:

-~ DISTRIBUTON OF FUNCTIONS
- RESOURCE SHARING / COMPUTER NETWORKING
- GROWTH: DATA VOLUMES, APFLICATIONS, HOSTS

- MIGRATION: ARILITY TO ACCOMODATE NEW
TECHNOLOGIES

EVO. 25
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NEW ANSWER: COMFUTER NETWOREKING SYSTEMS

THE PROCESS OF INTERCONNECTING HOST COMFUTERS SO THAT

THEY CAN COMMUNICATE AUTOMATICALLY

ANY APPLICATION/TERMINAL 1IN THE NETWORK SHOULD PBE

| ABLE TO ACCESS ANY OTHER APPLICATION/TERMINAL WITHOUT

ANY REGARD TO ITS LOCATION

IMFLEMENTATION OF NETWORE.ING SOLUTIONS THROUGH
FORMALLY DEFINED ARCHITECTURES SO THAT FUNCTIONS OF

VARIOUS COMPONENTS ARE FRECISELY DEFINED AND, THUS,

THERE IS NO AMBIGUITY WITH RESPECT TO COMFATIBILITY

ISSUES AND FUTURE MIGRATIONS

SNA IS ONE SFECIFIC EXAMFLE OF THE ABOVE CONCEFT

EVO. 26
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4.

st

EVOLUTION OF NEW ISSUES AND ARCHITECTURES

As defined in this tutorial, what is the difference between
a "termznal oriented" and "computer networklng" env1ronments

"
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What potential advantages does a custnmer have in a
networking environment? p o g

What are some of the major problems in developi;’ a
networkzng system
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What is the major difference between a private network and a

shared public network 7
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S. What are some of the problems for a customer considering
shared public network today?
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UFON SUCCESSFULLY COMFLETING THIS UNIT THE ATTENDEE SHOULD BE
] ABLE TO DEFINE THE FUNCTION OF:

NETWORE. ADDRESSAEBLE UNIT (NAU)
' SYSTEM SERVICES CONTROL POINT (SSCF)
| FHYSICAL UNIT (PW)
SNA SESSIONS
ACTFU, ACTLU, BIND, AND SDT COMMANDS
LOGICAL UNIT (LU
REQUEST/RESPONSE UNIT (RU)
REQUEST/RESFONSE HEADER (RH)
TRANSMISSION HEADER (TH)
FATH INFORMATION UNIT (PIW)
DOMAINS
SUEBAREAS

S—

- i

N—— — —_—
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"eeeea ARCHITECTURE FOR BUILDING COMFLEX MULTIFLE HOST

NETWORKS WITH DISTRIBUTED PROCESSING AND RESOURCE

SHARING..."
IBM's ARCHITECTURE
A METHODOLOGY/FPHILOSOFPHY, A SET OF RULES

ALL IBM COMMUNICATIONS PRODUCTS, HARDWARE AND SOFTWARE, IN

THE FUTURE WILL CONFORM TO SNA SPECIFICATIONS

SNA ADDRESSES SELECTED COMMUNICATIONS ISSUES ONLY AND NOT

AFFLICATION ORIENTED FUNCTIONS

CAN IMPLEMENT SNA NETWORKS WITH NON-IEM PRODUCTS SUCH AS

DATASFEED 4540E, COMTEN, - AND AMDAHL AND NUMEROUS OTHER

VENDORS .

ey
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1. A SPECIFIC PRODUCT - i.e., A PIECE OF HARDWARE/SOF TWARE
2. A LINK PROTOCOL - 1IT IS MORE THAN SDLC
3. A SFECIFIC ACCESS METHOD

4. A FRONT END

SNA ENCOMFASSES ALL OF THE AEROVE AND FROVIDES SPECIFIC RULES AND

FPROTOCOLS FOR ALL OF THE AEQOVE

SNA-Z
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LINK LEVEL

FEF TO CLUSTER CONTROLLERS

FEFP TO DEVICES . ;
LV s

ACCESS METHODS TO FEF/CONTROLLERS /ASHEIRRSH~

HOST APPLICATION TO DEVICES

COMMANDS:
ACTIVATION/DEACTIVATION wﬁﬁﬁww&ﬁwwﬁw

INTERROGATION 6. YAy Yo

STATISTICS/DIAGNOSTICS
CONTROL AND DATA FLOW SERUENCES
MESSAGE FORMATS:

HEADERS/USER DATA

DETAILED BIT SPECIFICATIONS
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OFERATIONAL (STRUCTURAL) VIEW
- NETWORK ADDRESSAELE UNITS (NAUs),
SUBAREAS, ...

LAYERED VIEW

- SNA LAYERS

PRODUCT VIEW

- VTAM, TCAM, NCF, .IBM 3270

SNA-S

DOMAINS,



NAaUuls

NETWORK ADDRESSARLE UNITS

NAU

PRINTER

/
\

STATION
CONTROLLER
A

SINKS
MODEMS

2.

FEF

AU i-t
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Each network element that can be a source or destination of
data must have a unique network address and is known as an NAU.

NAUs include:

- Hasﬁ Access Method

FEF Control Frogram (NCF)
= Cluster Controllers
- Terminals
- Applications
While communications lines also have SNA network addresses

associated with them, they are not SNA NAUs since lines cannot
be the ultimate sources or destinations of messages.

SNA-7
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THREE TYPES OF NETWORK ADDRESSABLE UNIT§ ANAUs)

SYSTEM SERVICES CONTROL POINT: SSCF

PHYSICAL UNIT: | PU

LOGICAL UNIT: LU

HOST

- ) CRT
: : FEP ey
- — N ————— ] CONTROLLER D
LUt : ; . R — ) / Lu
P t1 8 {1 PU i=t t=——— 1=t PU i___/
PLU !t s : : C TN
R R L ; \ LU
R R T R MODEMS —

pamadt = FRINTER

; i ACCESS METHOD

AFFLICATION

- SNA-8
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f NAUs defined in SNA:
SNA formally defines tapabiiities and functions for its network
addressable units. There are three types of NAUs defined with
different capabilities: g

System Services Control Point (SSCP)

i - 3 il N ! - - hy ,‘! e !4‘ A!
—
T
Y
D
D
Irt
K
o
Im
n

Physical Unit (PU)
Logical Unit (LW

These NAUs will be discussed next.

L e . ! .A I i.
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SYSTEM SERVICES CONTROL POINT: SSCP

OVERALL CONTROL AND MANAGEMENT

HOST
1
R R -
! t1 s
R R o
: b P
AFFLICATION

) CRT

! FEP .

; ————e . CONTROLLER !

| ! b - e . /

bt T R B B —

! ' H L : \

! b ! \

; MODEMS Sl
PRINTE

_ ACF/VTAM

OR
ACF/TCAM .
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Special purpose NAU which is used for network management and
control.

SSCFP resides within the host access method and manages that
portion of the network that is assigned to this access method.

Functions of SSCF include
- Brings up/down the network
- Helps in setting up sessions
- Schedules error recovery
- Executes operator commands
-~ Keeps track of the status of network resources.

While a host access method contains all the SSCF functions, it
is not limited to the SSCP functions only. An access method,
typically, alsoc performs functions other than the SSCF.

SNA-11



PHYSICAL UNIT: PU

REGIONAL CONTROL

CONTAINS A SUBSET OF SSCP CAFABILITIES

INITIATES ACTIONS BASED UFON COMMANDS FROM SSCF

PU TYPES: 1, 2, 4, AND S

HOST
: : FEP
R P bV PU A=t e 4
; v T MODEMS
: ! ___ ACCESS METHOD
AFFLICATION

SNA-12
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EHYSICAL UNIT (FU)

A FU is an NAU which acts as a companion to the SSCF
in network management and control functions. It contains a
subset of the SSCF capabilities.

Typically, with each PU there is associated a FUCF, Physical
Unit Control Foint.

Functions 64 a PU include:

-Activation and deactivation of data links (NCF PU)

-Assistance in recovery procedures during network communication
failure (NCF FU)

-Providing control <functions +for a 1local  operator (cluster
controller FU)

-Froviding contral and management of stations directly connected
to it (cluster controller FU)

SNA defines four classes of FUs:
TYPE & -~ Host node (FPU_TS)
TYFE 4 - NCF node (FU_T4)
TYFE 2 Cluster Controller node (FU_T2)
TYFE 1 Cluster Controller node (has less capabilities than
type 2 FU) (FU_TL1)

|

It should be noted about the FU_TS that it is NOT the same as
the SSCF even though it is contained within the the access
method.

SNA-1Z
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LOGICAL UNIT

An LU is an NAU which provides "ports" or "windows" through
which end-users access the SNA network.

Typically LUs are associated with devices behind a cluster
controller and with host applications.

Functions for an LU may include:

-Data conversion for an end-user

-Local editing

-Correlating SNA responses with requests

-FProviding Data Flow Control Signals

~-Originating session initiation and termination requests.

Examples of typical LUs would be:

Network LUs: CRTs and printers on a controller (such as 4540E or
4540 ADCCP), each CRT or printer being one LU.

Host LUs: Online systems such as TS0, IMS, CICS, and JES

etc. each would constitute one LU. All of CICS,
with all of its programs, would count as one LU.

SNA-1S



A TEMFORARY LOGICAL CONNECTION BETWEEN
TWO NAUs

SESSION MANAGEMENT

NAU LOCATION
SESSION AUTHORIZATION
NAU CAFPABILITIES

DIFFERENT LEVELS OF INTELLIGENCE
IN DIFFERENT DEVICES

ARE WE TALKING AT THE SAME LEVEL"?

SNA-16
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SNA Sessions:

SNA uses the term °session® to denote communications between two
Network Addressable Units (NAUs). A session by definition is a
temporary logical connection in place by agreement of the
participating NAUs.

Management of sessions is one of the major functions of an SNA
network. In older, pre-SNA, systems such as CICS/BTAM there used
be only one destination in the host and all sessions belonged to
it (CICS).

When there are multiple applications in one host or spread over
multiple hosts, one of the problems is to find the location of
the application itself.

Al so, it has to be determined if the terminal user is authoriz-ed
to access that host (access method) and its applications.

Host application LUs are allowed multiple concurrent sessions
with other LUs. It is important that session data for separate
sessions be kept separate from each other.

Different devices in the network have different levels of
intelligence and capabilities. Therefore, one also has to know
which data formats, SNA commands, and protocols are valid for a
given device.

All such issues are part of the session establishment and
management procedures and are discussed later in this course.

SNA-17
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Types of sessions in SNA: (Single Access Method)
SNA defines the following classes of sessions:

SSCF - FPU Sessions
SSCF - LU Sessions
LuU - LU Sessions

Sessions involving SSCF are basically "hand-shake" activities
that occur when an access method brings up an NCP, cluster
controller, or a device on a controller. A session with SSCF,
when established successfully, means that the particular resource
is "up", available and, usable.

The session types have a hierarchical relationship, i.e. before
an LU-LU session can take place, the following sessions must be
in place in the order shown:

SSCF - FU (NCP) Session

SECP - PU (Cluster Controller) Session
SSCFP - LU (Device) Session

SNA-19



FLU

SLU

FRIMARY

ALWAYS IN HOST

IN TP MONITOR (IF VTAM)
IN ACCESS METHOD (IF TCAM)

MULTIPLE CONCURRENT LU-LU
SESSIONS PERMISSIEBELE

SNA-20

SECONDARY

NETWORE DEVICES ALWAYS
SECONDARY

<~

HOST SOFTWARE CAN BE
SECONDARY WHEN IN SESSION
WITH ANOTHER FROGRAM

ONLY ONE LU-LU SESSION
ALLOWED AT A TIME
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LU-LU Sessions Introduction:
LU-LU sessions are, of course, where all application data is
carried in SNA.

There are several additiomal considerations unique to such
sessions and some of them are discussed here.

In an LU-LU session one the LUs must be designated as the Primary
LU, FLU, and the other the secondary LU, SLU. Network devices by
definition are always SLUs. The primary LU has more
responsibilities in SNA. In an application to application
session, one of the two applications must act as the secondary
LU.

In & VTAM environment, examples of host LUs (FLUs) would be
subsystems such as CICS, IMS, JES, and TSO.

In case of TCAM, the host LUs are contained entilrely within
TCAM.

While FPLUs are allowed to support multiple concurrent sessions

with several SLUs, an SLU 1is not permitted to have more than one
session at any time.

SNA-21
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THE USER INFORMATION LINE (LINE 25) INDICATES THE SESSION STATUS
OF A 3270 '
Y : e e #3 #5 1 #6 "'
SESSION TYFE SYMEOLS ON LINE 25

SSCF - FU (NCF) BLANK
SSCP - PU (CONTROLLER) BLANE
SSCF - LU SYSTEM
LU - LU STICKMAN

(DURING THE CHANGE-OVER FROM SSCF-LU TO LU-LU,
SHOW "7 FOR A BRIEF DURATION)

SNA-22
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(ONLY MAJOR DETAILS SHOWN)

HOST ACCESS NCF CONTROLLER CRT OR
APFLICATION METHOD PRINTER
: ! - S : : ! : ! !
: ! s ! ! : : ! !
f LU oc ' PU ! PP U Ly
; ! I ! ! ! ; ! :
ACTFU ———————m >
£ m———— + RESF (SSCF-FU SESSION)
ACTLINE —=——————m— >
S —— + RESF

(EXCHANGES ABOVE DO NOT GO BEYOND FEF MODEM)

3 96 3 b e I I I3 I I I I I W I W K WK ¥ B T T

(EXCHANGES BELOW CAN BE SEEN ON THE LINE)

ACTFU —--— ¥
<= + RESF (SSCF-PU SESSION)
ACTLU -
< + RESF ‘
(SSCF-LU SESSION:
< » , LOGON
LOGON ACCEFTED - >

(LU-LU SESSION)

SNA-2Z
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Unit 3: Review Guiz A

What 15 an NAU in SNA?

Name Z types of NAUs in SNA:

Ssck

pd

bo b4
Which NAU causes the control to be centralized in the host in
an SNA network?

cocP
What is the functlon of a PU? N £ s g/
s Mr{'{ wed N,?' o & T & P one c""wﬁ?ﬁ@ “*/;wm

Where may an LU be located in an SNA network?

%w@j" A Geeead e ddan’
v TS erien reteerh Ao rieen

Identify various SNA sessions, in the right sequence, that
must take place before an LU-LU session can take place:

wu/
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FPRECISE RULES FOR MESSAGE FORMATS

DIFFERENT TYPES OF HEADERS CARRY DIFFERENT TYFES OF

INTELLIGENCE

SOME EXAMPLES OF TYFE OF INFORMATION IN HEADERS:
- LINK CONTROL INFORMATION

- ROUTING INFORMATION

- DATA FLOW MANAGEMENT INDICATORS

- WHETHER THE MESSAGE IS TEXT, SENSE/STATUS INFORMATION,
(e.g., PAFER JAM IN PRINTER), OR SNA COMMAND

SNA-25



MESSAGE FDORMATS AND HEADERS: REQUEST RESFONSE UNIT, RU

- ——— — - W Gl S D D D GEe WS D D s e > S S G e S G G W . - — —— — — - —— — " - ——

p
cC

-

USER DATA (REQUEST)

OR

RESFONSE TO A REQUEST (RESFONSE)

OR

SNA COMMAND

REQUESTS:
OFERATOR ENTERED DATA
MESSAGES FROM HOST FOR THE DEVICE

RESFONSES:
1. SENSE/STATUS INFORMATION:
INDICATE NON-TRANSMISSION TYFE ERRORS
EXAMFLES: FAFPER JAM, BAD ATTRIBUTES TO CRT
PROTCOL VIOLATIONS .

2. NULL RU: _
ERROR CONDITION REQUIRES NO FURTHER EXFLANATION
ANODTHER HEADER CONTAINS GLOBAL RESPONSE

COMMANDS:

SNA COMMANDS
ACTPU, ACTLU, ACTLINK...«...
COMMANDS MAY ALSO REQUIRE RESPONSES

SNA-26
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An  SNA network not only has the end-user data flowing through
but also the SNA commands and control information. In any

it,
case,

are
devic

each en

tity flowing through the network is either a

sts: All messages that contain user data or SNA commands

called "regquests". Thus, the operator entered data at a

e is a

"request" from the remote device to the host

application - even though the message may not request the host
to do anything.

E-g- []

customer

Similarily, an application generated message,
information in response to an operator inquiry,

In simple English - what have been called messages between end
users traditionally - are now called requests.

Responses: A ‘response" is an acknowledgement from the
receiving LU to a "request®". Not all requests require
responses.

Reguest/Response Unit (RU): An RU is end-user data or
response or an SNA command before any headers have been
attached to it.

SNA-27
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MESSAGE FORMATS AND HEADERS: REQUEST/RESPONSE HEADER (R

o
I
pu
C

1
]
]
t

A DESCRIFTION OF THE PERSONALITY
OF THE RU THAT FOLLOWS ME

WHETHER THE RU IS A:

- REQUEST (USER DATA)
INDICATORS WHETHER A RESFONSE IS REQUIRED FROM

RECEIVER
DATA FLOW CONTROL BRITS

- RESPONSE (SOFTWARE OR DEVICE MICROCODE GENERATED)
NON-TRANSMISSION ERRORS
INDICATOR FOR GLOEAL +.DR - RESFONSE TO A REQUEST

- OR SNA COMMAND
IF - RESFONSE, RU MAY HAVE SENSE/STATUS INFO

- SNA COMMANDS

ACTFPU, ACTLU, BIND, ..ccaccen
MORE COMFREHENSIVE LIST LATER

SNA-28
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Reguest/Response Header (RH): An RH is added to each RU to

indicate whether:
RU is a request or response (and the actual Response type,
if response)

RU contains control information and the category of
control information.

Combination of RH and RU is also called the Basic Information
Unit or BIU.

SNA-29



MESSGAE FORMATS AND HEADERS: TRANSMISSION HEADER (TH)
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ROUTING INFO

- MESSAGE ORIGINATION AND DESTINATION ADDRESSES

- OTHER INFORMATION TO BE DISCUSSED LATER

TH + RH + RU COMBINATION IS REFERRED TO AS THE
INFORMATION UNIT (FIU) IN SNA

SNA=-Z0

PATH
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Transmission Header (TH): A TH is added to RH by Path Control.

TH contains the address of the message origin and destination
points and indicates the type of PU the message is destined
for.

The combination of TH, RH. and RU 1is <called the Fath
Information Unit, FIU.
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'SDLC HDR ¢ T H ! R H ! R U ! SDLC TRLR

\ /

\ /-

\ /
\ /
\ /
\ /
spLC

HEADER AND TRAILER

LINK MANAGEMENT INFORMATION

FARITY INFORMATION FOR DETERMINING LINK ERRORS

: FIU PART OFTEN SHOWN :
: AS "USER DATA" IN SDLC i
i DOCUMENTATION :

A
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SNA ALLOWS MULTIFLE TYPES OF TRANSMISSION HEADERS

EACH TH IS IDENTIFIED BY ITS FORMAT ID (FID)

TH OVERVIEW

BYTE O
! ' ! 0OTHER INFORMATION
L01231485671 = :
!{___ ROUTING AND OTHER
BRITS 0O-3 BRITS 4-7 . INFORMATION
H v
! IGNORE FOR NOW
v
FID TYFE

USED WITH NETWORK STATIONS:

0010 FIDZ2 6 BYTES USED WITH FU.TZ2
001l1 FIDZ 2 BYTES USED WITH FU.T!

USED INTERNALLY BETWEEN NCFs AND HOSTS:

Q000  FIDO 10 BYTES HOST-NCF, NCP-NCF, FOR NON-SNA
Q001 FID1 10 BYTES HOST-NCFP, NCP-NCF

0100 FID4 26 BYTES . REPLACES FID 1 AS OF RELSE 3
1111 FIDF 26 BYTES INTERNAL TO SYSTEM, RELSE 3

NOTE: VTAM DOES NOT SUPPORT FID O

SNA-35
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FID USAGE REVIEW

: ; | ! :
cics ! P VTAM ;
: ' ; !
!
NCP ¢
[} [)
—-
PU.T2 : PU.T1
LUA | _i=—1i_t : ti-—1_1 LUC
: FU.T2
R I t-—i_! LUB

FOR THE CONFIGURATION SHOWN ABOVE, SHOW TH FID TYFE FOR MESSAGES

FOR EACH OF THE LINKS. =~ ASSUME PRE-RELEASE 3 SOFTWARE, NO FIDs
4 IN USE.

SNA-36
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SNA HEADERS

AND HOST COMFONENTS

—— e - —— o — - — ———— o — ———

HEADER/DATA HOST COMPONENT RESFONSIBLE
: : APPL

! R U : TF MONITOR

; ! ACCESS METHOD

' ] -—
; * ;

: R H ; ACCESS METHOD

; ; ACCESS METHOD

: T H ;

: : (NCF)

: SDLC ; NCF

REQUIREMENTS FOR RH,

~EVEN THOUGH AFFLICATION AND TF MONITOR MAY

SFECIFY THEIR
THEIR REQUIREMENTS ARE FASSED TO

THE

ACCESS METHOD AND THE ACTUAL RH IS ALWAYS BUILT BY THE

ACCESS METHOD
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DOMAINS AND SUBAREAS

DOMAIN

A
LY. %

HOST SSCP

SUBAREA
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SUBAREA
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SUBAREA
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1]
1]
1
3

- me me ee mm - -

- m, - e - -

- e m mm ==
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For the purposes of controlling resources (FEFs, links, FUs, and
LUs) and routing messages through an SNA network, all rescurces
are viewd as belonging to domains and subareas.

Domains: Each SSCF in an SNA network is assigned the ownership

of a part of the network. All resources that belong to the same
SSCF constitute the domain of that SSCF.

Only the owning SSCF canm activate or deactivate a resource.

Subarae: The concept of subarea exists strictly for providing

route definitions and not for control purposes.

Each SSCF and NCF must be assigned & unique number, called the
subarea number during the sysgen. Subarea numbers have to be
unique not only within the domain but also across domains 1in
multiple host environments in order to ensure unambiguous paths
through the networt.

SNA-39



SNA NETWORK. ADDRESS:

fm—————— 16 BITS (2 BYTES) >

! SUBAREA ! ELEMENT i

i __ BOUNDARY FIXED BY SYSTEM FROGRAMMER

NETWORE., ADDRESS AND TH: FID 1 AS AN EXAMPLE

FID 1
BYTE —-———- =
s} 1 2 3 4 S é 7 8 9
' ! i D AF i O0OAF 1 :
v L SUBAREA/ELEMENT OF MSG
.- - DESTINATION AND ORIGIN
L0122 145671 DAF: DEST ADDRESS FIELD
RITS Q-3 BITS 4-7 OAF: ORIG ADDRESS FIELD
1 v
! IGNORE FOR NOW
v
FID TYFE
Q001 FID1

SNA-40
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As mentioned earlier, subarea -numbers are used to generate

network addresses for the network resources (NAUs). All NAUs

connected to the same subarea have a common subarea address and
each resource has a unique element number within the subarea.

The network addresses in SNA are 2 bytes (16 bits) long. The
first (left) part of the address contains the subarea number and
the second part contains the element number.

SNA does not require any particular boundary between subarea and
element parts. It is the responsibility of the system programmer
to specify the subarea/element boundary as a part of the system
generation procedures.

The network addresses are ultimately plugged into the
Transmission Header (TH) and are used as a basis for routing
messages through the network.

Example on the opposing page shaws a FID 1| TH and the locations of
message origination and destination addresses within the TH.

Other TH types will be discussed in more detail later in the
course.

SNA=41



6.

&)

b)

c)

d)

e)

7.

Unit 3: Review Quiz 2

What is the purpose of TH?
Which host software component provides the TH?

What type of information is carried in an RH? (give any
three examples)

What is an SNA domain?
What are subarea numbers associated with in an SNA network?

For the PIU shown below, answer the questions below:!
léQOFOOO%OOObOOSOOOB 0B8000010201C002

(PIU is host to NCP, the system is generated to accomomodate
no more thanm 15 subareas)

What FID type TH is being transmitted?

What is the subarea number of the host?

What is the subarea number of the NCP?

How many bytes are contained in the RH/RU part of the PIU?
Does the RU contain an SNA command or user data? If SNA

command, which one?

1F000&60E020000010006 6BBO0OO 110101

For the FIU above, indicate the following:

TH FID type:
RU is: Request ar Response
RU contains: Data or SNA command

If SNA command, name of the command:

SNA-42
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UNIT 7

[
I
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|

HIGHER LEVEL SNA PROTOCOLS - I

OBJECTIVES:

AT THE CONCLUSION OF THIS UNIT, THE ATTENDEE SHOULD BE ABLE TO
DEF INE THE MEANING AND AFFLICATION OF THE FOLLDOWING SNA
FROTOCOLS:

SEGMENTATION

CHAINING

FACING / VFPACING

SEQUENCE NUMBERS

HILVL-1



ONL INE ACCESS CLUSTER PRINTER
AFPL 5YS METHOD FEP CONTROLLER OR CRT
! LU  {=——! SSCF l====! FU ! P — {OPU ==l LU !

25§ 250k 100K 0. 2k 1K

FINITE AMOUNT OF STORAGE IN:

VTAM BUFFERS

NCF BUFFERS

DEVICE FU BUFFER
STATION CLUSTER BUFFER

NEED TO GUARD AGAINST SENDING MORE DATA THAN CAN EE HANDLED

BY A GIVEN ENTITY:

- SHOULD THE MESSAGE BE DIVIDED IN TO SMALLER FIECES?

- HOW BIG SHOULD BE THE "FPIECES"?

- GIVEN PROPER SIZED "PIECES", CAN WE RELEASE THEM ALL

AT THE SAME TIME?

ASSUMING A SYSTEM TO BE CONFIGURED AS AEROVE,
AFLLICATION GENERATED 2K LONG MESSAGE BE HANDLED?

HILVL-Z2
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SNA FROTOCOLS TO FREVENT FLOODING OF EBUFFERS

ONL INE ACCESS PRINTER
AFFL SYS METHOD FEP CONTROLLER OR CRT
! LU {===! SSCP === PFU ! S A—— COPU f-—! LU

SOME OF THE PROTOCOLS UNDER SNA THAT HELF IN MANAGING THE FLOW OF
DATA WITHOUT EXCEEDING / FLOODING VARIOUS BUFFERS:

SEGMENTATION: CONTROLLER (PU) BUFFERS
CHAINING: FRINTER/CRT (LU) BUFFERS
SERUENCE TO RECOVER CHAINS
NUMBERS:
FACING: FRINTER/CRT (LU) BUFFERS
VFACING: NCF 7/ VTAM BUFFERS

NOTE: NOT ALL DEVICES SUFPFORT ALL OF THE ABOVE

HILVL-Z



SEGMENTATION
"TO ENsuﬁE THAT NO SINGLE PIU EXCEEDS THE FHYSICAL UNIT (FU)
BUFFER " s
PLU A . L~ . S
]
Tl R Taned
~———-—-SEGMENTATION=-==—==1

1. USED BETWEEN NCF AND FU (A FU-PU FROTOCOL)

2 ANY FIU THAT EXCEEDS THE FU BUFFER SIZE WILL BE "“SEGMENTED"

-— e

INTO MULTIFLE FIUs BY THE NCP

Al

. FOR EACH FU IN THE NETWORK, ITS BUFFER SIZE IS SFECIFIED

DURING THE NCF SYSGEN

___TH__i__RH i RU i

! SEGMENTATION INDICATORS ARE CARRIED
IN THE TRANSMISSION HEADER

HILVL-4
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CHAINING

———— o —— —

BUFFER"
AFFL FRINTER (CRT)
B . AM FEF F U e :
' P ——- -— ; !
; S S T S P T : :
: I T R T SR S Ly :
FLU SLuU
<= CHAINING -

|
l
l
I
|
I
I
|

1. USED BETWEEN FLU AND SLU. (AN LU~-LU PROTOCOL)

2. ANY FIU THAT EXCEEDS THE RECEIVING LU"s BUFFER MAY BE CHAINED

INTO MULTIFLE ELEMENTS BY THE SENDING LU

3. FOR CHAINING, THE SENDING LU MUST KNOW THE SIZE OF THE

RECEIVING LU®s BUFFER SIZE

4. EVEN THOUGH USED WITH IBM CRTs ALS0, PRIMARILY USEFUL WITH

LONG REFPORTS FOR PRINTERS

< ' ~———— PIU ~ 5

TH

D
I

RU_

o CHAINING INDICATORS ARE CARRIED
IN THE REQUEST/RESFONSE HEADER

HILVL-S
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"TO KEEF TRACE OF CHAINS AND CHAIN-ELEMENTS IN AN LU-LU SESSION"

FPRINTER (CRT)
—————————— . AM FEP P U . .
I T e oA
F LU S L U
G —— - SEQUENCE NUMEERS - - >
ALL FIUs IN A SESSION ARE ASSIGNED SERUENCE NUMBERS, EACH
NEW FIU BEING ONE HIGHER THAN THE FREVIOUS ONE
SEQUENCE NUMBERS ARE USED FOR RECOVERY FURFOSES
WHEN CHAINING IS IN USE, EACH ELEMENT IN A CHAIN IS

A NEW SEGRUENCE NUMEER

{mm— e - FIU -—

! TH___!____RH o ___RU_____ L

b SEQUENCE NUMEERS ARE CARRIED
IN THE TRANSMISSION HEADER

HILVL-6
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FACING

"TO LIMIT THE MAXIMUM NUMBER OF FIUs RELEASED TO A SFECIFIC LU AT
ANY GIVEN TIME SO THAT THE LU BUFFER IS NOT EXCEEDED"

PRINTER (CRT)

.

{mmm———— PACING  ————————- »

USED BETWEEN NCF AND SLU (NCF-LU PROTOCOL)

SFECIFIED AS A NUMBER, e.g., FACING=n, AND NCF WILL NOT SEND
MORE THAN "n" FIUs TO THIS LU. NCF WILL THEN REGUEST AND
WAIT FOR A "PACING RESFONSE" FROM THE LU.

NCF WILL SEND "n" MORE FIUs AFTER RECEIVING THE FACING
RESFONSE

FACING COUNTS FOR EACH LU ARE SFECIFIED DURING THE NCF
SYSGEN

IF CHAINING IS IN USE, EACH CHAIN ELEMENT IS COUNTED AS A
FIU FOR FACING. SEGMENTS ARE NOT COUNTED

VERY USEFUL FROTOCOL FOR PRINTERS

Z FIU ————

TH : RH

RU g

; FACING INDICATORS ARE CARRIED

IN THE REQUEST/RESFONSE HEADER

HILVL-7
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SEGMENTATION

BASED UPON FU BUFFER SIZE

DONE BY THE NCP OR CONTROLLER
(FW)

HAS NO EFFECT ON SERQUENCE
NUMEBERS

SEGMENTS DO NOT COUNT TOWARDS
FACING

HILVL-8

CHAINING

BASED UFON LU BUFFER SIZE

DONE BY AFPFLICATION OR DEVICE
(L)

CAUSES SERQUENCE NUMBERS TO BE
INCREMENTED

EACH CHAIN ELEMENT IS COUNTED
TOWARDS FACING
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EXERCISE: CHAINING, SEGMENTING, FACING, AND
SEQUENCE NUMEERS

GIVEN: CLUSTER (FU) BUFFER = 256 BYTE
FRINTER (SLU) BUFFER= 2K

AN APFLICATION FROGRAM HAS THREE REFORTS FOR THIS FRINTER,
MONTHLY, WEEKLY, AND DAILY CUSTOMER TROUBLE REFORTS.

EACH REFORT = 4 PAGES, EACH PAGE = 1K

EACH REPORT 1S TO BE TRANSMITTED AS A SEFARATE CHAIN AND EACH
FAGE IS A SEFARATE ELEMENT IN THE CHAIN.

i.e., THREE CHAINS, 4 ELEMENTS EACH, EACH EUEMENT = 1 kK
TOTAL DATA = 12 K
LAST SEQUENCE NUMBER USED = 1000
CHAIN = CHAIN 2 CHAIN 1
K RN IR IR s & e TR A
HOST ACCESS SLU
Lu METHOD FEF FU (PRINTER)
‘. b o Ay S ’. . ‘.
T T o 250 ="
BYTES

HILVL-9



"TO

FREVENT FLOODING OF NCFP BUFFERS WHEN NCF IS RECEIVING FlUs

FROM THE HOST FASTER THAN IT CAN RELEASE THEM TO THE NETWORE"

HOST ACCESS SLU
LU N METHOD FEF FU (PRINTER)
=' — N R S : - :
o ===\VPACING==—=
1. USED EBETWEEN VTAM AND NCF. (SSCF-FU PROTOCOL)

(CAN ALSO BE USED BETWEEN VTAM AND PLU)

NCF MAY NOT BE ABLE TO RELEASE FIUs AS FAST AS IT RECEIVES
THEM DUE TO SLOWER DEVICES OR FACING, AND MAY RUN OUT OF
OR LOW ON BUFFERS

BY SFECIFYING VPACING, CAN LIMIT THE NUMBER OF FIUs THAT
VTAM RELEASE TO NCF AT ANY GIVEN TIME FOR A GIVEN LU

VFACING VALUE TO VTAM FOR AN LU IS, GENERALLY, SFECIFIED THE
SAME AS THE FACING VALUE FOR THAT LU TO THE NCF

USEFUL WITH FRINTERS

HILVL-10
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SESSION PARTNERS MUST AGREE UPON THE HIGHER LEVEL PROTOCOLS
TO BE USED DURING THE SESSION

PROTOCOLS SUFFORTED BY REMOTE DEVICES DEFINED IN THE HOST
DURIN THE SYSGEN BASED UFON DEVICE SPECIFICATIONS AND ARE
CALLED THE BIND_IMAGE OF THE DEVICE

SURE CAN!!
THANEKS, EUDDY
(+ RESFF TO BIND)

HEY KID, U SURE U CAN TAF DANCE?
(BIND COMMAND + EBIND IMAGE)

FLU ACCESS
X METHOD

(1) I WANT TO TALKE

PR
—— e B

b : *g%» — TO PU X, MY
LIKE WHAT &m}W”\ BIND IMAGE NAME
SEE IN XYZ gf IS XYZ

IND IMAGE TABLE (LOGON MSG)

<
N

- e om ==

24 X 80 CRT,

CHAINING Ok,

NO FACING,

CAN LEAF OVER TALL...

HILVL-1Z
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CONSIDERATIONS FOR IBM I270 L4

IEM 3270 SUFFORTS ALL OF THE FOLLOWING:

SEGMENTATION
CHAINING

FACING

SEQUENCE NUMBERS

SEGMENTATION CONSIDERATIONS EOR PU.TZ:

FU BUFFER SIZE MUST BE SPECIFIED = 265

NCF WILL SEBMENT ALL FIUs (TH+RH+RU) > 265 BYTES
I270 CONTROLLER WILL ALSO SEGMENT FIUs : 265 BYTES

|
[

HOST MAY CHAIN ELEMENTS TO ANY SIZE LESS THAN 2048

I270 DEVICES CAN CHAIN AT 1024 (SOME COMFPATIBLES CAN GO UFTO
2048), BIND IMAGE TELLS THE DEVICES WHICH S2ZE TO USE.

CRTs: NO FACING RESTRICTIONS FOR CRTs, FROM A FRACTICAL POINT
OF VIEW, THERE SHOULD BE NO NEED TO FACE THE CRTs.

-imn
D
]
-
P
@
0

10
Z

n
-4
|w]
m
oo
D
3

]
o
Z

n

FRINTERS:

LU TYFPEI: DO NOT SUPFORT PACING, NONE IS NEEDED SINCE THEY
SUFPORT SINGLE ELEMENT CHAINS WITH DEFINITE RESFONSE

et

LU TYFEL1: COMPUTE PACING VALUE ASSUMING FRINTER BUFFER ABOUT 3K,
i.e., DO NOT RELEASE PIUs COLLECTIVELY LARGER THAN 3K
AT ANY TIME.

e
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Unit S: Review Quiz

Which SNA protocol (s) can be used to help pfevent messages
from exceeding the:

a) LU buffers

b) FU buffers
What are the similarities and differences between chaining
and segmentation®?.

Similarities:

Differences:

What are the similarities and differences between Pacing and
Vpacing?

Similarities:

Differences:

Among the Application, the Access Method, and the NCF, who
is responsible for each of the protocols shown below?

Pacing:
Chaining:
Segmentation:

Vpacing:

HILVL-13
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AND LU TYFES FOR NETWORE STATIONS

OBJECTIVES:
AT THE CONCLUSION OF THIS UNIT, THE ATTENDEE SHOULD BE AELE TO:
1. DESCRIBE THE DIFFERENCE BETWEEN PUs TYPE 1 AND 2

2. IDENTIFY THE TRANSMISSION HEADER (TH) TYFES USED WITH
DIFFERENT FU TYFES

3. DEFINE THE TERMS FM AND TS FROFILES AS THEY RELATE TO
DIFFERENT LU TYPES

4. DESCRIEBE THE LAYOUT OF THE BIND IMAGE

FU/LU-1
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1 % 2 ! i Oy 1,

LU TYFES

2, I, 4, 6,

FU/LU-2
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SNA defines a very large set of functions for remote
devices. However, not all.  functions are required nor
necessary for all devices. For each device in an SNA

network there must be identified a set of SNA_functions that
the device is capable of performing.

To provide a systematic methodology for specifying a

potentially very large number of permutations and
combinations, SNA defines cla