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stalled, and the front of the diagnostic station. There are no user service-
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expense.

LIMITED RIGHTS

The information contained in this document is copyrighted by and shall re-
main the property of Intel Corporation. Use, duplication or disclosure by the
U.S. Government is subject to Limited Rights as set forth in subparagraphs
(a)(15) of the Rights in Technical Data and Computer Software clause at
252.227-7013. Intel Corporation, 2200 Mission College Boulevard, Santa
Clara, CA 95052. For all Federal use or contracts other than DoD Limited
Rights under FAR 52.2272-14, ALT. Ill shall apply. Unpublished—rights
reserved under the copyright laws of the United States.




EOx B \u R PR PR o 3 a M R 3 FroR [ | £ 03 R 3 £ 3 P ﬂ S § m\sm, B
e ko kB o E 4 ewml Bd ¥ 4 ¢ 4 x4 Ed B 4 £ 4 p 4 Ed B B A pa e L

iv




4

€

]

y

!

k!

H § i { i ' i i {

Preface

This manual describes the Network Queueing System (NQS) as it is implemented on the ParagonTM
system. This manual shows you how to submit jobs to NQS, as well as how to set up and configure

NQS for your site.

Organization

Chapter 1

Chapter 2
Chapter 3
Chapter 4

Chapter 5

Chapter 6

Provides an overview of NQS and describes NQS concepts.

Provides user-level procedures for submitting batch requests to the Paragon
system and for monitoring the job’s execution.

Provides basic system administration procedures. Describes queue
manipulation, displaying status, and using pipe queues.

Provides advanced system administration procedures. Describes queue
creation, batch area configurations, account mapping, and status reporting.

A procedure for setting up and configuring NQS on your system.

A command reference for all NQS commands.
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Notational Conventions

This manual uses the following notational conventions:

Bold Identifies command names and switches, system call names, reserved words,
and other items that must be used exactly as shown.

Italic Identifies variables, filenames, directories, processes, user names, and writer
annotations in examples. Italic type style is also occasionally used to
emphasize a word or phrase.

Plain-Monospace
Identifies computer output (prompts and messages), examples, and values of
variables. Some examples contain annotations that describe specific parts of
the example. These annotations (which are not part of the example code or
session) appear in italic type style and flush with the right margin.

Bold-Italic-Monospace
Identifies user input (what you enter in response to some prompt).

Bold-Monospace
Identifies the names of keyboard keys (which are also enclosed in angle
brackets). A dash indicates that the key preceding the dash is to be held down
while the key following the dash is pressed. For example:
<Break> <8> <Ctrl-Alt-Del>
[ 1 (Brackets) Surround optional items.
(Ellipsis dots) Indicate that the preceding item may be repeated.

l (Bar) Separates two or more items of which you may select only one.

{ 1} (Braces) Surround two or more items of which you must select one.

Applicable Documents

For more information, refer to the Paragon' System Technical Documentation Guide.

vi
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Preface

Comments and Assistance

Intel Scalable Systems Division is eager to hear of your experiences with our products. Please call
us if you need assistance, have questions, or otherwise want to comment on your Paragon system.

U.S.A./Canada Intel Corporation
Phone: 800-421-2823
Internet: support@ssd.intel.com

France Intel Corporation

1 Rue Edison-BP303

78054 St. Quentin-en-Yvelines Cedex
France

0590 8602 (toll free)

Intel Japan K.K.

Scalable Systems Division
5-6 Tokodai, Tsukuba City
Ibaraki-Ken 300-26

Japan

0298-47-8904

United Kingdom Intel Corporation (UK) Ltd.
Scalable Systems Division

Pipers Way

Swindon SN3 IRJ

England

0800 212665 (toll free)

(44) 793 491056

(44) 793 431062

(44) 793 480874

(44) 793 495108

Germany Intel Semiconductor GmbH
Dornacher Strasse 1

85622 Feldkirchen bei Muenchen
Germany

0130 813741 (toll free)

World Headquarters

Intel Corporation

Scalable Systems Division
15201 N.W. Greenbrier Parkway
Beaverton, Oregon 97006

US.A.

(503) 677-7600 (Monday through Friday, 8 AM to 5 PM Pacific Time)
Fax: (503) 677-9147

If you have comments about our manuals, please fill out and mail the enclosed Comment Card. You
can also send your comments electronically to the following address:

techpubs @ssd.intel.com
(Internet)
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Overview of NQS n

The Network Queueing system (NQS) is the Paragon system’s job queueing system. NQS allows
you to submit parallel applications to the Paragon system for later execution.

During NQS setup, some or all of the Paragon system’s compute nodes are configured to be under
the control of NQS. Once a node is under the control of NQS, it is not available for interactive use
using the standard Paragon partition management commands (such as mkpart).

The NQS manager creates queues to manage these compute nodes. Each queue is set up with
attributes that control the type of application that can be submitted to it, such as the number of nodes
an application requires, or the amount of CPU time the application requires. An application
submitted to NQS is referred to as a request. Requests to NQS are submitted via the NQS gsub
command.

This chapter provides an overview of NQS and the concepts relating to NQS operations on the
Paragon system. If this is your first experience with NQS on a Paragon system, you should read this
chapter and become familiar with the basic NQS concepts.

NOTE

While some versions of NQS are public domain software, NQS as
implemented on the Paragon system has been greatly enhanced
to support a parallel, multi-processor environment. Therefore, this
manual documents NQS only as it is specifically implemented on
the Paragon system.

Conversely, NQS functionality that is not appropriate to the
Paragon system, such as device support, is not covered in this
manual.

1-1



Overview of NQS

Paragon™ System Network Queueing System Manual

Basic NQS Concepts

Queues

The following discussions briefly describe some basic NQS concepts. These concepts are important
in understanding the Network Queueing System.

NQS uses gueues to group together jobs with similar attributes. An NQS queue has characteristics
associated with it such as number of nodes, queue priority relative to other NQS jobs, and CPU time
limits. NQS schedules jobs according to priority, job size, and aging factors.The NQS queues are
defined by the NQS manager using the qmgr command. Also, the NQS manager can restrict some
queues to certain users.

NQS uses two queue types—batch queues and pipe queues. A batch queue holds requests for
scheduled or delayed processing. Batch queues are directly associated with the Paragon system’s
compute nodes. A pipe queue is a queue that can pass queued requests on to batch queues or other
pipe queues. Pipe queues have no means to execute requests; they are only used to route requests to
some other queue where compute power is available. Refer to Chapter 4 for an overview of both
batch and pipe queues, as well as procedures to create them.

Run Limits

Queues can be assigned a run limit which controls how many jobs in a queue can run concurrently
if compute nodes are available. For example, a two-node queue with a run limit of five will run five
jobs concurrently if there are ten compute nodes available.

Node Groups

1-2

An NQS batch queue is associated with a specific set of nodes, called a node group. Node groups
are defined during NQS setup and configuration, and associated with one or more queues using the
gmgr set node_group subcommand. When NQS schedules a job, it determines if the nodes in the
node group are available, creates a partition for that job on those nodes, runs the job, and removes
the partition when the job completes.
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Requests

A request is a shell script that contains all of the system-level commands required to invoke one or
more parallel applications. A request is essentially a list of commands that is passed to NQS for
execution. A request may be as simple as a single command line, or it may be as complex as a script
written in the Bourne Shell, C-Shell, or Korn Shell. The NQS request is submitted to the Paragon
system via the NQS qsub command. All of the commands in the shell script must meet the following
requirements.

e The commands must not require the direct services of a physical device (other than the CPUs
that are executing the batch request).

e The commands must be able to be executed without any user intervention when the proper
command interpreter is invoked (such as /bin/csh, /bin/sh, or /bin/ksh).

The user then submits the shell script using the gsub command. The qsub command line contains a
-q flag that names the destination queue, any optional invocation flags, and then the name of the shell
script that executes on the Paragon system. For example:

% gsub -q batchqg myjob
Account = 120
request 127.gumshoe submitted to queue: batchg

This request places the shell script myjob in the queue named batchq. The request will run after the
jobs that precede it in the queue have run (assuming all requests have the same queue priority).

The NQS output Account = 120 indicates that the MACS account that will track CPU usage has
an account ID of 120. The output 127 . gumshoe indicates the request ID assigned by NQS (127)
and the host name of the system from which the job has been submitted (gumshoe).
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Queue Status

You can use the gstat command or the gqmgr subcommand show queue to see the status of requests
in both batch and pipe queues.

Each request moves from one request state to another, depending on its status in the queue. The
request states are as follows:

arriving The request is in the process of being queued from another (possibly remote) pipe
queue. After leaving this state, the request enters either the waiting, queued,
running, or routing state.

queued The request has been accepted in a queue, and is ready to enter the running or
routing request state.
routing The request resides in a pipe queue and is being routed and delivered to another

queue destination.
running The request resides in a batch queue and is being executed.

waiting The request is waiting for some finite time interval to pass. After leaving this state,
the request enters the queued, running, or routing state.

Refer to Chapter 2 for additional information about submitting requests, or for monitoring a request
as it executes on the Paragon system.

CPU Time Limits

1-4

By default, an NQS batch request can run for an unlimited amount of time. However, the NQS
queues can be configured by the system administrator to limit the time a request can run. This time
limit can be enforced as either wall-clock hours or node-hours, depending on the setting of the
wallclock_limits configuration parameter.

Wall-clock time is just that—how long a request runs as measured by the clock on the wall.

Node-hours, on the other hand, are calculated as the length of the request in wall-clock time,
multiplied by the number of nodes used by the request.
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Submitting an NQS Request

‘When you submit an NQS request, you need to be aware of the quéue characteristics of the NQS
queues that exist on the Paragon system.

If your application requires the same nodes and CPU time as those defined for a given queue, you
can submit a request to that queue.

If the parameters associated with a given queue do not correspond to the needs of your application,
you have these options:

» If your application requires fewer system resources than the queue will allow, you can use gsub
flags to change the necessary parameters in an existing queue (e.g., use the -IT flag to reduce
the CPU time limit and the -IP flag to decrease the number of nodes reserved for the
application).

¢ If your application requires more system resources than the queue will allow (i.e., more nodes,
longer CPU time limit, or higher priority), the NQS network manager must create a queue that
has parameters matching your requirements.

You use a shell script to invoke your application. The shell script is then included on the qsub

command line. For example, assume you have an application program named myapp that you want

to run on sixteen nodes. Create a shell script (named myjob in this example) that contains the

appropriate job execution command, as follows:

myapp [args]

You then use the gsub command to submit the batch job to the NQS system for processing, as
follows:

% gsub -g g2s myjob
Account = 0
request 127.skyline submitted to gqgueue: g2s

In this example, you only provide the queue name (g2s) and the name of the shell script file. The
queue to which you submit the job defines the number of nodes, the CPU time limit, and the priority
that the request will inherit. Standard output and standard error messages will be placed in files
named myjob.oNN and myjob.eNN, respectively, in the directory from which the request is
submitted. The NN value is a job number assigned by NQS and shown when the gsub command
executes. In this case the files would be named myjob.0127 and myjob.e127, respectively.
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In many cases, you will want to be notified when the request starts and finishes execution. The gsub
command has flags and optional parameters that allow you to modify this and many other aspects of
your request. The following example shows a submittal that uses several qsub flags:

% gsub -qg g2s -1T 1200 -mb -me -nr myjob
request 127.skyline submitted to queue: g2s

This example submittal is the same as the earlier submittal, except additional conditions have been
added to the job. The CPU time limit has been lowered to 1200 seconds (-IT 1200) or twenty
minutes. The NQS software will now send mail to the user that indicates the beginning (-mb) and
end (-me) of execution. If the job is interrupted, the -nr flag specifies that it will not be automatically
restarted.

You can use the gstat command to check on the status of your job once it has been queued. The
following example checks on the status of all jobs queued to the g2s queue.

% gstat -a g2s

REQUEST
123.skyline
124.skyline
127.skyline

NAME OWNER QUEUE PRI NICE CPU MEM STATE
test_p. sdsc azs 11.0 20 UNLIM. UNLIM RUNNING
test_p. sdsc azs 11.0 20 UNLIM. UNLIM RUNNING
myjob sdsc a2s 11.0 20 UNLIM. UNLIM. RUNNING

1-6

If you want to delete a job that you have submitted, use the qdel command as follows:
% gdel 127.skyline

where 127.skyline is the request ID that was obtained from a qstat command or the ID given when
the job was first submitted.

To kill a job which is already executing, use the following command:
% gdel -k 127.skyline

or
% gdel -30 127.skyline

The first form of qdel sends a SIGKILL signal to the job, and the second form sends a specific signal
(number 30, SIGUSR1 in this case) to the job.

You can omit the machine name (skyline in this case) if your are logged on to the machine called
skyline. For example:

% gdel -k 127
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NQS Operation and Management

The NQS system recognizes three user types. Each user type has a different access to the gqmgr
command, which is used for NQS setup, reconfiguration, and system administration.

An NQS user is anyone who uses NQS to submit jobs to the Paragon system, as opposed to
someone who configures or maintains NQS. While the NQS user has access to a few qmgr
subcommands, this functionality is duplicated by other NQS commands. Refer to Chapter 2 for
basic user procedures.

An NQS operator can execute only a subset of the gmgr subcommands. An NQS operator is
able to submit batch queue requests, and perform other operations associated with these
requests. The operator is someone who maintains the system during off hours, with less
responsibility than a system administrator. Not all sites will have NQS operators. Refer to
Chapter 3 for operator-level system administration procedures.

An NQS manager has access to all of the gmgr subcommands and functions as the NQS system
administrator. The NQS manager is able to define, configure, and manage queues in addition to
performing all the functions that an NQS operator can perform. An NQS manager is capable of
changing any NQS characteristic on the Paragon. Refer to Chapter 4 for manager-level system
administration procedures.

NQS Daemons and Job Flow

Each machine in the NQS environment must set up and use three separate daemons: the local
daemon (ngsdaemon), the log daemon (logdaemon), and the network daemon (netdaemon).

The local daemon processes requests executing on the local machine. It manages the batch
queues and schedules all requests for execution. It also detects and forwards any requests that
are to be executed on a remote machine.

The log daemon records a log of NQS requests and activities.

The network daemon handles all remote requests. It is essentially the same as the local daemon
that forwards requests, but it receives its requests through sockets from remote machines.

The daemons are permanent and are created when NQS starts up.
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Figure 1-1 shows the typical job flow from a workstation to the Paragon system.
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Figure 1-1. NQS Request Processing

The sequence of events in this job flow is as follows:

1.

7.

The user submits a request from the workstation to the Paragon system using the NQS qsub
command:

% gsub -q remote_g 1 scriptl
The qsub command packages up the job and sends it to the local daemon.

The local daemon determines that the job is remote and sends it (via a socket call) to the network
daemon on the Paragon system.

The network daemon on the Paragon system retrieves the shell script from the spool directory,
and sets up the stdout and stderr file descriptors.

The Paragon system executes the shell script.

After executing the shell script, the Paragon system sends the stderr and stdout files back to the
originating machine through instructions to the originating machine’s network daemon.

A message is sent to the log daemon to create an entry for the request in the log file.

There are many more details that apply to request processing, but this general sequence shows the
physical and chronological relationships that exist between the machines in a network.
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Getting Started

Once you are familiar with the basic NQS concepts presented in this chapter, your next step depends
on whether you are an NQS user or system administrator.

If you are a basic NQS user and need information about submitting job requests or monitoring the
request as it executes on the Paragon system, refer to Chapter 2.

If you are an NQS operator or manager, refer to Chapter 3 for basic system administration
procedures and Chapter 4 for advanced system administration procedures. If you are configuring
NQS for your particular site, refer to Chapter 5. The manual pages for the NQS commands appear
in Chapter 6 and are also available online, using the man command.
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Basic User Operations

The procedures in this section show you how to create, run, and monitor batch requests within the
NQS environment. You should be familiar with the concepts discussed in Chapter 1 before
continuing with this chapter.

Batch Requests

The process of submitting a batch request involves two basic processes:
¢ Create a shell script that contains the request.

e Submit the request with the qgsub command. (See Table 2-1 on page 2-9 for a functional listing
of all of the qsub command’s invocation flags.)

In addition, you can monitor the job request (with gstat) or delete the job request (with qdel).

Composing the Shell Script

The batch request is contained within a shell script. In its simplest form, the batch request consists
of the commands that invoke your application. For example:

% cat myapp.sh
mxm -s 500 -v

The shell used to execute the script is often your login shell, although the shell is determined by the
NQS manager. The script will execute in your home directory, unless the script explicitly changes
the directory using cd.

If you are unfamiliar with shell scripts, the standard OSF/1 documentation gives user and reference
information on developing and invoking shell scripts. The gsub manual page provides more specific
information on including gsub invocation flags in the shell script.

2-1
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NOTE

The NX_DFLT_PART environment variable provides the name of
the default partiton. Be aware that NQS modifies the
NX_DFLT_PART environment variable before it executes your
shell script. If you use Paragon system commands within your
script that use this variable, your script should obtain the name
with echo $NX_DFLT_PART, rather than using a name defined
before the batch request was made.

Submitting the Batch Request

The batch request is contained within the shell script that you composed in the previous section. You
submit the batch request to a batch queue using the NQS gsub command.

For example, assume that you have a program called myjob that you want to run on a 16-node
partition, and you have a shell script called job! that runs the program. You would submit the job
via a batch request to a 16-node queue.

You might also have a second job that you want to send to the same queue. In the following example,
two jobs (job!l and job2) have been queued to batch queue g/6s:

% gsub -g glés jobl

Account = 0

Request 136.treebrd submitted to queue: glés.
% gsub -g glés job2

Account = 0

Request 137.treebrd submitted to queue: glés.

As shown in the previous example, you can immediately submit another request without waiting for
the first request to finish. With all other parameters being equal, batch requests to the same queue
execute in the order they are submitted.

Specifying a Queue

The -q switch in the previous example specifies the queue that you are submitting the request to. If
you don’t use the -q switch, gsub will look for a default queue in your environment variable
OSUB_QUEUE. If you leave the switch out and have not defined QSUB_QUEUE, NQS uses the
default queue set up by the system administrator (using the gmgr command, as described on page
4-12). If qsub cannot find a default queue, it will fail.

To see what queues are available, use the gstat -b command:
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QUEUE NAME STATUS TOTAL RUNNING QUEUED HELD TRANSITION NODE_GROUP
g4-30 AVATLBL 0 0/1 0 0 0 0
g2-30 AVAILBL 0 0/1 0 0 0 2
g2-60 AVAILBL 0 0/1 0 0 0 1

To see the characteristics of a particular queue, include the gstat -b and -f flags:

% gstat -b -f g4-30

NQS Version:2 BATCH QUEUE: g4-30.prefect status: AVAILBL

Priority: O

ENTRIES:

Total: 0 Running: O

Queued: 0 Held: 0 Transition: O
RUN_LIMIT:

Runlimit: 1

NODE_GROUP:
Node_group: 0

COMPLEX MEMBERSHIP:

RESOURCES:
Per-proc core file size limit= UNLIMITED <DEFAULT>
Per-process data size limit = UNLIMITED <DEFAULT>

Per-proc perm file size limit= UNLIMITED <DEFAULT>
Per-proc execution nice value= 0 <DEFAULT>

Per-req number of cpus limit = 1 <DEFAULT>
Per-process stack size limit = UNLIMITED <DEFAULT>
Per-process CPU time limit = UNLIMITED <DEFAULT>
Per-request CPU time limit = 1800.0

Per-process working set limit= UNLIMITED <DEFAULT>

ACCESS
Unrestricted access

2-3
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Getting Job Request Start/Finish Notification L
In many cases, you will want to be notified when the request starts and finishes execution. Use the F
gsub -mb switch to get notification when the request starts; use the qsub -me switch to get “
notification when the request ends. For example:

-
% gsub -g g2-10 -mb -me myapp [‘j
Account = 0 7
Request 127.prefect submitted to queue: g2-10 a mi

b .l
The NQS system will now send you mail at the beginning (-mb) and end (-me) of the job.
-
w

Limiting the Number of Nodes .
i

If your application needs fewer nodes than the number of nodes allowed by the queue, you can use ‘.

the gsub -IP switch to limit the number of nodes your application uses. The value specified must be -

less than or equal to the queue’s node limit. For example, the following entry limits your application K

to twenty nodes: »

™o
% gsub -g g2-10 -1P 20 myapp 2M L
_— Y
When specifying the number of nodes, keep in mind that the total node usage is determined by the -
length of time a request ran multiplied by the number of nodes of the request. Limiting the number U ‘
of nodes can save system resources. -
N hat
.
NOTE
The -IP switch is only available on Paragon systems. On a remote E M

workstation, you can specify the number of nodes with the NCPUS
environment variable, and then use the qsub -x switch to export
the environment variable.

Exporting Environment Variables

The -x switch exports all of the user environment variables with the request.
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Limiting CPU Time Usage

If your application doesn’t need to run as long as the queue will allow, you can specify a shorter run
time in seconds with the qsub -IT flag. For example:

% gsub -qg g2-10 -1T600, 60 myapp

The application will run for ten minutes, and you will receive a warning one minute before it is
killed.

Specifying an Account Identification

If your site has MACS (Multi-User Accounting and Control System), the qsub -¢ switch lets you
specify an account identification at the time of job submission. For example, the following entry bills
the batch job to the account debug:

% gsub -g g2-10 -c¢ debug myapp
Account = 120

If you do not specify an account using the -c switch, NQS uses your current account.

The -c switch is only available on Paragon systems. On a remote workstation, you can specify an
account ID with the ACCOUNT environment variable, and then use the gsub -x switch to export the
environment variable.

Finding Standard Output and Standard Error

Standard output and standard error messages are written to files named jobname.oreqID and
Jjobname.ereqlD, respectively, in the directory from which the request is submitted. The regID value
is a job number assigned by NQS when the gsub command executes. Note that the jobname is
truncated to eight chatacters.

Depending on the shell strategy in place and the setting of the use_login configuration parameter,
the jobname.ereqID file might contain error messages created because an NQS job doesn’t have an
attached terminal. Refer to “use_login” on page 5-16 for information on the cause and prevention of
these errors.

2-5
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Monitoring Request Execution

You can monitor queue status and the completion status of your requests using the gstat command.

For example:
% gstat
NQS Version:2 BATCH PIPE REQUESTS on prefect
REQUEST NAME OWNER QUEUE PRI NICE CPU MEM STATE
82 .prefect meshpp dand g2-10 2.0 20 600 UNLIM. RUNNING
83.prefect debug dand g2-10 2.0 20 600 UNLIM. QUEUED

Deleting a Batch Request

You may occasionally need to delete a batch request after you have submitted it. The most direct
way to delete a batch request is with the qdel command (use qdel -k to kill a job that has started
running). Refer to the gdel command description for more information. In the following example,
two jobs are checked and then deleted:

S gstat
NQS Version:2 BATCH PIPE REQUESTS on prefect
REQUEST NAME OWNER QUEUE PRI NICE CPU MEM STATE
118.prefect Jjobl dand g2-10 2.0 20 600 UNLIM. RUNNING
119.prefect Jjob2 dand g2-10 20.3 20 600 UNLIM. QUEUED
% gdel 119

Request 119 has been deleted.
% gdel -k 118
Request 118 is running, and has been signalled.

% gstat
NQS Version:2 BATCH PIPE REQUESTS on prefect
REQUEST NAME OWNER QUEUE PRI NICE CPU MEM STATE

Modifying a Batch Request

In general, abatch request cannot be modified by the user once it has been queued, but you can delete
it (as described previously) and then resubmit a modified request.
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Using Pipe Queues

A pipe queue is a pathway to a batch queue. Pipe queues can only be created, deleted, or modified
by an NQS manager.

Submitting a Request

You use the standard NQS gsub command when submitting a request to a pipe queue. You should
be aware of the destinations of the pipe queues in your system before submitting requests to the
queues.

% gsub -qg pg jobl
Account = 0
Request 144.treebrd submitted to queue: pg.

The -q queue option specifies the pipe queue that will accept the request. You mus<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>