
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A. ) AH 7400 

BH �*�D�0�~�.�-�.�-�.� CL �~�L� = �A�H�'�B�~� 
or 

B. ) AL 7400 

�B�L�~�-�-�C�H� lEOH = AL + �~� 

L = Active State = Logic �~� 

H = Active State = Logic 1 

6.6.3 MSI, LSI Symbology 

Medium scale and large scale integrated circuit devices used are 
symbolically shown as a rectangular box with the suppliers func­
tional notation inside the box next to the associated circuit pin. 

6.6.4 Manufacturer's Part Number Listing 

The common manufacturer's part number is located prominently in­
side or outside any logical device used to facilitate cross refer­
encing and user understanding of any questionable device function. 

6.7.0 Printed Circuit Board Component Orientation 

Integrated circuit components for most boards supplied are organized 
on a grid basis. 

6.7.1 The component grid supplied consists of both rows and columns. 

6.7.2 A component is assigned a grid address based on the row column 
coordinates associated with its location per the following: 

6.7.2.1 Row Coordinate 

The integrated circuit components are normally organized hori­
zontally into 10 rows on a hex sized printed circuit board. 
These rows are assigned A,B,C,D,E,F,G,H,J,& K with the "A" row 
being just above and covering the six backplane edge �c�o�~�n�e�c�t�o�r�s�.� 

6.7.2.2 Column Coordinate 

The integrated circuit components are normally organized verti­
cally into 12 columns on a hex sized printed circuit board ident­
ified as 1-12. The columns are �a�s�s�i�g�n�e�~� consectutive1y right 
to left with column 1 being at the right hand side of the board 
when-vIewing the component side of the board with the board verti­
cal and resting on the backplane edge connectors. 
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6.7.2.3 

( 

( 

Component Location Designation 

The location designation of any component appearing on all 
documentation is determined by the row coordinate followed 
by the column designation. 

Hence, the location designation of the component appearing 
on the extreme lower right hand corner of printed circuit 
board is "AI" while the location designation of the compon­
ent at the extreme top left hand corner of the printed cir­
cuit board is "KI2". 
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Phoenix 211 Disk Controller 

Maintenance Manual 

7.0 Required Test Equipment 

The following equipment is required to test and maintain the Phoenix 211 
Disk Controller. 

Item -
1 
2 
3 
4 

5 

6 

7 
8 
9 

10 
11 
12 
13 

Quantity 

1 
1 
1 
3 

1 

1 

1 
1 
1 

AIR 
AIR 

1 
AIR 

Equipment Descr"iption 

PDPII Computer with a mimimum of 8192 words of memory 
DEC W984 Quad Extended Height Extender Board 
DEC W987 Double Extended Height Extender Board 
Pomona 3916 Dip Clip - 16 pin dual inline integrated 
circuit test clip or equivalent 
Tektronix 453 Dual Channel Oscilloscope with external 
trigger, XlO Probes, or equivalent 
WTCPN Weller Controller Temperature Soldering Iron 
or equivalent 
"Micro-Shear" 175 Flush Safety Cutter or equivalent 
Xcelite 4lCG Needle Nose Pliers or equivalent 
Precista T-2C Solder Removal Tool or equivalent 
Alpha 815 Flux or equivalent 
Service Chemical D-Sol F-13 Defluxer or equivalent 
Solder Removal Co. Insertic '880 Insertion ~ool 

or equ1valent 
Solder, 63/37 Rosin Core 

-20-
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PHOENIX 211 DISK CONTROLLER 

MAINTENANCE MANUAL 

8.0 RECOMMENDED SPARES 

8.1. 0 PHOENIX 211 SPARES LIST 

Interface 
Board 1 Standard 
Board 1 with Command Queue 
128 Word Buffer Board 2 
512 Word Buffer Board 2 
Board 3 
CDC Board 4 
Calcomp Board 4 
Cables & Terminator 

8.2.0 CDC 9762 DISK DRIVE SPARES LIST 

Field Exerciser for Disk Unit 
First Level Spares for CDC 9762 

1 head, 1 set of boards, tools 
Alignment Pack 

-21-

PRICE 

$1000 
1150 
2000 
1000 
1300 
1000 
1200 
1200 

500 

3200 
3500 

1750 



PHOENIX 200 DISK CONTROLLER 

9.0 MBTF Prediction Calculations 

9.1 Reference Used 

Reliability calculations were made using the MIL-HDBK 
2l7B, Parts Count Prediction Method. 

9.2 Reliability Prediction Formula 

The formula used to predict reliability MBTF is: 

AEquip <'ian Ni ( "G 11. ) i == . ,,:i=l Q 
AEquip failure 

6 
Where: -Total rate of ( /10 hr) 

). 
G = Generic failure rate for ith part 

I Q = Quality factor for ith part 

Ni = Quantity of ith part 

n = Number of catagories 

NOTE: Only Failures which cause non-operation were in­
cluded. 

9.3 Disk Controller Configuration 

The Phoenix 211 Disk Controller configuration used in 
the reliability prediction calculations was as follows: 

Phoenix 211 Interface Board 
Phoenix 200 Board 1 
Phoenix 200 Board 2 
Phoenix 200 Board 3 
Phoenix 200 Board 4 
Phoenix 211 Autoswitch Board 
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.9.4 

9.4.1 

9.4.2 

9.4.3 

9.4.4 

9.4.5 

9.4.6 

9.4.7 

Calculation Summary 

For the 211, with interface and autoswitch, the calcula­
tions are as follows: 

Component Failures F/l06 hours 

Integrated Circuits 88.98 

Capacitors 12.48 

Resistors .85 

Connectors, edge 3.13 

Connectors, right angle .625 

Other .509 

Total: 106.074 

Failures/l06 hours 

9.5 Predicted MBTF 

The net result is a predicted MTBF of 9500 hours. 
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Phoenix 211 Disk controller 

Maintenance Manual 

10.0 Data Flow 5eqUenoe 

10.1.0 Nonnal Disk Write SE!quenoe 

10.1.1 When write operation is initiated data is transferred a word at 
a time via DNA through 2:1 Multiplexer into Latch register pre­
ceding FIFO memories. 

10.1.2 All odd data words are transferred from the latch register into 
FIFO Memory '1. 

10.1.3 All even data words are transferred from the' latch register into 
FIFO Memory '2. 

Such DMA transfers will continue until both FIFO memories are full 
arunti1 the DNA Word Counter overflows. 

10.1.4 When disk controller is in synchronism with the disk drive and the 
beginning of the sector data field is reached, data is transferred 
in parallel from the two FIFO memories to one of the two shift reg-
isters. . 

10.1.5 Data is then shifted serially from one of the shift registers to 
the disk. 

10.1.6 Data Words are alternately loaded into Shift Register '1 and then 
Shift Register '2. 

10.1.7 When the contents of one shift register are being transferred to 
the disk, the other shift register is loaded from the FIFO mem­
ories with the next word to be transferred. 

10.1.8 The Disk Word Count Register is incremented once for each word 
transferred to the disk. 

10.2.0 Nonnal Disk Read SE!quenoe 

10.2.1 Data is received serially from the disk drive and into one of the 
two serial shift registers. 

10.2.2 When a 16 bit data word has been accumulated, the serial data bit 
stream is diverted to the other shift register and the data word 
collected is transferred in parallel to one of the two FIFO 
Memories. 

The Disk Word Count Register is incremented once for each word that 
is·;:'x:~ceived from the disk • 

. ~ ,,: 
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lQ.2.3 Normally all odd data words are formed in Shift Register #1 and 
stored temporarily in FIFO Memory #1 while all even data words 
are formed in Shift Register #2 and stored temporarily in FIFO 
Memory #2. 

10.2.4 When the presence of data is detected in either FIFO, DMA re­
quests are initiated to the host computer. 

Data Words are extracted alternately from the two FIFO memories 
until either the Dl1A word Count Register overflows or the FIFO 
memories are empty of all disk data. 
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PHOENIX 211 DISK CONTROLLER 

Data Paths Block Diagram 

Figure 1 
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Phoenix 211 Disk Controller 

Interface Board Simplified Block Diagram 

Figure 2 
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11.0 Hardware Documentation 

11.1 The following sections of this manual contain all of the 
hardware 'documentation for the Phoenix 211 Disk Controller. 
For each major Phoenix 211 Sub Assembly the .fo11owing doc­
umentation is provided: 

Parts List 
Assembly Drawing 
Wiring Lists· 
Logic Drawings • 

• Where appropriate. 

11.2 The first section contains an overall drawing Directory 
or "Phoenix 211 Family Tree", for the Phoenix 211 Disk 
Controller. 

11.3 The major Phoenix 211 Subassemblies organized in order of 
presented in this manual are as follows: 

1. Phoenix 211 Interface Board 
2. Phoenix 200 Board 1 
3. Phoenix 200 Board 2 
4. Phoenix 200 Board 3 
5. Phoenix 200 Board 4 
6. Phoenix 200 Systems unit 
7. Phoenix 211 Interconnect Cable 
8. Disk Drive A Cable 
9. Disk Drive B Cable 

10. Phoenix 211 Autoswitch Board 
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ECC LOGIC DESCRIPTION 

I Error Correction Code Logic Block Diagram Discussion 

Figure 1 is a block diagram of the circuits used to implement error correction 
processing within the Formatter. The circuits on this diagram can be looked at as 
performing three separate functions, all related to error correction code processing. 

1. Generation of a 32-bit ECC redundancy code during write operations. 
This information is written serially on the disk immediately fol­
lowing the 256 word data field (Figure 2). 

2. Checkout of the ECC redundancy field during read operations to detect 
the possible presence of a data check error. The check is made by 
ANDing together the low order 21 bits of the ECC register and looking 
for a zero status. 

3. Entry into the error correction process on detection of a data check 
error indicated by the fact that the low order 21 bits of the ECC 
register are not zeros. This has two immediate effects with respect 
to the Phoenix 211 Interface lines: 

The DONE (INTRL) signal normally inserted at the end of a transfer 
is inhibited or delayed until completing error correction processing. 

The CRC error (CRCERR) bit in the Error Register is set causing the 
setting of the composite error bit in the control and status re­
gister. 

Following the error correction process, the Formatter detects one of two conditions: 

1. Deteces the II-bit error burst and its position (physical location 
within the data field). The burst pattern and position information 
are supplied to the software operating system via the appropriate 
registers. 

2. Determines that the error is non-correctable and sets the error cor­
rection hard error bit in the ECC Bit Location Count Register. 

II Generating and Writing the ECC Field (Write Operation) - Generating and writing 
the ECC redundancy code in the ECC field (Figure 1) occurs when the Formatter executes 
either of the write commands. The code is formed within the ECC shift register during 
the time that the data field is written onto the disk. Each bit shifted from the 
shift register (for transfer to the disk) is also entered into the ECC shift register. 
This is accomplished as follows: 

a. Signal (WGH) WRITE GATE H (applied to the ECC register feedback control 
logic) is asserted since a write operation is in progress. 

b. At the start of the data field, signal (WCCGH) WRITE CHECK CHARACTER 
GATE is negated. This in turn causes A7-6 to switch high and enable 
the ECC register feedback gating. 



ONEs and ZEROs coming trom tne Snl.tt register (sl.gna~ UA·j.·AUU·j.· .... , now tlnt.t:lL 1..110:: .:. .......... 

shift register throughout the data field transfer. In this way, the ECC redundancy 
code (to be written onto the disk following the data field) is formed. At the end 
of the data field, signal WCCGH asserts because it is now time to write the ECC 
field associated with the data just written. Signal WCCGH inhibits the ECC Register 
feed back at A6-2, the ECC Register is now shifted to the NRS data latch (on Board 2 
SH2 of logics) where the serial pulse train of write data is generated (DATAOUT) 

III Checkout of the ECC Redundancy Code (Read Operation) - During read operations, the 
ECC redundancy code is formed again by applying each data field bit read from the 
disk to the ECC shift register. When reading from the disk, the enabling of the 
ECC register feedback gating is effected in the following way: 

IV 

a. With a read operation undertaken, signal (RDGATEH) READ GATE (applied 
to the ECC register feedback control logic) is asserted. 

b. At the end of the Preamble *2, signal DATAH asserts to define the start 
of the data field. 

c. Signal WCCGH is negated to enable the ECC register feedback gating and 
thereby allows each bit coming from the disk (READDATAH) to enter the 
ECC register. 

Applying each bit read from the disk to the ECC register (with the feedback loop 
enabled) reconstructs the same code that was attached to the ECC field when the 
data was written. 

When the end of the data field is reached, signal DATAH negates; however, signal 
WCCGH is negated to maintain signal A7-6 at the asserted level allowing the ECC 

. field bits coming from the disk (READDATAH) to enter the ECC register while the 
feedback loops are still enabled. 

When the ECC redundancy code read from the disk and clocked into the ECC register 
matches that developed (in the ECC register) at the close of reading the ECC field 
E3ignal RCCGATE - read check character gate) then the 2.1 low order bits of the ECC 

register all contain zeros. This means that the data freld ha.s checked out OK, 1\8 
a result, signal El-4 (zero~s detect) asserts and sector processi:ng :ts terminated 
normally by raising the EOSH signal, . 

NOTE 
The 21 low order bits of the ECC pattern register are ANDed 
together. When all bits are zeros! signal El.,.4 rzero detectl a.sserts. 

When the. 21 low order bits of the ECC register fail to contain all zeros f it means 
that there is an error in the data read from the disk. The a.ctual location and the 
nature (soft or hard) of that error is not known at this time~· The Formatter now 
enters the error correction process (provided it is not inhibited from doing so) as 
described in the subsequent paragraphs •. 

Error Correction Processing - When signal El-4 (zero detect) fails to assert at the 
end of the ECC envelope, the data check error detect logic issues three outputs that 
are used as follows: 

1. Signal ECCERROR (1) asserts to set bit 8 (data check errorl in the Error 
Register. 

2. Signal CRCERR (1) asserts, This is used in the Busy/Done logic to inhibit 
generation of the DONE (Formatter Ready) signal. 

NOTE 
If the Error Correction Inhibit (ECI) bit in the 
ECC pattern register is set. INTRL signal is sent 
to the Interface. The error correction process in 
this case, is inhibited 

-2-



3. CRCERR (1) is applied to enable the ECC correction enable logic. The 
latter circuit now asserts A9-5 (correction enable) provided that the 
error correction enable signal (ECCENB (1) is asserted. 

1. 

2. 

Assertion of A9-5 together with CRCERR (1) begins the error correction 
process and has two immediate effects: 

It negates signal A4-8 via the ECC register feedback control logic to 
force zero's as data. (This is essential for the error correction 
process) • 

Enables clocking of the leading zero's word counter to maintain a count 
of each bit serially shifted within the ECC register. 

NOTE 

The polynomial used for the error correction 
process is capable of accommodating a f~eld 
much larger than the 256 word data field of 
each sector. For this reason, the Formatter 
goes through a process of shifting leading 
zeros within the ECC register and feedback 
paths. The zero's word counter maintains a 
count of the leading zeros. This is done so 
the time at which error correction code pro­
cessing enters .the data field can be decoded 
and the task of detecting the II-bit error 
burst can begin. 

The number of leading zeros shifted within the pattern register depends on the Data Field 
format that is being used. The leading zero value is shown below: for a data field of 256, 
16 bit words. 

LEADING ZEROS DATA FIELD ECC FIELD 

I f 
16-bit38,85~ S 

When the applicable number of leading zeros has been counted, the data field entry detect 
logic asserts signal B5-9 (Leading zero's counter overflow.) This acts as an enabling 
signal to the position register shift lock enable gating. The position register keeps a 
count of data field bits shifted (in the ECC register) until such time as the II-bit 
error burst is located. A second use of signal B5-9 is its application to the error burst 
detect clock circuits. Here it acts as an enabling signal (i.e., in an anticipation of de­
detecting the II-bit error burst) because the shifting of bits is now within the data field. 
Conditions are now set up for detecting the presence of the error burst in the 11 high 
order bits of the ECC register. That portion of the ECC register is also called the 
"ECC pattern" register. Design is such that the location of the 11 bit error burst is 
detected as being identified when the 21 low order bits all contain zeros (i.e., as a 
result of the continuous shifting/feedback process). An all zero condition is sampled 
in the zero detect gating and asserts signal zero (~). On application to the ECC correc­
tion enable logic, signal Zero (~) produces the following results: 

a. Inhibits the position register shift clock enable gating to stop the count of 
the position register at that point in the data field (or ECC field). The 
count stored in the "ECC position" register identifies the physical location 
within the data field, of the first bit of the II-bit error burst. 

b. Causes the error burst detect logic to assert signal ECCABOL. This, in turn, 
has a double effect: 
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1. Inhibits the BeC register shift clock enable gating so that no further 
shifting of bits occurs in the ECC register. This is necessary because 
the 11 high order bits ("ECC pattern" containing the error burst) must 
now be sent to the central processor. 

2. Forces the DONE generation logic to send an INTR signal to the Interface. 
This is done to indicate that error correction processing is complete and 
that the CPU may now take the contents of the ECC position and pattern 
registers. 

c. Inhibits further counting by the leading zero's word counter. 

This completes Formatter error correction processing for those cases where the location 
of the error burst is detected within the data field and the error is correctable. If 
the error correction logic fails to detect an error burst within the data (or ECC) field, 
the Formatter notifies the CPU of a "hard error" condition. This condition is indicated 
to the logic by the fact that the Bit Location counter has exceeded the maximum size of 
the entire ECC code length without having found an all zeros condition in the low order 
21 flip-flops of the ECC register. 

NOTE 

By definition, "hard error" means that the 
Formatter failed to detect a correctable 
error burst within the data or ECC fields. 

The error correction logic keeps a count of the bits being shifted in the pattern register 
after the shifting process enters the data field. Consequently, when the Bit Location 
counter reaches a value of 412810 bits* (following entry into the data field) it means 
that no error burst has been detected and the uncorrectab1e error bit must be set in the 
bit location count register. This occurs when the data field entry/hard error detect 
logic determines that the count from the Bit Location counter has gone past the ECC field :, 
and asserts signal UNCORER (1). 
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