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Preface

Intended Audience

This book is intended for general users, system managers, and programmers who
use the VMS operating system.

Document Structure

This manual is organized as follows:

Part I, Summary of New Features, contains a summary of the new VMS
Version 5.5 software features.

Note

It is important that you read Part I first for a complete overview of the
VMS Version 5.5 new features.

Part II, General User Features, describes new features primarily of interest
to general users of the VMS operating system. The chapters within provide
information about new DCL commands and qualifiers that have general
applications, changes introduced by the new batch and print queuing system
and new VMS system messages.

Part III, System Management Features, describes new features that are
applicable to the tasks performed by system managers. These features relate
specifically to the following VMS components:

— Batch and Print Queuing System
- LADCP

— Cluserwide Tape Sharing

— VMS Volume Shadowing Phase 11
- LAT

— License Management Facility

— Movefile Operations

Part IV, Programming Features, describes new features that support
programming tasks. The chapters within provide information about the
following components of the VMS operating system:

— System Services Support for the Batch and Print Queuing System
— Run-Time Library Routines
— VMS Debugger

Xvii



— DECthreads

— VMS Data Transaction Processing (DECdtm)
— LAT I/O Functions (LAT $QIO)

— Asynchronous Printer Support

—  Support for Case Sensitivity

— System Dump Analyzer Utility

— Mailbox Driver Interface

—  QIO-ACP Support for Moving Disk Files

This document includes five appendixes. The appendixes describe features that
were new to previous VMS versions but are not yet documented in other printed
manuals.

Associated Documents

Refer to the following documents for more detailed information about the VMS
Version 5.5 software features described in this manual. For more information
about these documents, see the Overview of VMS Documentation or contact your
Digital representative.

e VAX RMS Journaling Manual

o VAX Text Processing Utility Manual

e VMS Developer’s Guide to VMSINSTAL

o  VMS Accounting Utility Manual

o  VMS Authorize Utility Manual

* VMS Backup Utility Manual

e VMS DCL Dictionary

e VMS DCL Concepts Manual

*  VMS Debugger Manual

* VMS DECwindows User’s Guide

*  VMS Delta/XDelta Utility Manual

*  VMS Device Support Manual

®  VMS Device Support Reference Manual

*  Querview of VMS Documentation

* VMS File Definition Language Facility Manual
* Guide to VMS Files and Devices

e VMS I/0 User’s Reference Manual: Part I

* VMS 1/0 User’s Reference Manual: Part II

* VMS LAD Control Program (LADCP) Manual
* VMS LAT Control Program (LATCP) Manual
* VMS Librarian Utility Manual

e VMS RTL Library (LIB$) Manual

XViii



m e VAX MACRO and Instruction Set Reference Manual
* VMS System Messages and Recovery Procedures Reference Manual
*  VMS Monitor Utility Manual
* VMS RTL Mathematics (MTH$) Manual
¢ Introduction to VMS System Routines
* VMS Record Management Services Manual
*  VMS System Dump Analyzer Utility Manual
* Guide to VMS System Security
* VMS System Generation Utility Manual
* Introduction to VMS System Management
* Guide to Maintaining a VMS System
ﬁ *  Guide to Setting Up a VMS System
e VMS SYSMAN Utility Manual
e Introduction to VMS System Services
* VMS System Services Reference Manual
* VMS User’s Manual
*  VMS Utility Routines Manual
ﬁ s  VMS VAXcluster Manual
o VAX Volume Shadowing Manual
o  VMS Volume Shadowing Manual
* X and Motif Quick Reference Guide
e  VMS Version 5.5 Upgrade and Installation Manual
*  VMS Version 5.5 Release Notes

f\ Conventions

The following conventions are used in this manual:

Ctrl/x A sequence such as Ctrl/x indicates that you must hold down
the key labeled Ctrl while you press another key or a pointing
device button.

PF1 x A sequence such as PF1 x indicates that you must first press
and release the key labeled PF1, then press and release
another key or a pointing device button.

In examples, a key name is shown enclosed in a box to indicate
that you press a key on the keyboard. (In text, a key name is
not enclosed in a box.)
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XX

O)

[]

red ink

boldface text

italic text

UPPERCASE TEXT

numbers

In examples, a horizontal ellipsis indicates one of the following
possibilities:

* Additional optional arguments in a statement have been
omitted.

* The preceding item or items can be repeated one or more
times.

e Additional parameters, values, or other information can be
entered.

A vertical ellipsis indicates the omission of items from a code
example or command format; the items are omitted because
they are not important to the topic being discussed.

In format descriptions, parentheses indicate that, if you
choose more than one option, you must enclose the choices
in parentheses.

In format descriptions, brackets indicate that whatever is
enclosed within the brackets is optional; you can select none,
one, or all of the choices. (Brackets are not, however, optional
in the syntax of a directory name in a file specification or

in the syntax of a substring specification in an assignment
statement.)

In format descriptions, braces surround a required choice of
options; you must choose one of the options listed.

Red ink indicates information that you must enter from the
keyboard or a screen object that you must choose or click on.

For online versions of the book, user input is shown in bold.

Boldface text represents the introduction of a new term or the
name of an argument, an attribute, or a reason.

Boldface text is also used to show user input in online versions
of the book.

Italic text represents information that can vary in system
messages (for example, Internal error number).

Uppercase letters indicate that you must enter a command (for
example, enter OPEN/READ), or they indicate the name of a
routine, the name of a file, the name of a file protection code,
or the abbreviation for a system privilege.

Hyphens in coding examples indicate that additional
arguments to the request are provided on the line that follows.

Unless otherwise noted, all numbers in the text are assumed
to be decimal. Nondecimal radixes—binary, octal, or
hexadecimal—are explicitly indicated.
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Summary of New Features

This part contains a summary of the new features supported by Version 5.5 of the
VMS operating system.
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Summary of New VMS Version 5.5 Features

This chapter provides a summary of the new software features supported by VMS
Version 5.5 and a brief overview of new books. For information about new and
enhanced hardware, see the VMS Version 5.5 Release Notes.

1.1 New Software Features

Table 1-1 provides a summary of new features supported by VMS Version 5.5.

Table 1-1 Summary of VMS Version 5.5 Software Features

VMS Version 5.5 General User Features

DCL Commands and Lexical Functions

Lexical Functions

New and enhanced DCL commands that provide the
following capabilities:

*  Specify the size of DECram virtual disks

¢ Optionally force an improperly dismounted disk
volume to be rebuilt to obtain the correct free block
count

* Maintain the integrity of TZK10 tape cartridges by
retensioning the tape during rewinding or unloading

* Create a file to log messages during CDA conversion
operations

The F$MESSAGE lexical function has been modified to
let you specify the system message component for which
information is to be returned.

For the new batch and print queuing system, the
F$ENVIRONMENT lexical function has a new item,
VERIFY_PREFIX, which returns the prefix control string
for verified command lines as part of the enhanced VMS
Batch and Print Queuing System.

For the new batch and print queuing system, the
F$GETQI lexical function returns information about
the AUTOSTART feature and about user-specified job
retention.

(continued on next page)



Summary of New VMS Version 5.5 Features
1.1 New Software Features

Table 1-1 (Cont.) Summary of VMS Version 5.5 Software Features

VMS Version 5.5 General User Features

Batch and Print Queuing System The batch and print queuing system provides the following
improvements:

¢ Improved reliability and availability of batch and
print queues

* Improved performance in large configurations

¢  Greater emphasis on clusterwide operations

System Messages New, updated, or previously undocumented system
messages are included for a number of VMS facilities.
The messages chapter also incorporates messages that
were published in the VMS Version 5.4 Release Notes.

VMS Version 5.5 System Management Features

Batch and Print Queuing System Version 5.5 supports clusterwide queue management,
a new queue database, and an autostart feature that
simplifies queue startup and ensures high availability of

queues.
LADCP Utility Allows you to configure and control the local area disk
(LAD) protocol on VMS host systems.
Clusterwide Tape Serving Through the implementation of a tape mass storage

control protocol (TMSCP), allows users on a node in
a cluster to access magnetic tape devices physically
connected to any other node in the cluster.

Volume Shadowing Phase II Phase II supports a new SYSGEN parameter, SHADOW_
MBR_TMO, that lets you specify the timeout period for
recovering a shadow set member before it is removed from
a shadow set. Phase II also provides support for SCSI
(Small Computer System Interface) devices.

LAT You can now use the SET HOST/LAT command to
establish outbound (forward) LAT connections. New
LATCP commands permit you to display information
about various LAT entities, and there is a new startup
procedure for LAT software.

License Management Facility LMF has been enhanced to allow the transfer of licenses
between databases and the registration of a license in
another license database. System managers or privileged
users can now attach a list of names to product licenses
and software vendors can issue PAKs with the RESERVE_
UNITS option. Another enhancement allows license
managers to perform operations on groups of licenses.

(continued on next page)



Summary of New VMS Version 5.5 Features
1.1 New Software Features

Table 1-1 (Cont.) Summary of VMS Version 5.5 Software Features

VMS Version 5.5 General User Features

DCL Support for Movefile Operations

Three DCL commands, SET FILE, DIRECTORY/FULL
and DUMP/HEADER, have been enhanced to support
movefile operations that permit you to move the contents
of a file, or part of the contents of a file, to a new disk
location.

VMS Version 5.5 Programming Features

System Services Support for New Features

RTL Routines

VMS Debugger

VMS DECthreads

DECdtm

LAT $QIO

I/O Drivers

Case-Sensitive Language Support

System Dump Analyzer (SDA) Utility

Various system services have been modified to support
the batch and print queuing system, to provide additional
support for the LIBSGETQUI run-time library routine and
to support new DECdtm features.

The fast-vector math routines provide alternative math
functions that offer significantly higher performance.

LIB$GETQUI has been enhanced to support the new
batch and print queuing system.

The PPL$ run-time library provides enhanced unique
naming functionality and spin/wait options for several
blocking synchronization routines.

Provides enhanced support for programs that have
multiple threads of execution within a VMS process,
including any program that uses DECthreads or POSIX
1003.4a services.

This version of VMS supports Digital’s Multithreading
Run-Time Library, a library of portable routines used for
creating and controlling multiple threads of execution
within the address space provided by a single process.

Version 1.1 of the DECdtm services provides reason codes
on transaction abort and transaction timeouts.

The LAT function SET MODE provides the capability for
creating and deleting LAT entities such as nodes, services,
ports, and links, and to modify parameters of those LAT
entities.

The terminal driver interface supports connection of an
asynchronous printer to a terminal port using modem
signals for flow control.

The mailbox driver now waits until a channel with the
requested access direction is assigned to the mailbox.

The linker and MACRO now support case-sensitive
programming languages. The linker preserves the mixture
of upper and lowercase characters used in character-string
arguments and MACRO now enables programmers to
specify the case sensitivity of global symbol definitions.

The utility has been modified to provide support for
transaction processing and a new symbol, TMSCP, for the
tape mass storage control protocol server.

(continued on next page)



Summary of New VMS Version 5.5 Features
1.1 New Software Features

Table 1-1 (Cont.) Summary of VMS Version 5.5 Software Features

VMS Version 5.5 Programming Features

DOCUMENT/CONVERT Command You can now specify a single message file for messages

generated by the input and output converters during the
CDA conversion process. Digital CDA Base Services
components, other than the command line interface

to view and convert documents, are installed with
DECwindows Motif Version 1.0.

QIO Support for Moving Disk Files The movefile feature permits you to move all or part of

the contents of a file to a new disk location. Typically,
this might be used as part of a disk defragmentation
application.

1.2 Announcing the New VMS Dependability Handbook

The VMS Version 5.5 documentation set includes a new handbook entitled
Building Dependable Systems: The VMS Approach. A dependable computing
system is one that can be counted on to always provide services to its users when
those services are needed. The new handbook addresses the building blocks that
make up a dependable system and explains basic dependability principles. It
also provides practical techniques for utilizing the dependability features of VAX
systems with those of the VMS operating system and layered software products
to help you form a dependable computing system. Building Dependable Systems:
The VMS Approach is included with the VMS Version 5.5 Base Documentation
Set; it can also be ordered separately. See the Overview of VMS Documentation
for ordering information.

1.3 Announcing the New BACKUP Utility Guide

1-4

A new manual, Using VMS BACKUP, is available to help users complete common
tasks with the VMS Backup Utility (BACKUP). Intended as a companion to the
VMS Backup Utility Manual, Using VMS BACKUP includes information about
disk and tape operations; backing up and restoring files, directories, and disks;
troubleshooting; and creating your own BACKUP command procedures.

Using VMS BACKUP is available on your VMS system disk
(SYS$EXAMPLES:USING_BACKUP.#*) in DECW$BOOK, LINE, and PS format.



Partll

General User Features

This part contains the following chapters:

¢ Chapter 2, DCL Commands and Lexical Functions
¢ Chapter 3, Batch and Print Queuing System

® Chapter 4, VMS System Messages
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DCL Commands and Lexical Functions

This chapter includes information about new qualifiers for various DCL
commands and about a new lexical function:

The /SIZE qualifier for the INITIALIZE command that supports DECram
disks.

The /REBUILD[=FORCE] qualifier for the SET VOLUME command that
forces the building of a new disk volume, thereby updating the free block
count in the disk volume’s lock value block.

The /RETENSION qualifier for the SET MAGTAPE command that defines
the default characteristics associated with a specific magnetic tape device for
subsequent file operations.

The /MESSAGE_FILE qualifier for the CONVERT/DOCUMENT command.
The qualifier creates a message file to which messages are logged during the
conversion of your document. To use this qualifier, you must install the DEC
CDA Base Services shipping with VMS DECwindows Motif Version 1.0 or
later.

An enhancement to the F$MESSAGE lexical function that permits you
to specify the system message component for which information is to be
returned.

Table 2-1 lists other DCL commands and qualifiers that support specific
Version 5.5 new features described in other chapters of this manual.

Table 2-1 Other VMS Version 5.5 DCL. Commands and Qualifiers

DCL Command/Qualifier Location
DISABLE AUTOSTART Chapter 5
ENABLE AUTOSTART Chapter 5
INITIALIZE/QUEUE/AUTOSTART_ON=(node-list) Chapter 5
LICENSE COPY Chapter 10
LICENSE ISSUE/PROCEDURE Chapter 10
LICENSE MODIFY/RESERVE Chapter 10
LICENSE MOVE Chapter 10
LICENSE subcommand/ALL Chapter 10
MACRO/NAMES Chapter 19
PRINT/RETAIN Chapter 3
SET ENTRY/RETAIN Chapter 3

(continued on next page)
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Table 2-1 (Cont.) Other VMS Version 5.5 DCL Commands and Qualifiers

DCL Command/Qualifier Location
SET FILE/NOMOVE Chapter 11
SET HOST/LAT Chapter 9
SET PREFIX Chapter 3
SET TERMINAL/COMMSYNC Chapter 18
SHOW ENTRY Chapter 3
SHOW QUEUE Chapter 3
START/QUEUE/AUTOSTART ON=(node-list) Chapter 5
START/QUEUE/MANAGER Chapter 5
STOP/QUEUE/MANAGER/CLUSTER Chapter 5
STOP/QUEUE/NEXT Chapter 5
STOP/QUEUE/RESET Chapter 5
STOP/QUEUES/ON_NODE Chapter 5
SUBMIT/NOTE Chapter 3
SUBMIT/RETAIN Chapter 3

2.1 DCL Command Enhancements

This section describes the enhanced DCL commands supported by VMS Version
5.5.
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INITIALIZE/SIZE

The INITIALIZE/SIZE=n command specifies the size of the DECram virtual disk
to be allocated from available memory. DECram is a layered product that is used
to create virtual disks in system memory. See DECram documentation for more
information about DECram.

Format
INITIALIZE/SIZE=n device-name[:] volume-label

Description

The INITIALIZE command now accepts the /SIZE=n qualifier in support of
DECram virtual disks (device type DT$_RAM_DISK). The /SIZE=n qualifier
specifies the size of the virtual disk to be allocated from available memory. This
allows you to define the size of the DECram device at initialization time. Note
that n cannot exceed 524,280 blocks. A DECram virtual disk requires one page of
system space per block of virtual disk space allocated.

To deallocate space for a DECram virtual disk, specify /SIZE=0 with the
INITIALIZE command. All resources specifically allocated to the DECram
virtual disk will be returned to the system.

See the VMS DCL Dictionary for more information about the INITIALIZE
command.
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SET VOLUME/REBUILD[=FORCE]

Format

Description

2-4

Forces a disk volume to be rebuilt, causing the free block count value to be
updated.

Requires write (W) access to the index file on the volume. If you are
not the owner of the volume, requires either a system user identification
code (UIC) or SYSPRYV (system privilege) privilege.

SET VOLUME/REBUILD[=[NO]JFORCE] device-name[:],...]

The SET VOLUME/REBUILD command is used to recover the caching that was
in effect at the time when a disk volume was dismounted improperly (such as
during a system failure or a cluster transition). The FORCE option forces the

disk volume to be rebuilt unconditionally, which updates the free block count in
the disk volume’s lock value block. The default is NOFORCE.

During a cluster transition, the free block count that is maintained on a lost
primary node might not be made available to the new primary node. As a result,
the free block count on the new primary node might be incorrect. Because of this
free block count discrepancy, the number of free blocks available for use on a disk
might be higher or lower than the actual free block count. Attempts to use the
free blocks might result in allocation failures.

The SET VOLUME/REBUILD=FORCE command should be issued as soon as
the free blocks discrepancy is discovered, especially if a new primary node is
identified for a mounted disk volume following a cluster state transition.

See the VMS DCL Dictionary for more information about the SET VOLUME
command.



SET MAGTAPE/RETENSION

Format

Description

Defines the default characteristics associated with a specific magnetic tape device
for subsequent file operations. The /RETENSION qualifier moves a TZK10 tape
cartridge to the end of the tape and then back to the beginning of the tape.

SET MAGTAPE/RETENSION device-name[:]

The SET MAGTAPE command uses the /RETENSION qualifier to move a TZK10
tape cartridge to the end of the tape and then back to the beginning of the tape.
Using the /RETENSION qualifier on a regular basis helps maintain the integrity
of TZK10 tape cartridges.

You must use the /RETENSION qualifier with either the /REWIND or /UNLOAD
qualifier. The /RETENSION qualifier completes its action before /REWIND or
/UNLOAD. Use /RETENSION/REWIND when you want the tape cartridge to
remain loaded in the drive. Use /RETENSION/UNLOAD when you want to
unload the tape cartridge after the retension operation.

This qualifier affects TZK10 tape cartridge drives only, and causes the following
error message on other SCSI tape cartridge drives:

%SET-I-FUNCNOTSUP, 'device-name’ does not support /RETENSION; qualifier ignored.
The /RETENSION qualifier has no effect on non-SCSI tape drives.

See the VMS DCL Dictionary for more information about the SET MAGTAPE
command.
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CONVERT/DOCUMENT/MESSAGE_FILE=filespec

Format

Description

Example

2-6

Allows you to specify a file for logging messages during conversion.

Note

The DEC CDA Base Services for VMS DECwindows Motif Version 1.0 or
later must be installed in order to use the /MESSAGE_FILE qualifier and
new versions of the DEC CDA Base Services converters.

CONVERT/DOCUMENT/MESSAGE_FILE= input-filespec output-filespec

The CONVERT/DOCUMENT command converts documents from one format to
another for the purpose of sharing information among different applications. The
default input and output file format is DDIF (Digital Document Interchange
Format), a standard format for the storage and interchange of compound
documents, which can include text, graphics, and images.

The /MESSAGE_FILE qualifier creates a file to which informational and error
messages are logged during the conversion.

$ CONVERT/DOCUMENT/OPTIONS=MY_OPTIONS.CDASOPTIONS -
_$ MY_INPUT.DTIF/FORMAT=DTIF MY_OUTPUT.DDIF/FORMAT=DDIF
_$ /MESSAGE_FILE=MY_MSGS.MSG

This command converts an input file named MY_INPUT.DTIF, which has the
DTIF format, to an output file named MY_OUTPUT.DDIF, which has the DDIF
format. The specified options file is named MY_OPTIONS.CDA$OPTIONS, and
the message file is named MY_MSGS.MSG.
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2.2 FSMESSAGE Lexical Function

The message-component-list argument for the FEMESSAGE lexical function
allows you to specify the system message component for which information is to
be returned.

F$MESSAGE(status-code [,message-component-list])

Argument

message-component-list
The system message component or components to be returned. If this parameter
is null or unspecified, then all system message components are returned.

Table 2-2 describes the valid system message component keywords.

Table 2-2 F$MESSAGE Keywords

Component Keyword Information Returned
FACILITY Facility name

SEVERITY Severity level indicator
IDENT Abbreviation of message text
TEXT Explanation of message

Note that when the FACILITY, SEVERITY, and IDENT code keywords are
specified (individually or in combination), the resulting message code is preceded
by the percent sign (%) character. The individual parts of the message code are
separated by hyphens when multiple code keywords are specified.

When only the TEXT keyword is specified, the resulting text is not preceded

by any character. When the TEXT keyword is specified with the FACILITY,
SEVERITY, or IDENT code keyword, the message code is separated from the text
by a comma and a space (, ).

Examples
1. § ERROR_INFO = FSMESSZGE(%X1C,"TEXT")
$ SHOW SYMBOL I RPQ: INFO
ERROR_INFO = XCEEDED QUOTA"

This example shows the system message component that is returned by using
the keyword TEXT.
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2.

$ SUBMIT IMPORTANT.COM

§ SYNCHRONIZE /entry='$ENTRY’

§ IF S$STATUS THEN EXIT

$!

$ JOB_STATUS = $STATUS

St

$ IF "$JOBDELETE" .EQS. FSMESSAGE (JOB_STATUS, "IDENT")
$ THEN

$ ELSE
$ IF "$JOBABORT" .EQS. FSMESSAGE (JOB_STATUS, "IDENT")
$ THEN

$ ELSE

$ ENDIF
$ ENDIF

This command procedure submits a batch job and waits for it to complete.
Upon successful completion, the procedure exits. If the job completes
unsuccessfully, more processing is done based on the termination status
of the batch job.

The first command submits the command procedure IMPORTANT.COM. The
second command, SYNCHRONIZE, tells the procedure to wait for the job to
finish. The third command determines if the job completed successfully and,
if so, the procedure exits. The next command saves the status in a symbol.

The first IF statement uses F$MESSAGE to determine whether the job was
deleted before execution. If so, it does some processing, possibly to resubmit
the job or to inform a user via MAIL.

The next IF statement uses FEMESSAGE to determine whether the job was
deleted during execution. As a result, some cleanup or human intervention
may be required, which would be done in the THEN block.

If neither IF statement was true, then some other unsuccessful status was
returned. Other processing, which would be done in the block following the
ELSE statement, might be required.
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Batch and Print Queuing System

This chapter contains information about the new batch and print queuing system
that is of interest to general users.

3.1 Changes to SHOW ENTRY
This section describes changes to the SHOW ENTRY display and command.

3.1.1 Change in Format of SHOW ENTRY Display

In the previous batch and print queuing system, the SHOW ENTRY command
returned a display similar to the following:

Jobname Username Entry Blocks Status

MYJOB HERSHEY 6 Retained on completion
On generic batch queue CLUSTER_BATCH

In the new batch and print queuing system, the format for the SHOW ENTRY
display is changed and appears similar to the following:

Entry Jobname Username Blocks Status

6 MYJOB HERSHEY Retained on completion
On stopped generic batch queue CLUSTER_BATCH
Completed 28-MAR-1991 17:52 on queue NODE_BATCH

The new display makes it easier for a user to locate a job’s entry number. This is
important because the entry number is needed for the SET ENTRY and DELETE
/ENTRY commands. The new display also includes the state of the queue in
which the job is currently located.

3.1.2 SHOW ENTRY Command Accepts Job Names

In VMS Version 5.0, the SHOW ENTRY command was added to let users display
information about their batch and print jobs without having to view other queue
information. The SHOW ENTRY command accepted any of the following values

for its parameter:

¢ No value, to display all of a user’s jobs

* A single entry number or a list of entry numbers, to display only those jobs
specified

¢ The $ENTRY symbol, to display the job most recently added by that process
(this feature was added with VMS Version 5.2)
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In the new batch and print queuing system, the SHOW ENTRY command also
accepts a job name as a legal value for its parameter. The command SHOW
ENTRY job_name displays all of the user’s jobs having the specified job name, as
shown in the following example:

$ SHOW ENTRY CHECKNODE

Entry Jobname Username Blocks Status
38 CHECKNODE HERSHEY Holding
On stopped batch queue NODEA_BATCH
167 CHECKNODE HERSHEY 2 Pending
On stopped printer queue NODEB_PRINT
605 CHECKNODE HERSHEY Pending

On stopped batch queue NODEC_BATCH

Wildcards are allowed. You can also specify lists using any combination of valid
parameters. For example, the following command displays entry 605 and all
entries with job names starting with “W”:

§ SHOW ENTRY 605, W*

By specifying a job name with the SHOW ENTRY command, users can view
information about their entries without having to remember the entry numbers
assigned to the jobs. This is helpful for users with many jobs in the system.

For more information about the SHOW ENTRY command, see the VMS DCL
Dictionary.

3.1.3 New Stalled Job State

Previously, when a queue physically stalled, the SHOW ENTRY command output
for the executing job would display the status of the job as “Executing” even
though the job was stalled. For example, if queue NODEA_PRINT were stalled, a
SHOW ENTRY command would display the following:

Jobname Username Entry Blocks Status

MYJOB HERSHEY 6 238 Executing
On printer queue NODEA_PRINT

Thus, the user might incorrectly believe that the job was processing.

In the new batch and print queuing system, when the physical device to which a
queue is assigned is stalled, the job’s status now appears as “Stalled”, as shown
in the following example:

Entry Jobname Username Blocks Status

6 MYJOB HERSHEY 238 Stalled
On stalled printer queue NODEA_PRINT

The new display also includes the state of the queue in which the job is located.

3.2 Change in Format of SHOW QUEUE Display

In the previous batch and print queuing system, the SHOW QUEUE command
returned a display similar to the following:
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Batch queue NODE_BATCH, on NODE22::

Jobname Username Entry Status

SET HERSHEY 6 Executing

In the new batch and print queuing system, the display for the SHOW QUEUE
command is changed to appear similar to the following:

Batch queue NODE_BATCH, busy, on NODE22::

Entry  Jobname Username Status

6 SET HERSHEY Executing
The new display makes it easier for you to locate a job’s entry number.

3.3 User-Specified Job Retention

In the previous batch and print queuing system, system managers could use
the /RETAIN qualifier with the INITIALIZE/QUEUE, START/QUEUE, or SET
QUEUE command to establish job retention policy for a particular queue.

In the new batch and print queuing system, users can also use the /RETAIN
qualifier with the PRINT, SUBMIT, or SET ENTRY command to specify the
circumstances under which they want their jobs to be retained in a queue.

3.3.1 Uses for User-Specified Job Retention

Specifying job retention can be useful for the following reasons:

* Changes to the SHOW ENTRY and SHOW QUEUE displays include the
date and time at which a retained job completed and the queue on which it
executed. This information can help you determine which printer a print job’s
output was sent.

* As with previous versions, the SHOW ENTRY and SHOW QUEUE displays
for jobs retained on error also include the unsuccessful status message. This
message can help you determine why a job did not complete sucessfully.

Without job retention, no record of a job is left in a queue after a job completes.
However, when a job is retained in the queue, you can issue the SHOW QUEUE
command after the job completes to see the status of the job. For example:

S SHOW QUEUE DOCSLNO3
Server queue DOCSLNO3, stopped, on NEWTON:: mounted form DEFAULT

Entry Jobname Username Blocks Status

436 DOCPLAN HERSHEY 8 Retained on error
%JBC-F-JOBABORT, job aborted during execution
Completed 4-APR-1991 20:15 on gueue DOCSLNO3
3.3.2 Job Retention Command Syntax

To specify that you want your job to be retained, use the /RETAIN qualifier with
the PRINT, SUBMIT, or SET ENTRY commands as shown in the following syntax
example:

PRINT/RETAIN=option filespec],...]
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where option can be one of the following:

¢ ALWAYS—Holds the job in the queue regardless of the job’s completion
status.

e DEFAULT—Holds the job in the queue as specified by the queue’s retention
policy.

¢ ERROR—Holds the job in the queue only if the job completes unsuccessfully.

*  UNTIL=time-value—Holds the job in the queue for the specified length of
time, regardless of the job’s completion status.

Note

You cannot specify the /NORETAIN qualifier with the commands PRINT,
SUBMIT, and SET ENTRY (as system managers can with the commands
INITIALIZE/QUEUE, START/QUEUE, and SET QUEUE); however, you
can specify /RETAIN=DEFAULT with those commands. The default
option holds the job in the queue as specified by the queue’s retention
policy. If the system manager has not specified retention for the queue,
the job is not retained.

3.3.3 How Job Retention Is Determined

34

Although you can now specify job retention options for your own jobs, the job
retention option you specify may be overridden by the job retention option of the
queue on which your job executed. If you submit or print a job to a generic queue,
the generic queue’s job retention setting may also override the job retention
option you specify. This section describes how job retention is determined.

An execution queue’s job retention setting takes precedence over a generic queue’s
job retention setting. However, if the job’s completion status does not match the
job retention setting (if any) on the execution queue, then the generic queue’s job
retention setting attempts to control job retention. If the job’s completion status
does not match the job retention setting (if any) on the generic queue, then the
user-specified job retention setting is used. Jobs submitted directly to execution
queues are not affected by job retention settings on generic queues.

If the execution queue’s retention setting applies, the job is retained on the
execution queue. Likewise, if the generic queue’s retention setting applies, the
job is retained on the generic queue. If the user-specified setting applies, the job
is retained in the queue to which it was submitted.

The following example illustrates how the queue manager determines how and
where to retain a job.

Suppose you submit a job to a generic queue and specify /RETAIN=ALWAYS, and
the job completes successfully.

First, the queue manager compares the job’s completion status to the execution
queue’s retention setting. If the queue is set with /RETAIN=ERROR (retains only
jobs that complete unsuccessfully), the job is not retained in the execution queue
because the error condition was not met.

The queue manager then compares the job’s completion status to the generic
queue’s retention setting. If the generic queue has no retention setting, the queue
manager’s comparison again fails to retain the job.
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Finally, the queue manager compares the job’s completion status to the retention
setting you specified for the job. This comparison reveals that the job should be
retained. Because the user-specified setting leads the queue manager to retain
the job, the job is held in the queue to which the job was submitted—in this case,
the generic queue.

For more information about types of queues, see the INITIALIZE/QUEUE
command in the VMS DCL Dictionary. For more information about setting
retention options for queues, see the INITIALIZE/QUEUE, START/QUEUE, or
SET QUEUE command in the VMS DCL Dictionary.

3.3.4 Timed Retention

Timed retention, which you specify using the UNTIL=time-value option, allows
you to retain a job in the queue only as long as you need it. This eliminates the
need to delete the job from the queue later.

For example, the following command retains the print job MYFILE in the queue
until 7:31 on April 19, when the job will automatically be deleted from the queue.

$ PRINT/RETAIN=UNTIL=19-APR-1991:07:31:0.0 MYFILE.DAT

However, depending on the queue’s job retention policy, the job might be retained
indefinitely. The job retention policy set on the queue takes precedence over the
user-specified job retention setting. Because system managers cannot specify
timed job retention for a queue, any jobs retained as a result of a queue’s setting
are retained indefinitely.

If you specify the /RETAIN=UNTIL=time-value option, you must supply a
time value. The time value is first interpreted as a delta time, then as a
combination time, and finally as an absolute time. If you specify a delta time,
the delta begins when the job completes. For example, if you specify PRINT
/RETAIN=UNTIL="+3:00", the job will be retained for three hours after the job
completes. For information about specifying time values, see the VMS User’s
Manual.

3.4 Batch Log Time-Stamps

Batch time-stamps are being introduced with the new batch and print queuing
system. The ability to time-stamp your log files lets you use a full date and time
prefix to identify batch runs and to verify that a batch job ran at the expected
time.

This feature lets users set a prefix, commonly called a time-stamp, for verified
DCL command lines. The enhancement uses the $FAO (formatted ASCII output)
system service to provide some flexibility in formatting the prefix. The FAO
control string is limited to:

¢ Constants

* Special formatting directives (such as "!/", "I_", "IA", "II" and "In*c")
¢ Date/time directives ("!%D" and "!%T")

* Repeat counts ("In(DD)")

¢ Qutput-field-length specifications ("!lengthDD")

Time-stamping occurs once for a verified command; continuation lines are padded
with blanks. Image input and output lines are not prefixed or padded.
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To use time-stamping, users must set a prefix control string with the new SET
PREFIX command. Prefixing occurs any time that command verification is
turned on with the SET VERIFY command or the F$VERIFY lexical function. To
determine the current prefix control string, use the FSENVIRONMENT lexical
function with the new VERIFY_PREFIX item.

See Section 3.4.1 for more information about the new SET PREFIX command.
See the VMS DCL Dictionary for more information about the SET VERIFY
command or the F$VERIFY lexical funtion. See Section 3.4.2 for more
information about the new VERIFY_PREFIX item.

3.4.1 New DCL Command: SET PREFIX

The SET PREFIX command replaces the current verification prefix control string
with a specified string. This allows you to prefix verified command lines with a
custom string. This string is a limited FAO control string that specifies date and
time information as well as information about constants and formatting controls
(that is, tabs, form feeds, and so on). See the description of the F$FAO lexical
function in the VMS DCL Dictionary for more information about FAO control
strings.

The first line of a verified command is prefixed with the result of the control
string. Any continuation lines are prefixed with a blank string to make them
flush with the first line of the command. Command input and output are not
prefixed.

SET [NOJPREFIX string

Parameter

string

Specifies the new FAO control string to be used in generating a prefix to a verified
command line. The following rules apply:

* No more than 64 characters are allowed in the control string.

* The resulting string can be no longer than 64 characters.

* Basic formatting FAO directives can be used ("//", "1_", "I"", "Il", and "In*c").
¢ Time and date FAO directives can be used ("!%T" and "!%D").

* Repeat counts can be used ("'n(DD)").

*  Output-field-length specifications can be used ("!lengthDD").

¢ Combination of repeat count and output field length can be used
("In(lengthDD)").

For more information about building an FAO control string, see the description of
the F$FAO lexical function in the VMS DCL Dictionary.
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Example

$§ SET VERIFY

$ @TEST

$ SET DEFAULT SYSSLOGIN

$ SHOW DEFAULT
USERS: [SMYTHE]

$ SET PREFIX "(!5%T) "

$ @TEST

(17:52) $ SET DEFAULT SYSS$LOGIN

(17:52) § SHOW DEFAULT
USERS : [SMYTHE]

This example demonstrates the difference between having no prefix for
verification and having one. The first command turns on verification. (Verification
must be on to see the prefix.) The second command invokes a test procedure to
show what the output looks like without a prefix. The third and fourth lines
reflect the contents of the test procedure invoked in the preceding command.
The third command sets the prefix to an FAO control string so that the first

five characters of the standard time will be shown for each command. The last
command invokes the test procedure again to demonstrate what the output looks
like with a prefix.

3.4.2 New Iltem for FSENVIRONMENT Lexical Function

A new item, VERIFY_PREFIX, has been added to the FSENVIRONMENT lexical
function. The VERIFY_PREFIX item returns the prefix control string for verified
command lines. Use the SET PREFIX command to set the control string. If
procedure verification is in effect, then the control string will generate a prefix to
which the verified line is appended. The return value for the VERIFY_PREFIX
item is a character string.

Example

$ PROC_VER = F$ENVIRONMENT ("VERIFY_PROCEDURE")
$ IMAGE_VER = F$ENVIRONMENT ("VERIFY_IMAGE")

$ HOLD_PREFIX = F$ENVIRONMENT ("VERIFY_PREFIX")
$ SET PREFIX "(!%T) "

$

SET VERIFY

$ TEMP = FSVERIFY(PROC_VER, IMAGE_VER)
$ SET PREFIX "''HOLD_PREFIX'"

This command procedure uses the F$ENVIRONMENT lexical function to save
the current procedure and image verification settings, as well as the current
verification prefix string. The SET PREFIX command sets the verification prefix
to be used in the current command procedure. It uses an FAO control string

to produce the time each command is read by the command interpreter (DCL),
surrounded by parentheses. Then the SET VERIFY command turns on both
procedure and image verification. Subsequently, the F§VERIFY lexical function
is used to restore the original verification settings. The SET PREFIX command
returns the verification prefix to its previous setting. Note how the symbol
HOLD_PREFIX is used in the SET PREFIX command. This preserves casing and
special characters in the stored string.
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3.5 /NOTE Qualifier for SUBMIT Command

In the new batch and print queuing system, the SUBMIT command accepts the
/NOTE qualifier. The /NOTE qualifier is used to specify a message string of up to
255 characters. This message string appears as part of the display on a SHOW
QUEUE/FULL command and can thus be used to convey information concerning
the job, as in the following example:

S SUBMIT /HOLD MYJOB -

_$ /NOTE="ATTN OPERATOR: Mount tape ABCD before releasing job"

$ SHOW QUEUE/FULL SYSSBATCH

Generic batch queue SYS$BATCH
/GENERIC= (DEANNA_BATCH, TROI_BATCH, EMPATH_BATCH) /OWNER=[SYSTEM]
/PROTECTION=(S:E,0:D,G:R,W:W)

Entry Jobname Username Status

38 MYJOB HERSHEY Holding
Submitted 12-NOV-1991 17:56
/NOTE="ATTN OPERATOR: Tape ABCD must be mounted before
release of job" /PRIORITY=100
File: _S$1$DUA24: [HERSHEY]MYJOB.COM; 2

The message specified with the /NOTE qualifier is also printed on the flag page
of the log file and can be used to convey post-printing information, as in the
following example:

$  SUBMIT /LOG_FILE /PRINTER=MYPRINTQUEUE MYJOB -
_$ /NOTE="Please send log file to second Iloor mailbox"

3.6 Changes to FSGETQUI Lexical Function

3-8

In the new batch and print queuing system, the F§GETQUI lexical function

is enhanced to return information about the new AUTOSTART feature as it
pertains to a queue. For more information about using F$GETQUI, see the VMS
DCL Dictionary. The AUTOSTART feature is described in detail in Section 5.4.

The F$GETQUI lexical function is also enhanced to return information about
user-specified job retention. See Section 3.3 for more information about user-
specified job retention. In addition, the object-id argument to the DISPLAY_
ENTRY function code now accepts a job name. For more information about the
job name argument, see Section 3.1.2.

The item argument specifies the kind of information you want returned about
a particular queue, job, file, form, or characteristic. Table 3—-1 lists the new or
enhanced item codes in the new batch and print queuing system.

Table 3-1 F$GETQUI Items

Item Return Type Information Returned

AUTOSTART_ON String A list of node or node device pairs on
which the autostart queue may be run. For
information about autostart queues, see
Section 5.4.

(continued on next page)



Batch and Print Queuing System
3.6 Changes to FSGETQUI Lexical Function

Table 3-1 (Cont.) F$GETQUI ltems

ltem Return Type Information Returned

QUEUE_AUTOSTART String FALSE. TRUE if the specified queue has
been designated as an autostart queue. For
information about autostart queues, see

Section 5.4.
QUEUE_AUTOSTART_ String FALSE. TRUE if the queue is an autostart
INACTIVE queue that will not be automatically

started. If TRUE, a START/QUEUE or
INIT/QUEUE/START command must
be issued to restart the queue. For
information about autostart queues, see
Section 5.4.

QUEUE_AVAILABLE String FALSE. TRUE if queue is processing work
but is capable of processing additional
work.

QUEUE_BUSY String FALSE. TRUE if queue cannot process
additional jobs because of work in progress.

QUEUE_STOP_PENDING String FALSE. TRUE if queue will be stopped
when work currently in progress has
completed.

JOB_ERROR_RETENTION  String FALSE. TRUE if the user requested that
the specified job be held in the queue if it
completes unsuccessfully.

JOB_RETENTION String FALSE. TRUE if the user requested that
the specified job be held in the queue upon
completion.

JOB_STALLED String FALSE. TRUE if the specified job is stalled

because the physical device on which it was
printing is stalled.

JOB_RETENTION_TIME String Shows the user-specified system time until
which the specified job will be retained in
the queue.

JOB_COMPLETION_TIME  String Shows the time at which the execution of
the specified job completed.

JOB_COMPLETION_ String Shows the name of the queue on which the

QUEUE specified job executed.

The object-id argument specifies either a name or a number of one or more
objects about which F$GETQUI is to return information.

In the new batch and print queuing system, the object-id argument is enhanced
to accept a 1- to 39-character string when specified with the DISPLAY_ENTRY
function. F$GETQUI uses this string to restrict its search for a job or jobs.
F$GETQUI searches for job names that match the object-id input value for the
given user name.

To direct F§GETQUI to perform a wildcard search, specify the wildcard keyword
as a flags argument. Wildcard characters (* and %) are allowed as part of the
character-string value specified as the object-id argument.
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3.6 Changes to FSGETQUI Lexical Function

Example

$ this_node = f$edit (f$getsyi("scsnode"), "collapse")
$ temp = f$getqui ("cancel_operation")

$ set noon

$loop:

$ queue = f$getqui("display_gueue", "queue_name","*", "wildcard")
$ if queue .egs. "" then goto endloop

$ if this_node .egs. f$getqui("display_queue","scsnode_name","*","wildcard, freeze_context")
$ then

$ if .not. f$getqui("display_queue", "queue_autostart","*","wildcard, freeze_context")-
then start/queue 'queue’

$ endif

$ goto loop

Sendloop:

$ set on

This command procedure looks at all queues associated with the local cluster
node and starts any queue that is not marked as autostart.

The procedure starts by obtaining the node name of the local system and
clearing the F§GETQUI context. In addition, error handling is turned off for

the subroutine so that if a queue had been started before, the resulting error from

the START QUEUE command will not abort the command procedure.

Inside the subroutine, the F$GETQUI function gets the next queue name in the
queue list. If the result is empty, then it has reached the end of the list and exits

the subroutine.

The next IF statement checks to see if the queue runs on the local node. If it

does, the next statement checks if the queue is marked as an autostart queue.

If the queue is marked as an autostart queue, it is started with the START
command and the subroutine executes again.

The final command of the procedure restores DCL error handling to the previous

setting.
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VMS System Messages

This chapter alphabetically lists and describes system messages that have been
added or revised since Version 5.4 of the VMS System Messages and Recovery
Procedures Reference Manual. The following pages include new, updated, or
previously undocumented system messages for the following VMS facilities:

ANALDISK, Analyze/Disk_Structure Utility
AUTHORIZE, Authorize Utility

BACKUP, Backup Utility

BUGCHECK, System Bugcheck

CLI, Command Language Interpreter (DCL)
CMA, DECthreads (Multithreading Run-Time Library)
DISMOUNT, DISMOUNT Command
DDTM, DECdtm Services

INIT, INITIALIZE Command

JBC, Job Controller

LAVC, Local Area VAXcluster

LAT, LAT Facility

LMCP, Log Manager Control Program
LOGIN, Login Processor

MAIL, Mail Utility

MOUNT, Mount Utility

NCP, Network Control Program

OPCOM, Operator Communication Process
QMAN, Queue Manager

SDA, System Dump Analyzer

STDRYV, System Startup Driver

SYSBOOT, System Bootstrap Facility
SYSGEN, System Generation Utility
SYSTEM, VMS System Services

This chapter includes messages that were published in the VMS Version 5.4
Release Notes.
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See Section B.4.2.1 for information on how to install and access an online help
version of the VMS System Messages and Recovery Procedures Reference Manual.

ABORT, abort
Facility: SYSTEM, VMS System Services
Explanation: This message is returned under either of the following
conditions:

e It is returned by $START _TRANS if the DECdtm services are disabled on
the local node or if the node does not have a transaction log.

e It is returned by $END_TRANS if the transaction was aborted during
processing.

User Action: On returns from $START _TRANS, make sure the local node
has a transaction log and the DECdtm transaction services are enabled. On
returns from $END_TRANS, check the abort reason code in the I/O status
block to find out why the transaction aborted.

ABORTED, application aborted transaction via $ABORT_TRANS service
Facility: DDTM, DECdtm Services

Explanation: The user program has aborted the transaction using the
$ABORT_TRANS service.

User Action: None.

ACCWAIT, waiting to access files in ’directory’
Facility: QMAN, Queue Manager

Explanation: When a node is booting, the queue manager can start

up before the disk that contains queue and journal files is mounted. In
such cases, all queuing-related requests wait and this message displays
periodically to alert the system manager of the situation. An accompanying
message describes the disk-related error.

User Action: Make sure the disk is mounted. Consult the accompanying
message to diagnose any problems.

ACCWAITDONE, no longer waiting to access files in ‘directory’
Facility: QMAN, Queue Manager

Explanation: When a node is booting, the queue manager can start up
before the disk that contains queue and journal files is mounted. This
message indicates that the queue manager is no longer waiting because the
disk has been mounted or startup has completed.

User Action: None.

ACPINIT, LATACP initialized
Facility: LAT, LAT Facility
Explanation: The LATACP has been initialized.
User Action: None.
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ACPNOCTL, insufficient resources - ACP CTL/P1 space limit reached
Facility: LAT, LAT Facility
Explanation: A request to add more information to the LATACP’s database
has been rejected because LATACP has insufficient resources to service the
request.
User Action: Increase the value of SYSGEN parameter CTLPAGES or refer
to the VMS LAT Control Program (LATCP) Manual for information on how to
set a node limit to decrease LATACP’s consumption of P1 space.

ACPNOKSTK, insufficient resources - ACP kernel stack limit reached
Facility: LAT, LAT Facility
Explanation: A request to add more information to the LATACP’s database
has been rejected because LATACP has insufficient resources to service the
request.
User Action: Refer to the VMS LAT Control Program (LATCP) Manual for

information on how to set a node limit to decrease LATACP’s consumption of
the kernel stack.

ACPNOVIRT, insufficient resources - ACP PO space limit reached
Facility: LAT, LAT Facility

Explanation: A request to add more information to the LATACP’s database
has been rejected because LATACP has insufficient resources to service the
request.

User Action: Refer to the VMS LAT Control Program (LATCP) Manual for
information on how to set a node limit to decrease LATACP’s consumption of
PO space, or determine the cause of the resource exhaustion and attempt to
correct it by tuning the LATACP process.

ALERTED, thread execution has been canceled
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A thread has been requested to terminate by either the
cma_thread_alert or pthread_cancel routine. DECthreads uses an alert to
request that a thread terminate after first performing cleanup and shutdown
operations.

User Action: If you do not want threads to terminate at the point where
this alert is being delivered, you can use several routines (cma_alert_
disable_general, cma_alert_disable_asynch, cma_alert_restore,
pthread_setcancel, and pthread_setasynccancel) to specify points in the
thread process where alerts cannot be delivered to the thread.

ALERT_NESTING, improper nesting of alert scope
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: An attempt was made to restore an inner scope after an
enclosing outer scope had already been restored.

User Action: Examine the code to determine where the incorrect alert state
variable was passed to the cma_alert_restore routine.
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ALLOCMEM, error allocating virtual memory
Facility: JBC, Job Controller and QMAN, Queue Manager

Explanation: The job controller or queue manager encountered an error
while allocating virtual memory. An accompanying message provides
additional information.

User Action: Take action based on the accompanying message. You
might need to run AUTOGEN to increase the SYSGEN parameter
VIRTUALPAGECNT. If the accompanying message does not require you to
keep the process dump, you can delete it.

ALRCURTID, a default transaction is currently defined
Facility: SYSTEM, VMS System Services

Explanation: An attempt was made to start a default transaction when the
process already had a default transaction.

User Action: Either terminate the default transaction already in progress
before starting a new one or start a new transaction as a nondefault
transaction.

ARBTOOBIG, access rights block too big
Facility: SYSTEM, VMS System Services

Explanation: The access rights block (ARB) for the current process is too
large to package and send to another subsystem.

User Action: Have your system manager use the Authorize Utility to remove
unnecessary rights identifiers from the process and reenter the command.

ASUSPECT, customer defined text
Facility: LAVC, Local Area VAXcluster
Explanation: The local area VAXcluster network failure analysis has located
a network problem and reported this network component as suspect.

User Action: Several PEDRIVER channels that were using this network
component have failed. The analysis indicates that this component or
something connected to it is likely to have caused the network problems.
Have the system manager or network manager look into the network
problem.

AUTONOTSTART, queue is autostart active, but not started
Facility: JBC, Job Controller

Explanation: You tried to start an autostart queue when none of its
available nodes has autostart enabled.

User Action: Enter an ENABLE AUTOSTART[/QUEUES] command on the
nodes in the queue’s autostart node list.

BADCHECKSUM, message checksum failure
Facility: SYSTEM, VMS System Services

Explanation: A VAXcluster node has received a service request that
contains user or object security profile information with questionable data
integrity. The request cannot be serviced without potentially compromising
system security.

User Action: Contact Digital Services or file a Software Performance Report
(SPR).
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BADFORMAT, format version mismatch in file ‘filespec’
Facility: Shared by several facilities
Explanation: The specified file is not formatted as expected.
User Action: Verify that you specified the correct file.

BADGETJPI, unable to read process information
Facility: LAT, LAT Facility

Explanation: LATCP was unable to read process information before doing a
SPAWN command.

User Action: Take appropriate action based on information in the
accompanying message.

BADITMPROC, failed to process item code 'hex-number’ correctly
Facility: QMAN, Queue Manager

Explanation: The queue manager encountered an internal error. When this
error message occurs, a user request terminates with an INVITMCOD error.

User Action: Submit a Software Performance Report (SPR) and include the
item code number cited in the message.

BADLOGVER, transaction log file format version is unsupported
Facility: SYSTEM, VMS System Services
Explanation: The format of the transaction log file is not supported.
User Action: Use the LMCP facility to create a new transaction log file.

BAD_NAME, unable to repair log with invalid name format
Facility: LMCP, Log Manager Control Program

Explanation: A log repair could not be performed on the specified log file
either because the file does not exist in the SYS§JOURNAL directory or
because the file is not named using the convention SYSTEM$node-name.

User Action: Refer to Section B.11.1.1 and Section B.11.1.2 for information
about naming and placing log files.

BADPARAM, parameter to DECthreads operation is invalid
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A parameter passed to a DECthreads routine is improper; for
example, the value is of the wrong type or is out of range.

User Action: Determine which routine raised the exception. Then consult
the documentation to determine the correct parameters and value ranges.
Update your code accordingly and retry the operation.

BAD_SIZE, log file size invalid - permitted minimum is 100 blocks
Facility: LMCP, Log Manager Control Program
Explanation: You attempted to create a log file that is too small to use.
User Action: Recreate a log file specifying a file size of 100 blocks or more.
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BUFTOOSMALL, request could not be completely satisfied due to limited buffer
size
Facility: JBC, Job Controller

Explanation: Your $GETQUI or $SNDJBC request was not fully satisfied
because the amount of information retrieved in response to the query exceeds
the amount of data the queue manager can return in response to a single
request.

User Action: Replace your large request with several smaller requests.

BUGCHECK, internal error detected in DECthreads
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: The DECthreads run-time program has discovered an internal
inconsistency.

User Action: Run the program with the debugger. Use the SET OUTPUT
LOG command so that the debugger outputs the results to a file. Type GO to
run the program. When the bugcheck occurs, type SHOW CALLS. Submit a
Software Performance Report (SPR) with the file produced by the debugger.

CANTATTACH, unable to ATTACH to target process
Facility: LAT, LAT Facility

Explanation: LATCP was unable to attach to the process specified by the
ATTACH command for the reason described in an accompanying message.

User Action: Correct the situation based on the information in the
accompanying message.

CANTCOPYSTR, unable to copy character string
Facility: LAT, LAT Facility
Explanation: An internal LATCP error occurred.

User Action: Take appropriate action based on information in the
accompanying message.

CANTSPAWN, unable to SPAWN due to captive account
Facility: LAT, LAT Facility

Explanation: You cannot spawn out of LATCP using the SPAWN command
when LATCP is being run from a captive account.

User Action: None.

CHANINTLK, channel usage interlocked
Facility: SYSTEM, VMS System Services

Explanation: An application attempted to perform a terminal I/O request to
a pseudoterminal that has a virtual terminal linked to it.

User Action: Do not use the channel for terminal I/O until the virtual
terminal is no longer linked.

CLOSEERR, error closing ‘filespec’
Facility: Shared by several facilities

Explanation: The specified file cannot be closed. Usually an accompanying
RMS message indicates why the file cannot be closed.

User Action: Take corrective action based on the accompanying message.
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CMDERROR, error reported by command executor
Facility: LAT, LAT Facility
Explanation: The command executor module for LATCP cannot execute the
command for the reason given in the accompanying message.

User Action: Correct the situation based on the information in the
accompanying message.

CMDOBS, command obsolete - ignored
Facility: LAT, LAT Facility
Explanation: The specified LATCP command is obsolete; the command is
ignored.
User Action: Discontinue use of this command.

CNTRSOBS, counters command qualifier obsolete - command ignored
Facility: LAT, LAT Facility
Explanation: The LATCP command SHOW COUNTERS is obsolete; the
command is ignored.
User Action: Discontinue use of the SHOW COUNTERS command.

COMMERROR, unexpected error #' number’ in communicating with node CSID
‘number’

Facility: QMAN, Queue Manager

Explanation: The queue manager encountered an internal error. The
accompanying message provides more information about the cause of the
error.

User Action: Submit a Software Performance Report (SPR) and include
the message text. Create a copy of all *. QMAN$JOURNAL* files using the
BACKUP/IGNORE=INTERLOCK command as soon as possible and include
the copy with the SPR, along with any SYS$SYSTEM:QMAN$QUEUE_
MANAGER.DMP files. Also provide a copy of any messages written to the
console or operator log file with the QUEUE_MANAGE or JOB_CONTROL
username.

COMM_FAIL, DECdtm transaction manager communications failure prior to
voting

Facility: DDTM, DECdtm Services

Explanation: The transaction aborted because of a communications failure
between two DECdtm transaction managers involved in the transaction.

User Action: Check the network links between the nodes involved in the
transaction.

CONATMPT, continuing attempts to connect to ’service-name-’
Facility: LAT, LAT Facility
Explanation: A SET HOST/LAT connection failed and is being retried.

This informational message is seen only if the /AUTOCONNECT qualifier is
specified on SET HOST/LAT.

User Action: You can enter Ctrl/Y to cancel the retry.
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CONFAIL, connection to 'service-name’ not established
Facility: LAT, LAT Facility
Explanation: A SET HOST/LAT connection attempt was not successful.

User Action: Take appropriate action based on information in the
accompanying message.

CONFQUAVAL, values for /DISCONNECT and /BREAK must be different
Facility: LAT, LAT Facility

Explanation: The SET HOST/LAT command specified the same character
for both the /DISCONNECT and /BREAK qualifiers.

User Action: Specify different characters for the /DISCONNECT and
/BREAK qualifiers.

CONLOST, connection to 'service-name’ terminated
Facility: LAT, LAT Facility

Explanation: After a SET HOST/LAT connection was established, an error
condition occured that caused the connection to be abnormally terminated.

User Action: Determine the availability of the node that had the connection

broken.

CONNECTED, session to 'service-name’ on node 'node-name’ established
Facility: LAT, LAT Facility
Explanation: The SET HOST/LAT session has been established to the

specified service and node. No node name is specified in the message when
the node is the same as the service.

User Action: None.

CONTIMEOUT, connection timed out, server not available, or incorrect server
name
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt on a LAT device (LTAxxx:) failed
when the connection request timed out. Either the remote node was
not available or the LTA device describing the destination to receive the
connection was set up incorrectly.

User Action: Check the mapping for the LTA device from which the

connection was attempted or check to see whether the remote node described

by the LTA device is available on the network.

CONTROLC, operation completed under CTRL/C
Facility: LAT, LAT Facility
Explanation: The LATCP command completed after you entered Ctrl/C.
User Action: None.

CREPRCSTOP, failed to create a batch process; queue ‘'queue-name’ will be
stopped

Facility: QMAN, Queue Manager
Explanation: The queue manager could not create a process to execute

a batch job. To avoid errors when trying to execute other batch jobs in
the queue, the specified queue will be stopped upon completion of any jobs
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currently executing in that queue. An accompanying message provides
additional information.

User Action: Take action based on the accompanying message. Possibly
there are too few process slots on the node. Correct the problem and try to
restart the queue.

DATALOST, data lost
Facility: SYSTEM, VMS System Services

Explanation: Data was lost on a PTD$WRITE operation because the
terminal driver’s type-ahead buffer is full.

User Action: Wait until the driver is ready for input and try entering the
data again. For information on how to program the pseudoterminal, refer to
the VMS I/0 User’s Reference Manual: Part I.

DATAOVERUN, data overun
Facility: SYSTEM, VMS System Services
Explanation: This message can occur under the following conditions:

e More data has been read into the user buffer than the user buffer can
hold.

e More data has been written into the user buffer than the user buffer can
hold.

¢ (Card reader data has been written into the controller data buffer before
the driver has been able to receive previously sent data.

¢ Continued attempts to use PTD$WRITE have resulted in data loss
because the terminal driver’s type-ahead buffer is full.

If this message is associated with a status code returned by a request to a
magnetic tape driver, the data block read is longer than the assigned buffer.
On a read reverse operation, the first data read and stored in the buffer is the
data that was nearest the end-of-tape marker when the operation began.

User Action: There are several possible user actions:
e If there is too much data for the existing buffer, specify a larger buffer.

e If the problem occurred on a card reader operation, resubmit the cards to
the reader.

e Turn on the alternate type-ahead buffer by using the DCL command
SET TERMINAL/ALTYPEAHD. Then increase the type-ahead buffer size
or the alternate type-ahead buffer size, or both, by modifying the TTY
SYSGEN parameters.

e  Wait until the driver is ready to receive input before you resume
writing data. For information on how to handle flow control and the
pseudoterminal, refer to the VMS I/O User’s Reference Manual: Part I.
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DEFER_Q_FULL, no space is currently available to process an AST request
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A call to a DECthreads service from an AST routine cannot be

served immediately because there are too many outstanding requests.
User Action: AST routines using DECthreads are occurring too quickly.
Reduce the number of requests or slow the rate of their arrival.

If you continue to have problems, submit a Software Performance Report
(SPR) including a small test program that reproduces the problem.

DEFINEKEY, defined key ‘key-name’
Facility: LAT, LAT Facility
Explanation: The specified key has been defined by LATCP.
User Action: None.

DELLINK, deleted link 'link-name-’
Facility: LAT, LAT Facility
Explanation: The specified link has been deleted by LATCP.
User Action: None.

DELPORT, deleted port 'port-name’
Facility: LAT, LAT Facility
Explanation: The specified port has been deleted by LATCP.
User Action: None.

DELSERVICE, deleted service 'service-name’
Facility: LAT, LAT Facility
Explanation: The specified service has been deleted by LATCP.
User Action: None.

DISCONNECTED, session disconnected from ’service-name’
Facility: LAT, LAT Facility
Explanation: The SET HOST/LAT session has been disconnected.
User Action: None.

'virtual-unit:” does not contain the member named to VMB. System may not
reboot.

Facility: OPCOM, Operator Communication Process
Explanation: Either of the following conditions can cause this message:

* The boot device is dismounted or failed out of the system disk shadow set.

* Shadowing finds the boot device missing from the system disk shadow set

membership during any dismount operations on the system disk.

User Action: Mount the boot device back into the shadow set as soon as
possible. If you cannot mount the boot device back into the shadow set,
change the device name in VMB so the system can reboot.
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DRIVERNOTSHUT, LATACP not initialized because driver not completely shut
down

Facility: LAT, LAT Facility
Explanation: An attempt was made to run the LATACP process before the
previous driver shutdown request had completed.

User Action: Wait until driver shutdown tasks have completed before
attempting to start LATACP or determine whether some condition is
preventing LAT driver shutdown from completing.

DUPCHARNAME, duplicate characteristic name
Facility: JBC, Job Controller

Explanation: A DEFINE/CHARACTERISTIC command specified a
characteristic name that is already defined. Each characteristic must have a
unique name.

User Action: Choose a name that is not yet defined or delete the old
definition and redefine it.

DUPCHARNUM, duplicate characteristic number
Facility: JBC, Job Controller

Explanation: A DEFINE/CHARACTERISTIC command specified a
characteristic number that is already defined. Each characteristic must have
a unique number.

User Action: Choose a number that is not yet defined or delete the old
definition and redefine it.

DUPFORMNAME, duplicate form name
Facility: JBC, Job Controller

Explanation: A DEFINE/FORM command specified a form name that is
already defined. Each form must have a unique name.

User Action: Choose a name that is not yet defined or delete the old
definition and redefine it.

END, control returned to node ‘node-name’
Facility: LAT, LAT Facility
Explanation: The SET HOST/LAT session has ended.
User Action: None.

ENTNOTFOU, node/service entity not found
Facility: LAT, LAT Facility

Explanation: An attempt to locate information about a specified node or
service ended with the local node finding no such information.

User Action: Check the network to ascertain that the specified node or
nodes offering the specified service are available. Also, check that the group
codes offered by the specified node or service coincide with the local node’s
user groups.
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ERRCREKBD, unable to create virtual input device

Facility: LAT, LAT Facility

Explanation: LATCP cannot create a virtual input device for keyboard
commands. An accompanying message explains why the virtual input device
cannot be created.

User Action: Correct the situation based on the information in the
accompanying message.

ERRVIRDPY, unable to create virtual output device

Facility: LAT, LAT Facility

Explanation: LATCP cannot create a virtual output device to display data.
An accompanying mesage explains why the virtual output device cannot be
created.

User Action: Correct the situation based on the information in the
accompanying message.

EXCCOP, exception raised; VMS condition code follows

Facility: CMA, DECthreads (Multithreading Run-Time Library)
Explanation: An exception has been raised by the EXC_HANDLING.H
package, which provides portable exceptions for the C language. The
accompanying VMS condition code identifies the error.

User Action: See the documentation for the software that your program is

calling to determine the reason for this exception. Correct the problem or use
the EXC_HANDLING.H package to provide an exception handler.

EXCEPTION, exception raised; address of exception object: ‘object-address’

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: An exception has been raised by the EXC_HANDLING.H
package, which provides portable exceptions for the C language.
User Action: See the documentation for the software that your program is

calling to determine the reason for this exception. Correct the problem or use
the EXC_HANDLING.H package to provide an exception handler.

EXISTENCE, object referenced does not currently exist

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A DECthreads routine has been requested to operate on an
object that does not exist.

User Action: Consult the documentation for the DECthreads routine that
issued this message to determine the conditions that caused it. Also check
the program where the call is issued to determine which object or objects
being passed as parameters do not currently exist.

EXIT_THREAD, current thread has been requested to exit

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: The cma_exit_thread routine has been called to force the
thread to shut down in an orderly fashion. This message notifies all active
exception handlers to perform any necessary cleanup activities.

User Action: None.
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FAILOVER, attempting failover
Facility: LAT, LAT Facility
Explanation: A SET HOST/LAT connection to a service has been abnormally

lost. SET/HOST LAT is attempting to connect to another node offering the
same service.

User Action: None.

FATALERR, fatal error reading startup database
Facility: STDRV, System Startup Driver

Explanation: The startup driver encountered a fatal error while trying to
read the startup database files. The startup operation is aborted. If this
message occurs during a system reboot, VMS may not have been properly
started.

User Action: Verify that the startup databases, defined by the logical
names STARTUP$STARTUP_VMS, STARTUP$STARTUP_LAYERED, and
STARTUP$PHASES, are all available and can be accessed.

FREEDISK, free up 'number’ blocks on disk ‘disk-name’
Facility: QMAN, Queue Manager

Explanation: The specified amount of disk space is needed on the named
disk.

User Action: Purge and delete files to make more space on the disk.

ILLPERNAM, 'string’ is an illegal personal name
Facility: MAIL, Mail Utility
Explanation: You specified a string containing an illegal combination

of characters, such as, for example, multiple consecutive spaces, special
characters that MAIL cannot process, or unbalanced quotation marks.

User Action: Specify a personal name that avoids the problem.

INCDISABLED, incoming connections are currently disabled
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt failed because the driver is not
accepting incoming LAT connections.

User Action: Enable incoming LAT connections (refer to the VMS LAT
Control Program (LATCP) Manual for instructions) and retry the connection.

INCSHAMEM, system disk membership inconsistency
Facility: INIT, INITIALIZE Command

Explanation: The boot device is not currently a source member of the
shadow set. One or more of the shadow set members named in the storage
control block (SCB) of the boot device is inaccessible.

User Action: None.
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INIALRPRO, DECthreads initialization is already in progress
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A call was made to the DECthreads initialization routine
cma_init while DECthreads was still trying to initialize itself on a prior call.
DECthreads initialization must complete before any DECthreads routines are
used. Once DECthreads is fully initialized, all calls to ema_init complete
successfully.

User Action: Remove the offending concurrent call to the cma_init routine
or delay it until the first call to ema_init has completed.

INITFAIL, job controller initialization failure
Facility: JBC, Job Controller

Explanation: This message typically indicates that the system is improperly
configured. The accompanying message provides more information.

User Action: Use AUTOGEN to reconfigure the system. If the problem
does not seem to be associated with the system’s configuration, submit a
Software Performance Report (SPR) and include SYS$SYSTEM:JBC$JOB_
CONTROL.DMP plus any messages written to the console or operator log file
with the QUEUE_MANAGE or JOB_CONTROL username.

INSRES, insufficient resources to complete operation
Facility: LAT, LAT Facility
Explanation: The system does not have enough resources to service the user
request.

User Action: Contact the system manager to determine which system
resource is inadequate.

INTERNALERROR, internal error caused loss of process status
Facility: JBC, Job Controller

Explanation: A system error prevented the queue manager from obtaining
the completion status of a process.

User Action: Ask your system manager to consult the operator log for
messages associated with the process.

IN_USE, object referenced is already in use
Facility: CMA, DECthreads (Multithreading Run-Time Library)
Explanation: The DECthreads operation cannot be performed on the

specified object because it is already in use; for example, the routine is
attempting to delete a mutex that is locked.

User Action: Determine which routine caused the error and make sure the
object is in an appropriate state before attempting the operation.

INVBUSNAM, invalid Local Area VAXcluster BUS name
Facility: SYSTEM, VMS System Services
Explanation: An invalid BUS name was specified when calling the
SYS$LAVC_START_BUS or SYS$LAVC_STOP_BUS routine.

User Action: Check the BUS name to make sure it contains at least three
ASCII characters to specify the LAN device to be used. For example, XQA is
a valid BUS name for the device name _XQAO:. The full device name _XQAO:
is also a valid BUS name.
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INVCMD, invalid command
Facility: LAT, LAT Facility
Explanation: The specified LATCP command was invalid for the reason
given in an accompanying message.

User Action: Correct the situation based on the information in the
accompanying message.

INVCOMPID, invalid component ID
Facility: SYSTEM, VMS System Services

Explanation: An invalid component identification (ID) value was specified in
the network path description. SYS$LAVC_DEFINE_NET_PATH returns the
invalid component ID value in the buffer provided for BAD_COMPONENT_
ID.

User Action: A coding error occurred in the user program that passed the
component ID value. Review how the component ID value was obtained and
why it was placed into the network component list. Component IDs are valid
only on the local system and are not valid across system boots or after calling
SYS$LAVC_DISABLE_ANALYSIS.

INVCOMPLIST, invalid component list
Facility: SYSTEM, VMS System Services

Explanation: The network component list used when calling SYS$LAVC_
DEFINE_NET_PATH was built incorrectly.

User Action: Check the network component list to make sure it contains
the component identification (ID) values for two NODE components and
two ADAPTER components. The first and last component ID values should
correspond to NODE components.

INVCOMPTYPE, invalid component type
Facility: SYSTEM, VMS System Services

Explanation: An invalid component type value was passed to SYS$LAVC_
DEFINE_NET_COMPONENT.

User Action: Use one of the component type values defined by the macro
$PEMCOMPDEF: COMP$C_NODE, COMP$C_ADAPTER, COMP$C_
COMPONENT, or COMP$C_CLOUD.

INVJOUDATA, invalid data found in job journal file
Facility: QMAN, Queue Manager

Explanation: The queue manager could not identify a piece of data in the
job journal file.

User Action: Submit a Software Performance Report (SPR). Create a copy
of all * QMAN$JOURNAL* files using the BACKUP/IGNORE=INTERLOCK
command as soon as possible and include the copy with the SPR. Also provide
a copy of any messages written to the console or operator log file with the
QUEUE_MANAGE or JOB_CONTROL username.
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INVPREFIX, invalid prefix format string - check FAO directives

Facility: CLI, Command Language Interpreter (DCL)

Explanation: The prefix format string specified with SET PREFIX is invalid
for one of the following reasons: it is too long; it has invalid FAO directives;
or it has FAO directives that are not supported with this command.

User Action: Check the SET PREFIX description in Section 3.4.1 for

restrictions on the format string contents and resulting length. Modify the
string accordingly and retry the command.

INVQMANMSG, queue manager received an improper message

Facility: QMAN, Queue Manager

Explanation: The queue manager encountered an internal error.

User Action: Submit a Software Performance Report (SPR). Create a copy
of all * QMAN$JOURNAL* files using the BACKUP/IGNORE=INTERLOCK
command as soon as possible and include the copy with the SPR, along with
any SYS$SYSTEM:QMAN$QUEUE_MANAGER.DMP files. Also provide

a copy of any messages written to the console or operator log file with the

QUEUE_MANAGE or JOB_CONTROL username.

INVREF, invalid object reference

Facility: QMAN, Queue Manager ‘
Explanation: The queue manager encountered an internal error.

User Action: Submit a Software Performance Report (SPR). Create a copy
of all *. QMAN$JOURNAL* files using the BACKUP/IGNORE=INTERLOCK
command as soon as possible and include the copy with the SPR, along with
any SYS$SYSTEM:QMAN$QUEUE_MANAGER.DMP files. Also provide

a copy of any messages written to the console or operator log file with the
QUEUE_MANAGE or JOB_CONTROL username.

INVSECDOMAIN, request originated outside of local security domain

Facility: SYSTEM, VMS System Services

Explanation: A VAXcluster node has received a service request containing
user or object security profile information that originates outside the security
domain of the receiving node. The request cannot be serviced without
potentially compromising system security.

User Action: Make sure that all VAXcluster nodes refer to the same rights
database file (SYS$SYSTEM:RIGHTSLIST.DAT).

ITMREMOVED, meaningless items were removed from request

Facility: JBC, Job Controller

Explanation: You specified one or more item codes or qualifiers that are not
meaningful in this command. The command is processed and the meaningless
items are ignored.

User Action: Determine which item codes and qualifiers are meaningless in
this command and discontinue using them in this context.
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JOBDELFO, job 'job-name’ (entry 'number’ for user 'username’) deleted
during queue manager failover

Facility: QMAN, Queue Manager

Explanation: The queue manager detected corruption in the specified job
and deleted the job.

User Action: Notify the user that the specified job was deleted. The user
might want to resubmit the job.

Submit a Software Performance Report (SPR). Create a copy of all
* QMAN$JOURNAL* files using the BACKUP/IGNORE=INTERLOCK
command as soon as possible and include the copy with the SPR. Also provide

a copy of any messages written to the console or operator log file with the
QUEUE_MANAGE or JOB_CONTROL username.

JOBNOTEXEC, specified job is not executing
Facility: JBC, Job Controller

Explanation: You used STOP/ENTRY or STOP/ABORT to try to abort a job
that was not being processed at the time.

User Action: Use DELETE/ENTRY to eliminate the job.

LATSTOPPING, LAT shutdown in progress
Facility: LAT, LAT Facility
Explanation: The LAT software has been stopped on the local node.
User Action: None.

LISTTOOSHORT, itemlist too short
Facility: LAT, LAT Facility
Explanation: A LAT SETMODE $QIO request cannot be fulfilled because
the specified item list is not large enough.

User Action: Increase the size of the item list specified in the $QIO request.

LOG_IN_USE, unable to locate current end of file - dump aborted
Facility: LMCP, Log Manager Control Program

Explanation: The attempted log file dump aborted when LMCP was unable
to locate the end of the log file because the system was too busy (transaction
start rate was too high).

User Action: Try the dump again when the system is less active.

LOSTINFO, information for ‘name’ was lost due to database corruption
Facility: QMAN, Queue Manager
Explanation: The queue manager detected corruption in the definition of the
specified queue, form, or characteristic. The corrupt information was deleted.

User Action: Review the full definition of the affected object and correct the
definition to include the deleted information.

Submit a Software Performance Report (SPR). Create a copy of all

* QMAN$JOURNAL* files using the BACKUP/IGNORE=INTERLOCK
command as soon as possible and include the copy with the SPR. Also provide
a copy of any messages written to the console or operator log file with the
QUEUE_MANAGE or JOB_CONTROL username.
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LOSTMSG, broadcast message was lost
Facility: LAT, LAT Facility
Explanation: LATCP encountered an error while trying to display a
broadcast message.
User Action: None.

LOWDISKSPACE, disk space is low on ’disk-name-
Facility: QMAN, Queue Manager

Explanation: The queue manager is still progressing through its work, but
a lack of disk space has been detected. This message indicates a potential
problem if preventive action is not taken. The accompanying FREEDISK
message provides details.

User Action: Purge and delete files to make more space on the disk.

LOWMEMORY, the queue manager process may require more virtual memory
than is currently available

Facility: QMAN, Queue Manager

Explanation: The queue manager is still progressing through its work, but a
lack of virtual memory has been detected. This message indicates a potential
problem if preventive action is not taken.

User Action: You might need to run AUTOGEN to increase the SYSGEN
parameter VIRTUALPAGECNT.

LRJACCESSDENIED, access denied
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because access was denied.

User Action: Check group codes of the local node against group codes of the
object node.

LRJACCESSREJECT, immediate access is rejected
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because immediate access was rejected.

User Action: Retry the connection later.

LRJCORRUPT, corrupted request
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection
cannot be established because of a corrupted network message.

User Action: Retry the connection. Contact the network manager if
problems persist.

LRJDELETED, queue entry deleted by server
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the connection request was deleted from the
local queue at the object node.

User Action: Retry the connection later.
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LRJDISABLE, service is disabled
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection
cannot be established because the object service is disabled.
User Action: Enable the object service and retry the connection.

LRJILLEGAL, illegal request parameters
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection
cannot be established because the object node detected illegal request

parameters or an inconsistency in a LAT command message received from the
local node.

User Action: Submit a Software Performance Report (SPR).

LRJINUSE, port or service in use
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the object port or object service is in use.

User Action: Retry the connection when the object service or object port
becomes available.

LRJIVPASSWORD, invalid service password
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the object service password is invalid.

User Action: Retry the connection using the correct service password.

LRINAMEUNKNOWN, port name is unknown
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the name of the object port you are trying to
connect to is unknown.

User Action: Verify the object port name and retry the connection.

LRJNOSERVICE, no such service
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the specified object service does not exist.

User Action: Verify that the object service name is correct and retry the
connection.

LRJNOSTART, session cannot be started
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because the session cannot be started.

User Action: Try the connection again later.
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LRJNOTOFFERED, service is not offered on the requested port
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection

cannot be established because the object service is not offered on the
requested port.

User Action: Specify a port that offers the desired service.

LRJNOTSUPPORT, requested function is not supported
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection

cannot be established because the object node has detected an unsupported
command operation message code in a LAT command message received from

the local node.
User Action: Submit a Software Performance Report (SPR).

LRJRESOURCE, insufficient resources at server
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection
cannot be established because of insufficient resources on the object node.

User Action: Retry the connection later.

LRJSHUTDOWN, system shutdown in progress
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the connection
cannot be established because a system shutdown of the object node is in
progress.

User Action: None.

LRJUNKNOWN, unknown
Facility: LAT, LAT Facility
Explanation: This LAT rejection message indicates that the connection
cannot be established for an unknown reason.
User Action: None.

LRJUSERDIS, user requested disconnect
Facility: LAT, LAT Facility

Explanation: This LAT rejection message indicates that the session was
normally disconnected from the object node.

User Action: None.

MAXLINKS, maximum links already defined
Facility: LAT, LAT Facility

Explanation: The link cannot be created because the maximum number of

allowable links is already defined.
User Action: None.
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MAXSERYV, maximum number of services exceeded
Facility: LAT, LAT Facility

Explanation: You attempted to create more than 255 services on the local
node.

User Action: You must delete a service in order to add one.

MODLINK, modified link ’link-name’
Facility: LAT, LAT Facility
Explanation: The specified link has been modified by LATCP.
User Action: None.

MODNODE, modified characteristic(s) of local node
Facility: LAT, LAT Facility

Explanation: Characteristics of the local node have been modified by
LATCP.

User Action: None.

MODPORT, modified port ' port-name’
Facility: LAT, LAT Facility
Explanation: The specified port has been modified by LATCP.
User Action: None.

MODSERVICE, modified service ‘service-name’
Facility: LAT, LAT Facility
Explanation: The specified service has been modified by LATCP.
User Action: None.

MSNGENDS, missing or misspelled ENDSUBROUTINE statement detected
while scanning for label

Facility: CLI, Command Language Interpreter (DCL)

Explanation: A SUBROUTINE command with no ending
ENDSUBROUTINE command or with a misspelled ENDSUBROUTINE
command was detected while executing a CALL command. This condition can
prevent the CALL command from locating an existing destination label.

User Action: Check the command procedure for one or more missing or
misspelled ENDSUBROUTINE commands; correct as necessary.

NAMETOOLONG, link name is too long
Facility: LAT, LAT Facility
Explanation: You attempted to create or set a link with a name longer than
16 characters.

User Action: Use link names of 16 or fewer characters.

NEWLINK, created link ‘link-name’
Facility: LAT, LAT Facility
Explanation: The specified link has been created by LATCP.
User Action: None.
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NEWLOGNAME, created logical name ‘logical-name’ in table ‘table-name-’
Facility: LAT, LAT Facility
Explanation: The specified logical name has been created by LATCP in the
specified table.

User Action: None.

NEWPORT, created port ‘port-name’
Facility: LAT, LAT Facility
Explanation: The specified port has been created by LATCP.
User Action: None.

NEWSERVICE, created service ’service-name’
Facility: LAT, LAT Facility
Explanation: The specified service has been created by LATCP.
User Action: None.

NOACP, no LATACP to process request
Facility: LAT, LAT Facility

Explanation: You requested information from the local LAT software but
LATACEP is not currently running on the local node.

User Action: Check to see whether LAT startup has executed correctly or if
LAT shutdown has been performed on the local node.

NOALOCLASS, allocation class not allowed with shadowing phase II virtual
unit name

Facility: MOUNT, Mount Utility

Explanation: An allocation class was specified in the name of the virtual

unit. Allocation classes are not allowed in virtual unit names with volume
shadowing phase II (VMS Volume Shadowing).

User Action: Reenter the command without specifying an allocation class
on the virtual unit. The virtual unit must be specified in the form DSA or
DSAnnnn, where nnnn represents a unique number from 0 to 9999.

NOAUTOSTART, node does not have the autostart feature enabled
Facility: JBC, Job Controller

Explanation: You entered a DISABLE AUTOSTART [/QUEUES] command
for a node on which the autostart feature is not currently enabled.

User Action: None.

NOCOMPLSTS, no component lists are defined
Facility: SYSTEM, VMS System Services

Explanation: No component lists were defined using calls to SYS$LAVC_
DEFINE_NET_PATH before calling SYS$LAVC_ENABLE_ANALYSIS. As
a result, no data is available to perform the local area VAXcluster network
failure analysis.

User Action: Perform the following steps to properly define the network
description before calling SYS$LAVC_ENABLE_ANALYSIS:

1. Call SYS$LAVC_DEFINE_NET_COMPONENT for each network
component.
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2. Describe each network path used by building a list from the
component identifications (IDs) returned by SYS$LAVC_DEFINE_
NET_COMPONENT.

3. Call SYS$SLAVC_DEFINE_NET_PATH to define the network component
lists.

4. After all the network paths are defined, call SYS$LAVC_ENABLE_
ANALYSIS to enable the local area VAXcluster network failure analysis.

NOCURTID, no process default transaction currently defined
Facility: SYSTEM, VMS System Services

Explanation: The user program attempted to terminate a default
transaction when none was defined.

User Action: Correct the program so that it specifies a transaction identifier
(TID).

NODECNTRSONLY, only counter information is available for this node
Facility: LAT, LAT Facility
Explanation: The specified node offers no services known to the local node.

However, there is a connection from the node and counter information is
maintained.

User Action: None.

NODESHUT, node shutdown in progress
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt on an application port or dedicated
port was rejected because the node state is Shut.

User Action: Wait until the node is in the On state to make new
connections. Refer to the VMS LAT Control Program (LATCP) Manual for a
full description of the node states.

NODEVINFO, unable to retrieve device information on ’disk-name’
Facility: QMAN, Queue Manager

Explanation: The queue manager received a bad return value from a
call to the $GETDVI system service. The accompanying message provides
information about why the operation failed.

User Action: Take corrective action based on the accompanying message.

NODISKSPACE, disk space not available for queue manager to continue
Facility: QMAN, Queue Manager

Explanation: The queue manager cannot process any queuing requests
because of a lack of disk space. The accompanying FREEDISK message
provides details.

User Action: Purge and delete files to make more space on the disk.

NODUNAYV, node 'node-name’ not currently reachable
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt to a specified service and node
failed because the specified node is not currently reachable.

User Action: Retry the connection or determine why the remote node is not
currently reachable.
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NOIDBAVAIL, unable to allocate an IDB
Facility: LAT, LAT Facility
Explanation: LATCP cannot allocate enough virtual memory for an internal

data structure needed to execute a command. An accompanying message
explains why the virtual memory cannot be allocated.

User Action: Correct the situation based on information in the
accompanying message.

NOINFO, no information in database
Facility: NCP, Network Control Program

Explanation: An NCP command (usually a SET command) was executed
when there was no data to act upon in the database. This error commonly
occurs during system startup when a SET KNOWN component ALL command
is executed and there is no data to be copied into the volatile database from
the permanent database. If the error occurs during system operation, a
command has attempted to manipulate data that does not exist; for example,
a command specifies a nonexistent component.

User Action: Ignore this error if it occurs during system startup. If you
receive this error during system operation, reissue the command specifying
an existing system component.

NOITMLST, unable to allocate virtual memory for command itemlist
Facility: LAT, LAT Facility
Explanation: LATCP cannot allocate enough virtual memory for a LAT item

list needed to execute a command. An accompanying message explains why
the virtual memory cannot be allocated.

User Action: Correct the situation based on information in the
accompanying message.

NOMEANING, qualifiers 'qualifier-names’ are no longer meaningful for the
‘command-name’ command

Facility: Shared by several facilities

Explanation: The command contains one or more DCL qualifiers that have
been phased out in a new release of VMS.

User Action: Check release notes or new documentation for updated
information about the specified command.

NOMORENODS, no more nodes in database
Facility: LAT, LAT Facility
Explanation: This informational message is returned when a wildcard
search of nodes in the database reaches the last node.

User Action: None.

NOMORESVCS, no more services in database
Facility: LAT, LAT Facility

Explanation: This informational message is returned when a wildcard
search of services in the database reaches the last service.

User Action: None.
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NONODE, node name has not been initialized
Facility: LAT, LAT Facility
Explanation: The local LAT node has not been initialized.

User Action: Use the LATCP command SET NODE to initialize the local
LAT node.

NOPROCTPS, no transaction structures for this process
Facility: SDA, System Dump Analyzer

Explanation: The selected process is not a participant in any active
transactions.

User Action: None.

NOREADER, no read channel is assigned to the device
Facility: SYSTEM, VMS System Services

Explanation: This message can be returned under either of the following
conditions:

* A sensemode readercheck $QIO request or a write readercheck $QIO
request was issued to a mailbox that has no reader assigned to it.

* A write readercheck $QIO request was issued to a mailbox when no read
channels were assigned to the mailbox.

User Action: The mailbox driver allows channels to be assigned to the
mailbox as read-only, write-only, or read/write (the default). Applications
using read-only or write-only channels should anticipate this error and count
on it for synchronization. If necessary, recode your application to expect

this error or consider using the older mailbox driver features; that is, use
read/write channels and do not use readercheck on a write request. Refer to
the VMS I/0O User’s Reference Manual: Part I for more information about the
mailbox driver.

NOREMBROAD, no VAXcluster terminals were notified because OPCOM is not
available

Facility: OPCOM, Operator Communication Process

Explanation: A REPLY command attempting to send a message to
terminals on other nodes within a VAXcluster has failed because OPCOM is
not available to satisfy the request. The message is sent only to terminals on
the local node.

User Action: Restart OPCOM with the following command:
$§ @SYSSSYSTEM:STARTUP OPCOM

NOREMWAIT, /WAIT requested, therefore no VAXcluster terminals notified
Facility: OPCOM, Operator Communication Process

Explanation: A REPLY command attempted to send a message to terminals
on other nodes within a VAXcluster, but the /WAIT qualifier was specified,
which requests that the message be sent synchronously.

User Action: If the message must be delivered to terminals on other
VAXcluster nodes, reissue the command without the /WAIT qualifier.
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NOSELF, connecting to the local node is not allowed
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt to a service offered by the local
node was targeted to the local node.

User Action: Retry the connection and specify another node that offers the
service.

NOSRVC, service ’'service-name’ not known
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt was issued for a specified service
that is unknown to the local node.
User Action: Retry the connection until the service becomes known or see if
there is something wrong with a node offering the specified service. Possibly
the service group codes on the local node do not intersect with the group
codes for the specified service.

NOSTACKMEM, no space is currently available to create a new stack
Facility: CMA, DECthreads (Multithreading Run-Time Library)
Explanation: A call to cma_create_thread or another DECthreads routine
requires a new stack to be created, but there is insufficient space to create it.

User Action: Reduce the value of the stack size attribute so that it does not
exceed the stack cluster size.

NOSUCHID, no such identifier
Facility: SYSTEM, VMS System Services or AUTHORIZE, Authorize Utility

Explanation: Either the translation failed or the rights database has no
record of the identifier. You must add an identifier to the rights database
before you can use the VMS Authorize Utility or you must add an identifier
to one of the security system services to grant the identifier to or revoke it
from a user. The message occurs if the identifier or the user to whom you are
granting the identifier does not exist.

User Action: Check the spelling of the identifier. Use the AUTHORIZE
command SHOW/IDENTIFIER to determine whether the identifiers
exist. Add any missing identifier using the AUTHORIZE command ADD
/IDENTIFIER.

NOSUCHNODE, node 'node-name’ not known
Facility: LAT, LAT Facility

Explanation: A LAT connection attempt to a specified service and node
failed because the target node name is unknown.

User Action: Retry the connection until the specified node is known or see if
a problem with the specified node is preventing its network visibility. Possibly
the local node’s service group codes do not intersect with the specified remote
node’s group codes.

NOSYSCLF, no common logging structures
Facility: SDA, System Dump Analyzer
Explanation: There are no transaction logs currently open on this node.
User Action: None.
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NOSYSIPC, no IPC structures
Facility: SDA, System Dump Analyzer
Explanation: There is no IPC activity currently on this node.
User Action: None.

NOSYSTPS, no transaction structures
Facility: SDA, System Dump Analyzer
Explanation: There are no active transactions currently on this node.
User Action: None.

NOTALLREQUE, all jobs in source queue could not be requeued to target queue
Facility: JBC, Job Controller

Explanation: Some of the jobs specified in an ASSIGN/MERGE command
were not suitable for execution on the specified target queue.

User Action: Enter a SET ENTRY/REQUEUE=queue-name command to
requeue the jobs remaining in the source queue to a queue that has the
necessary settings to execute those jobs.

NOTATERM, command device is not a terminal
Facility: LAT, LAT Facility
Explanation: You attempted to use SET HOST/LAT from a device that is
not a terminal.
User Action: Use SET HOST/LAT from a terminal device only.

NOTCMASTACK, the current stack was not allocated by DECthreads
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: The program attempted to call a DECthreads routine while
the thread stack pointer register held an address in a stack that was not
allocated by DECthreads. Because DECthreads uses the value in the thread
stack pointer register to determine which thread is currently running, all
calls to DECthreads routines must be performed on a stack that was allocated
by DECthreads.

User Action: Modify the program so that it does not switch stacks, or call
DECthreads to create an additional stack and assign it to the thread.

NOTDISM, unable to dismount ' device-id’
Facility: BACKUP, Backup Utility
Explanation: The Backup Utility cannot dismount a tape drive specified by
the command line qualifier ' RELEASE_TAPE.

User Action: An accompanying message indicates the type of user action
required, if any.

NOTEXIST, folder ‘folder-name’ does not exist
Facility: MAIL, Mail Utility
Explanation: The command cannot be executed because it specifies a folder
that does not exist.

User Action: Use the MAIL command DIRECTORY/FOLDER to display
a list of existing folders. Then retry the command using an existing folder
name.
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NOTLOADED, LAT terminal port driver (LTDRIVER) is not loaded

Facility: LAT, LAT Facility
Explanation: You attempted to execute LATACP when LTDRIVER was not
loaded.

User Action: Check to see whether the LAT software is properly configured.

NOTMEANINGFUL, specified item code is no longer meaningful

Facility: JBC, Job Controller

Explanation: The specified item code once affected the results of the
command, but it no longer does so.

User Action: Discontinue using this item code with this command.

NOTMODEM, VAX/VMS host system modem not wired correctly - contact your

system manager
Facility: LOGIN, Login Processor

Explanation: The terminal line is set to /MODEM and TTDRIVER did not
detect all the necessary modem signals within 30 seconds of a login attempt.

User Action: For information on how the TTDRIVER identifies a valid
modem line, refer to the section on modem control of terminal drivers in the
VMS 1/0 User’s Reference Manual: Part I. Make sure that the following
conditions are met:

* The modem cable connecting the modem provides the correct signal.
¢ The terminal port supports modem use.

¢ The modem provides the correct signals in the correct order.

NOTOFFERED, service hot offered by requested node

Facility: LAT, LAT Facility

Explanation: A LAT connection attempt to a specified service for a specified
node failed because the node does not offer the selected service.

User Action: Retry the connection and specify a node that offers the desired
service.

NOTPSHARE, shareable image for DECdtm Services SDA support unavailable

Facility: SDA, System Dump Analyzer

Explanation: The shareable image for DECdtm services is not installed on
this node.

User Action: Ensure that shareable image
SYS$SHARE:SDATP$SHARE.EXE is installed before executing any
SDA commands.

NOTSUPPORTED, specified item code or function code is not supported

Facility: JBC, Job Controller

Explanation: You attempted to use a new feature on a node that has not
been upgraded.

User Action: Upgrade the node before attempting to specify the new item
code or function code.
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NOTWITHCONN, parameter cannot be modified with connections active or
pending
Facility: LAT, LAT Facility
Explanation: An attempt to modify a LAT parameter failed because that
parameter cannot be modified while active connections exist or while a
connection request is pending. For a list of parameters that cannot be
changed with connections active or pending, refer to the VMS LAT Control
Program (LATCP) Manual.

User Action: Wait until there are no outstanding connection requests before
modifying the parameter.

NOWRITER, no write channel is assigned to the device
Facility: SYSTEM, VMS System Services

Explanation: This message can be returned under either of the following
conditions:

¢ A sensemode writercheck $QIO request or a read writercheck $QIO
request was issued to a mailbox that has no writer assigned to it.

* A read writercheck $QIO request was issued to a mailbox when no write
channels were assigned to the mailbox.

User Action: The mailbox driver allows channels to be assigned to the
mailbox as read-only, write-only, or read/write (the default). Applications
using read-only or write-only channels should anticipate this error and count
on it for synchronization. If necessary, recode your application to expect

this error or consider using the older mailbox driver features; that is, use
read/write channels and do not use writercheck on a read request. Refer to
the VMS I/0 User’s Reference Manual: Part I for more information about the
mailbox driver.

OPENERR, error opening ' filespec’
Facility: Shared by several facilities

Explanation: The specified file cannot be opened. Usually an accompanying
RMS message indicates why the file cannot be opened.

User Action: Take corrective action based on the accompanying message.

OPENFAIL, failure opening component file ’file-number’, 'file-name’
Facility: STDRYV, System Startup Driver

Explanation: The startup driver failed to open one of the system files that
describes the tasks that need to be performed at startup time. The startup
operation attempts to continue, but may not properly perform all startup
tasks.

User Action: Make sure that the named file is available and can be read.

OPINPROG, previously requested operation is incomplete
Facility: SYSTEM, VMS System Services
Explanation: A request could not be completed because of outstanding
requests on the service.

User Action: Submit a Software Performance Report (SPR) that describes
the conditions leading to the error. Include a BACKUP save set containing
the output of both the LMCP DUMP command and the DCL DUMP command
for the log file.
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ORBTOOBIG, object rights block too big
Facility: SYSTEM, VMS System Services
Explanation: The object rights block (ORB) for the specified object is too
large to package and send to another subsystem.

User Action: Have your system manager use the ACL editor to remove
unnecessary access control lists (ACLs) from the object or reorganize the
ACLs. See the Guide to VMS System Security for more information about
ACLs.

OUTOFRANGE, value specified is not within the legal range for this qualifier
Facility: LAT, LAT Facility
Explanation: You specified a value that is out of range for a LATCP
qualifier.

User Action: Specify a value within the legal range (see the VMS LAT
Control Program (LATCP) Manual).

PRIOSMALL, scheduling priority has smaller value than requested
Facility: JBC, Job Controller
Explanation: A user without ALTPRI or OPER privilege specified a
value for a job’s priority that exceeded the queue’s maximum priority for
nonprivileged users. The job is entered in the queue, but its scheduling
priority is lower than the value requested by the user.
User Action: Use SHOW ENTRY/FULL to see the priority assigned to the
job. If you must specify a higher scheduling priority, acquire the necessary
privileges and use the DCL command SET ENTRY/PRIORITY to modify the
job’s priority, or see your system manager.

PSUSPECT, customer defined text
Facility: LAVC, Local Area VAXcluster

Explanation: The local area VAXcluster network failure analysis has located
a network problem and reported this network component as the primary
suspect.

User Action: Several PEDRIVER channels that were using this network
component have failed. The analysis indicates that this component or
something connected to it is the most likely cause of the network problems.
Have the system manager or network manager look into the network
problem.

QMANCREPRC, queue manager process could not be created
Facility: JBC, Job Controller

Explanation: The job controller could not create a queue manager process.
An accompanying message gives information about why the process could not
be created. One possible cause is too few process slots on the node.

User Action: Correct the problem described in the accompanying message
and try to restart the queue manager.
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QMANDEL, unexpected queue manager process termination
Facility: JBC, Job Controller

Explanation: A queue manager process exited without being requested to
do so. An accompanying message gives information about why the process
terminated.

User Action: Take action based on the accompanying message.

QMANNOTSTARTED, queue manager could not be started
Facility: JBC, Job Controller

Explanation: A START/QUEUE/MANAGER request failed to complete
successfully.

User Action: Check the console or operator log file for messages from the
JOB_CONTROL or QUEUE_MANAGE username explaining why the queue
manager could not be started. If you included the directory specification
with the START/QUEUE/MANAGER command, verify that you specified the
correct directory.

QUALOBS, qualifier obsolete - '/qualifier’ ignored
Facility: LAT, LAT Facility
Explanation: The specified LATCP command qualifier is obsolete and has
no effect. The rest of the command is executed.
User Action: Do not specify this qualifier in future commands.

QUEAUTOOQOFF, queue 'queue-name’ is now autostart inactive
Facility: QMAN, Queue Manager

Explanation: The specified autostart queue has been stopped without a user
request. The queue manager will not restart the queue until a user enters
the START/QUEUE command for the queue.

User Action: An accompanying message explains why the queue stopped.
Correct the problem and try to restart the queue.

QUEDISABLED, disabled queue cannot be modified, nor can jobs be submitted
to it
Facility: JBC, Job Controller

Explanation: The queue manager disabled the queue upon detection of
database corruption.

User Action: Ask the system manager to delete and recreate the queue to
which your command was directed.

QUENOTMOD, modifications not made to running queue
Facility: JBC, Job Controller

Explanation: You tried to change a feature of the queue that can be changed
only when the queue is in the stopped state.

User Action: Enter a STOP/QUEUE/RESET or STOP/QUEUE/NEXT
command, then reenter your original command when the queue is in the
stopped state.
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QUENOTSTART, queue 'queue-name’ could not be started on node 'node-

name’
Facility: QMAN, Queue Manager

Explanation: An error occurred while trying to start the specified autostart
queue on the specified node.

User Action: An accompanying message explains why the operation failed.
Correct the problem and try to start the queue again.

QUOTAFNEF, quota file not found on volume

Facility: MOUNT, Mount Utility

Explanation: The MOUNT command specified /QUOTA or
/CACHE=QUOTA, but there is no quota file on the volume.

User Action: Create a quota file on the volume using the DISKQUOTA or
the SYSMAN utility.

REFERENCED, existing references prevent deletion

Facility: JBC, Job Controller

Explanation: Existing references to the specified form, characteristic, or
queue by other queues or jobs prevent the specified item from being deleted.

User Action: Use the SHOW QUEUE/FULL/ALL command to locate all such
references. Remove the existing references and retry the delete operation.

REINITERR, error attempting reinitialization

Facility: LAT, LAT Facility

Explanation: LATCP cannot reinitialize in order to accept another
command. An accompanying message explains why the program cannot
reinitialize.

User Action: Correct the situation based on the information in the
accompanying message.

RMALRDCL, resource manager name has already been declared

Facility: SYSTEM, VMS System Services
Explanation: This message indicates an error in the resource manager.

User Action: Submit a Software Performance Report (SPR) that describes
the conditions leading to the error. Include a BACKUP save set containing
the output for both the LMCP DUMP command and the DCL DUMP
command for the log file.

RMTPATH, description of path between two remote nodes

Facility: SYSTEM, VMS System Services

Explanation: The described network path represents a network path
between two remote nodes instead of a path used by the local node. This
network path is not necessary for the local area VAXcluster network failure
analysis performed by the local node.

User Action: Removing this network path definition will prevent this
informational message from occurring. However, this action is optional.
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SCRATCH_HEADER, scratch header used by XQP Movefile operation
Facility: ANALDISK, Analyze/Disk_Structure Utility

Explanation: The Analyze/Disk_Structure Utility found a scratch file header
(a temporary file header used by Movefile). This condition can be reported
while an ANALYZE/DISK_STRUCTURE operation is being performed.

During a Movefile operation, blocks can be temporarily allocated to more
than one file header. In such cases, this message can be accompanied by one
or more MULTALLOC messages. These messages cease when the scratch
header is released.

User Action: If the message occurs while you are performing an ANALYZE
/DISK_STRUCTURE/NOREPAIR operation on a disk that is in use, no action
is required.

If the message occurs while you are analyzing a disk after a system crash,
release any scratch file headers on the disk by performing an ANALYZE
/DISK_STRUCTURE/REPAIR or SET VOLUME/REBUILD operation on the
disk.

SEG_FAIL, process failed prior to voting
Facility: DDTM, DECdtm Services

Explanation: The transaction was aborted because a process or image
within the transaction failed.

User Action: Retry the transaction after the problem with the process or
image has been corrected.

SERUNAV, service 'service-name’ not currently available
Facility: LAT, LAT Facility
Explanation: A LAT connection was attempted to a service that is known by
the local node but that is not currently available.

User Action: Determine the availability problem with the remote node
offering the specified service. Possibly the specified service has disabled
connection requests.

SERVEXISTS, service name already exists
Facility: LAT, LAT Facility
Explanation: You attempted to create a service using the name of a service
that already exists on the local node.
User Action: Create a service using a different name.

SESLIM, session limit reached
Facility: LAT, LAT Facility

Explanation: A LAT connection attempt failed because the current LAT
session limit has already been reached.

User Action: Use the LATCP command SET NODE/SESSION_
LIMIT=OUTGOING to increase the session limit or wait for a session
slot to become available. Refer to the VMS LAT Control Program (LATCP)
Manual for more information.
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SHADBOOTFAIL, shadowing failed to boot from system disk shadow set

Facility: BUGCHECK, System Bugcheck
Explanation: Any of the following conditions can cause this error:

e A failure to allocate memory.

* One or more critical devices is inaccessible.

* The boot device is the target of a full copy operation.

* The boot device is not a source member of the existing shadow set.
User Action: Try one or more of these user actions:

e If the boot device is the target of a full copy operation or is not a source
member of the existing shadow set, change the device name in VMB to be
a source member and reboot the node.

e If the boot device is a source member of the existing shadow set, check
the booting device’s connections to all other shadow set members.

e If all device and system connections are fine, check the SYSGEN
parameter settings for inappropriate memory configurations.

SHADDETINCON, SHADOWING detects inconsistent state

Facility: BUGCHECK, System Bugcheck

Explanation: The volume shadowing software reached an unrecoverable or

inconsistent situation because the software failed an internal inconsistency
check.

User Action: Submit a Software Performance Report (SPR) that describes
the conditions leading to the error. If the system is configured to produce a
memory dump, include the dump file with the SPR.

SHASINGMBR, single member system shadow set formed

Facility: INIT, INITIALIZE Command

Explanation: The shadow set membership is changing to form a
single-member shadow set consisting of only the boot device.

User Action: None.

SIGNAL_Q_FULL, unable to process condition variable signal

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A call to the pthread_cond_signal_int_np or
cma_cond_signal_int routine cannot be performed because there are
too many outstanding requests.

User Action: Calls to the cma_cond_signal_interrupt routine are
occurring too frequently. Reduce the number of calls or slow the rate of their
arrival.

SRCMEM, only source member of shadow set cannot be dismounted

Facility: DISMOUNT, DISMOUNT Command

Explanation: An attempt was made to dismount a shadow set member that
was the only valid source member of the set.

User Action: If there is only one shadow set member, it cannot be
dismounted. To dissolve the shadow set, dismount the virtual unit. If there is
more than one member, remove a full member and wait for copy operations to
complete before dismounting a member.
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SRVCNODE, service ’service-name’ not offered by node ‘node-name’

Facility: LAT, LAT Facility

Explanation: A LAT connection attempt to a specified service and node
failed because the node does not offer the specified service.

User Action: Retry the connection request and specify a node that offers the
desired service.

SRVDIS, outgoing connections are disabled

Facility: LAT, LAT Facility
Explanation: An outbound LAT connection was attempted when outbound
connections are disabled.

User Action: Enable connections using the LATCP command SET
NODE. Refer to the VMS LAT Control Program (LATCP) Manual for more
information.

STACKOVF, attempted stack overflow was detected

Facility: CMA, DECthreads (Multithreading Run-Time Library)
Explanation: A thread overflowed its stack.

User Action: Create the erring thread with a larger stack or redesign the
code to require less stack space; for example, nest your calls less deeply or
allocate less storage on the stack.

STARTUP, VMS startup begun at 'dd-mmm-yyyy hh:mm:ss.ss’

Facility: STDRYV, System Startup Driver

Explanation: VMS has begun executing the system startup driver, which is
used to start up individual VMS system processes and to start VMS after a
reboot.

User Action: None. This is an informational message.

STKNOTCHANGE, the stock associated with a form cannot be changed

Facility: JBC, Job Controller

Explanation: A DEFINE/FORM command for an existing form specified
/STOCK with a new stock value while references to the form are still
outstanding.

User Action: Use the SHOW QUEUE/FULL command to locate existing

references. Remove any outstanding references and reenter the DEFINE
/FORM/STOCK request.

STRTOOLNG, string argument is too long - shorten

Facility: CLI, Command Language Interpreter (DCL)
Explanation: The specified string argument is too long.

User Action: Check the description of the command in the VMS DCL
Dictionary for restrictions on the argument length. The VMS DCL Concepts
Manual also describes the maximum allowable length of an argument for any
command. Modify the string accordingly and retry the command.
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SYMDEL, unexpected symbiont process termination
Facility: JBC, Job Controller and QMAN, Queue Manager

Explanation: A symbiont process exited without being requested to do so.
The accompanying message provides additional information.

User Action: Take action based on the accompanying message. A process
dump might have been created. This message can result from an unplanned
node or cluster shutdown.

SYSBOOT-I-GBLPAGES have been trimmed
Facility: SYSBOOT, System Bootstrap Facility

Explanation: The combined size of the system and global page tables
exceeds the VMS architectural maximum (4,194,303 pages). SYSBOOT
has reduced the size of the global page table by decreasing the SYSGEN
parameter GBLPAGES.

User Action: Review the ACTIVE value of the GBLPAGES parameter to
make sure it is large enough to support normal system operation in your
environment. Using SYSMAN, reevaluate the values of the parameters that
determine the size of the system and global page tables, especially if the
value computed by AUTOGEN has been overridden in MODPARAMS.DAT.
(Refer to the VMS SYSMAN Utility Manual.)

SYSFAIL, system failed during execution
Facility: JBC, Job Controller

Explanation: The system crashed during execution of a batch or symbiont
process.

User Action: Resubmit the batch job or restart the output queues previously
associated with the affected symbiont process.

TIMED_OUT, timed condition wait expired
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: On a cma_cond_timed_wait routine, the timer expired
before the condition was signaled or broadcast.

User Action: Take appropriate action based on program dependencies for
the specific condition variable wait that timed out.

TIMEOUT, no response within timeout period
Facility: LAT, LAT Facility
Explanation: A LAT connection was lost because the remote node did not
respond within the timeout period.

User Action: Check the network availability of the remote node. If this
error persists, you may need to increase the retransmit limit on the local
node.

TIMEOUT, transaction exceeded execution time limit from $START TRANS
service

Facility: DDTM, DECdtm Services

Explanation: The transaction aborted because the time specified in the
timout argument when calling $START_TRANS has been exceeded.

User Action: None.
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TMSCPLDERR, TMSCP server must be loaded using SYSGEN parameter
TMSCP_LOAD

Facility: SYSGEN, System Generation Utility

Explanation: You attempted to load the TMSCP server using the TMSCP
command within SYSGEN.

User Action: The proper way to load the TMSCP server is to set the
SYSGEN parameter TMSCP_LOAD to 1. This action loads the server, which
services all locally connected MSCP-type tape drives during SYSBOOT.

TODISCON, type ”'character’ to disconnect the session
Facility: LAT, LAT Facility
Explanation: Use the specified control character to disconnect the SET
HOST/LAT session.

User Action: Enter the specified control character.

TOOMANYSUB, SPAWN failed due to too many subprocesses; DIRECT mode
used

Facility: STDRV, System Startup Driver

Explanation: The startup database directed the startup driver to run too
many spawned subprocesses. STDRV ran one or more of the processes in
the main startup procedure using DIRECT mode. System startup should
complete normally.

User Action: You can use the SYSMAN utility’s STARTUP commands to
display and modify the startup database to spawn fewer subprocesses.

TOOMUCHINFO, size of data in request exceeds system constraints
Facility: JBC, Job Controller

Explanation: The amount of data specified for a record within the queue
manager’s database is too large.

User Action: Submit a Software Performance Report (SPR) to notify VMS
Engineering that current constraints do not meet your needs. '

TPSFAOERR, could not format display line
Facility: SDA, System Dump Analyzer

Explanation: The structure displayed contains data that could not be
formatted properly.

User Action: If further analysis is required, use the SDA FORMAT
command to examine the structure.

TPSINVBLK, invalid block type in specified block
Facility: SDA, System Dump Analyzer
Explanation: An attempt was made to copy an unrecognized structure.

User Action: For an active system, retry the command. For a system crash
dump, submit a Software Performance Report (SPR) that describes the
conditions leading to the error; include a BACKUP save set containing the
output of the SDA command.
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TPSTERM, TP Services structure display terminated prematurely

Facility: SDA, System Dump Analyzer

Explanation: The selected SDA command was unable to complete. The
Transaction Processing (TP) structures displayed by this command are
corrupt.

User Action: None.

TPSUTCERR, no valid timestamp

Facility: SDA, System Dump Analyzer

Explanation: The displayed structure can contain an optional timestamp.
The structure displayed currently does not have a timestamp.

User Action: None. This is an informational message.

TSRVALLOAD, the TMSCP server is already loaded

Facility: SYSGEN, System Generation Utility

Explanation: You attempted to load the TMSCP server using the TMSCP
command within SYSGEN. The TMSCP server has already been loaded in
the recommended way.

User Action: The proper way to load the TMSCP server is to set the
SYSGEN parameter TMSCP_LOAD to 1. This action loads the server, which
services all locally connected MSCP-type tape drives during SYSBOOT.

UNDEFLINK, undefined link

Facility: LAT, LAT Facility
Explanation: You specified a link that does not exist on the local node.

User Action: Use the LATCP command SHOW LINK to see which links
exist on the local node.

UNIMP, the specified DECthreads feature is not implemented

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: You attempted to use a feature that is not implemented in
the version of DECthreads that you are running. This error can occur when
a program developed on a system running a new version of DECthreads is
executed on a system that is running an old version of DECthreads.

User Action: Use a later version of DECthreads that supports the feature or
do not attempt to use the feature with an old version of DECthreads.

UNINITEXC, uninitialized exception raised

Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: The EXC_HANDLING.H package, which provides portable
exceptions for the C language, has attempted to raise an exception that has
not been initialized.

User Action: Study the error messages to determine the program location
where the uninitialized exception is being raised. Use the exception_init
macro defined in the EXC_HANDLING.H package to initialize the exception.
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UNREACHABLE, node 'node-name’ not reachable
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt to a specified node and service
failed because the node offering the service is unreachable.

User Action: Locate the node and determine what is preventing connections
from occuring.

USE_ERROR, requested operation is inappropriate for the specified object
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: The state or type of an object is inappropriate for the
operation; for example, the operation attempts to unlock a mutex that is not
locked.

User Action: Determine which routine caused the error and consult the
documentation to learn which object states are appropriate for the routine.

VA_IN_USE, virtual address already in use
Facility: SYSTEM, VMS System Services

Explanation: A PTD$CREATE request specified a buffer address that is
already being used by another PTD$CREATE request or by another system
memory management facility such as SYS$CRMPSC.

This message can occur when the main image or a sharable image is based.
An image is based if a linker options file is used to specify a base virtual
address at which the image should be loaded or if certain language constructs
are used that produce nonrelocatable code.

User Action: Allocate a new region of virtual memory to be used for I/O
buffers, then reissue the PTD$CREATE request specifying the new region.

VCLIM, LAT circuit limit reached
Facility: LAT, LAT Facility

Explanation: The maximum number of allowable LAT circuits has been
reached.

User Action: Retry the operation when a circuit becomes available.

VCSESLIM, session limit for LAT circuit reached
Facility: LAT, LAT Facility
Explanation: A LAT connection attempt failed because the connection

between the local node and the destination node already has the maximum
number of sessions allowed.

User Action: Attempt a connection to another node offering the same service
or wait until a session becomes available.

VETOED, participant vetoed commitment
Facility: DDTM, DECdtm Services

Explanation: The transaction aborted because a resource manager could not
commit the transaction.

User Action: Determine why the resource manager could not commit the
transaction and correct the error.
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WORKING, customer defined text
Facility: LAVC, Local Area VAXcluster

Explanation: The local area VAXcluster network failure analysis has
determined that this network component is working.

User Action: If the network component is indeed working, no user action is
required.

However, if this message displays when the network component is not
working, have the system manager or network manager look into the
network problem. In such a case, the network description does not accurately
represent the physical network. Review the defined network components

by calling SYS$LAVC_DEFINE_NET_COMPONENT. Review the defined
network path descriptions by calling SYS$LAVC_DEFINE_NET PATH.
Correct any problems as necessary.

WRONGMUTEX, wrong mutex specified in condition wait
Facility: CMA, DECthreads (Multithreading Run-Time Library)

Explanation: A thread attempted to wait for a condition variable that
already has at least one thread waiting, and that thread has specified a
different mutex. DECthreads requires that all threads concurrently waiting
for a condition variable specify the same mutex.

User Action: Design your code so that each condition variable represents a
particular state of shared data that is protected by a given mutex.

WRONGSTATE, invalid transaction state for requested event
Facility: SYSTEM, VMS System Services

Explanation: The transaction is in the wrong state for the attempted
operation.

User Action: If this message is returned by the $ABORT_TRANS or
$END_TRANS service, correct the error in the program. Otherwise, submit
a Software Performance Report (SPR) that describes the conditions leading
to the error. Include a BACKUP save set containing the output of the LMCP
DUMP command for the local transaction log file and the output of the DCL
DUMP command for the same log file.

ZEROLINK, zeroed counters for link ‘link-name’
Facility: LAT, LAT Facility
Explanation: LATCP has reset the counters for the specified link to zero.
User Action: None.

ZERONODE, zeroed counters for node 'node-name-’
Facility: LAT, LAT Facility
Explanation: LATCP has reset the counters for the specified node to zero.
User Action: None.

ZEROSERVICE, zeroed counters for service ’service-name’
Facility: LAT, LAT Facility
Explanation: LATCP has reset the counters for the specified service to zero.
User Action: None.
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VMS Batch and Print Queuing System

This chapter contains system management information about the new VMS batch
and print queuing system. For information about setting up and managing a
queuing system, see the Guide to Maintaining a VMS System.

Note

Digital recommends that you take advantage of the new features in

the batch and print queuing system. However, if you cannot do so

at this time, your queuing system will continue to work with VMS
Version 5.4 queue commands, with the following exception: If no queue
database exists, you must specify the /NEW_VERSION qualifier with the
START/QUEUE/MANAGER command to create a queue database.

5.1 Clusterwide Queue Manager

In the previous batch and print queuing system, a queue manager ran on each
node in a cluster, as part of the node’s job controller process. Each node’s job
controller/queue manager accessed a distributed queue database to control
queuing operations. User processes, symbionts, and batch jobs communicated
with the queue manager through their local job controller. Figure 5-1 illustrates
the queue manager’s role in the previous batch and print queuing system.

With the new VMS batch and print queuing system, queue manager and job
controller functions are separate. A single queue manager process acts as a
clusterwide server, accessing the queue database for all processes in a cluster.
Job controllers, user processes, and symbionts on each node communicate
directly with the centralized queue manager through a shared interprocess
communications (IPC) interface link. An IPC is an internal VMS communications
mechanism. Figure 5-2 illustrates the role of the new clusterwide queue
manager.

The new centralized design reduces disk activity associated with the distributed
design. It also enables the queue manager to fail over to another node if the node
on which it is running leaves the cluster.

With the new queuing system, the queue manager handles all queuing requests.
The job controller performs all other activities, including:

¢ Creating and monitoring batch, symbiont, and queue manager processes
® Processing the DCL command START/QUEUE/MANAGER
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5.1 Clusterwide Queue Manager

Figure 5-1 VMS Version 5.0 Queue Manager
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* Handling queue manager failover

The changes to the queue manager affect those commands used to start and stop
the queue manager. For more information, see Section 5.3.

5.2 New Queue Database Design

The new VMS batch and print queuing system includes a new queue database.
The file previously used as the queue database, JBCSYSQUE.DAT, is no longer

used.
The new queue database consists of the following new files:

QMANSMASTER.DAT, the master file

5-2



VMS Batch and Print Queuing System
5.2 New Queue Database Design

Figure 5-2 VMS Version 5.5 Queue Manager
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SYS$QUEUE_MANAGER.QMAN$QUEUES, the queue file
SYS$QUEUE_MANAGER.QMAN$JOURNAL, the journal file

SYS$COMMON:[SYSEXE] is the default location for all three queue database
files. However, you can move the files to another location. For more information,
see Section 5.2.1.

The master file contains the following information:
¢ The location of the queue and journal files
¢ Definitions of forms and characteristics

e A list of queue names
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* A list of nodes allowed to run the queue manager

The queue file contains the queue definitions you create when you enter
INITIALIZE/QUEUE, START/QUEUE, and SET QUEUE commands. The journal
file contains information allowing the queue manager to return to the last
known state should a standalone machine be stopped unexpectedly or should a
VAXcluster member running the queue manager leave the cluster. The journal
file also contains job and file record definitions.

Note

The disk or disks holding the three queue database files

should be mounted by the startup command procedure
SYS$MANAGER:SYLOGICALS.COM. It is important that the disk

or disks are mounted early, so the queue database is available before the
job controller starts the queue manager.

5.2.1 Moving Queue Database Files from Their Default Location

The upgrade procedure for the VMS batch and print queuing system gives you
the opportunity to move the queue database files from their default locations
during the upgrade. If you need to move the master file, see Section 5.2.1.1. If
you need to move the queue and journal files, see Section 5.2.1.2.

5.2.1.1 Moving the Master File

The master file contains the location of the queue and journal files. To move the
master file, perform the following steps:

1. Shut down the queue manager by entering the DCL command STOP/QUEUE
/MANAGER/CLUSTER.

2. Copy the file QMAN$MASTER.DAT to a new location.

3. Edit the file SYS$COMMON:[SYSMGRISYLOGICALS.COM to add the
following line defining the logical name QMAN$MASTER:

$ DEFINE/SYSTEM/EXECUTIVE_MODE QMANSMASTER directory-name
where directory-name is the directory specification for the directory where the

file is located. If the directory is on a disk other than the default, you must
also specify the disk name.

In a VAXcluster environment, QMAN$MASTER must be identically defined
on all nodes in the cluster.

4. Restart the queue manager with the DCL command START/QUEUE
/MANAGER.

5.2.1.2 Moving the Queue and Journal Files
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The queue and journal files are not required to reside in the same directory as
the master file; however, if you move the queue and journal files, they must reside
together in the same directory. The master file contains the location of these files.

To move the queue file (SYSSQUEUE_MANAGER.QMAN$QUEUES) and the
journal file (SYS$QUEUE_MANAGER.QMAN$JOURNAL) to a new location,
perform the following steps:

1. Shut down the queue manager by entering the DCL command
STOP/QUEUE/MANAGER/CLUSTER.



VMS Batch and Print Queuing System
5.2 New Queue Database Design

2. Copy the queue and journal files to their new location. They must reside
together in the same directory.

3. Restart the queue manager by entering the following DCL command:
$ START/QUEUE/MANAGER SYSMANSDISK: [MY _QUE_JOJ_DIR]
where SYSMAN$DISK:[MY_QUE_JOU_DIR] is the specification for the
directory containing the queue and journal files.

Note

In a VAXcluster environment, if the string substituted for directory-name
in the START/QUEUE/MANAGER command is a concealed logical name,
it must be identically defined on all nodes in the cluster.

Once you enter the START/QUEUE/MANAGER command, the directory location
you enter is stored in the queue database. If you need to restart the queue
manager, you do not need to respecify the directory location.

5.3 Starting and Stopping the Queue Manager

Changes in the new VMS batch and print queuing system affect the commands
used to start and stop the queue manager. The following sections describe these
changes.

5.3.1 Starting the Queue Manager

In the previous queuing system, the START/QUEUE/MANAGER command
started a queue manager process that provided queuing services only for the node

on which the command was entered. A queue manager process ran on each node
from which the START/QUEUE/MANAGER command was entered.

With the new VMS batch and print queuing system, START/QUEUE/MANAGER
is a clusterwide command. It starts up a single queue manager process that
provides queuing services for all nodes in a VAXcluster system.

To start the clusterwide queue manager, enter the following command:
$ START/QUEUE/MANAGER

If no queue database exists, specify the /NEW_VERSION qualifier to create the
queue database.

Caution

If you specify the /NEW_VERSION qualifier and you already have a
queue database, the START/QUEUE/MANAGER command deletes certain
information from the existing database. Do not use the /NEW_VERSION
qualifier with the START/QUEUE/MANAGER command unless no
database exists, or you no longer need the existing database.

If you want to place your queue and journal files in a location other than the
default location of SYSSCOMMON:[SYSEXE], you must specify the location with
the START/QUEUE/MANAGER command when you start the queue manager.
For instructions on moving queue and database files, see Section 5.2.1.2.
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5.3.1.1 Customizing Queue Manager Failover

In a VAXcluster environment, the new queue manager will automatically fail over
to another node if the node on which it is running leaves the cluster. However,
you can use the /ON qualifier to specify the order in which the nodes claim the
queue manager during failover and, if desired, you can use the /ON qualifier to
limit the nodes that run the queue manager. Use the following command syntax:

START/QUEUE/MANAGER/ON=(node-list)

Digital recommends that you specify the asterisk wildcard (*) as the last node in
the node list to indicate that any remaining unlisted node can claim the queue
manager, with no preferred order. If you want to exclude certain nodes from being
eligible to run the queue manager, you also cannot use the asterisk wildcard. You
cannot specify the asterisk wildcard as part of a node name.

In the following example, the queue manager will be started on node ALPHA (if
ALPHA is available):

$ START/QUEUE/MANAGER/ON= (ALPHA, BETA, GAMMA, *)

If node ALPHA exits the cluster, node BETA will start up the queue manager
process (if BETA is available). During the transition from ALPHA to BETA,
queues on BETA and GAMMA are not stopped. All requests to the queuing
system—for example, PRINT, SUBMIT, and SHOW ENTRY requests—will
complete as expected. If ALPHA, BETA, and GAMMA are not available, any
remaining node can claim the queue manager.

To change a list of nodes on which the queue manager can run, reenter the
START/QUEUE/MANAGER command with the new node list. The new command
is stored in the queue database, and the queue manager is stopped and restarted
with the new node list. For more information, see Section 5.3.1.3.

5.3.1.2 Automatic Queue Manager Restart

When you enter the START/QUEUE/MANAGER command, it is stored in the
queue database. Thereafter, the job controller automatically restarts the queue
manager during reboot unless a STOP/QUEUE/MANAGER/CLUSTER command
has been entered.

You do not need to include the START/QUEUE/MANAGER command in your
site-specific startup procedure. The START/QUEUE/MANAGER command is no
longer included in the startup procedure template SYSTARTUP_V5.TEMPLATE.

5.3.1.3 If the Queue Manager Is Already Started
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If the queue manager is already running and you enter the START/QUEUE
/MANAGER command with qualifier values different from those used to start the
queue manager initially, the queue manager will be changed to reflect the new
qualifier values.

If the queue manager is running and this command is entered with no new
qualifier values, the job controller will check to see if one or more preferred
queue manager nodes is stored in the queue database. See Section 5.3.1.1 for
information on how to specify preferred queue manager nodes using the /ON
qualifier with the START/QUEUE/MANAGER command.

If you specify one or more preferred nodes, and the queue manager is running on
a node other than the first available specified node, the job controller attempts
to restart the queue manager on the first available preferred node. Despite the
transition, queues on running nodes are not stopped and all requests to the
queuing system will complete as expected.
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5.3.1.4 Obsolete Qualifiers

The /EXTEND, /BUFFER_COUNT, and /RESTART qualifiers to the DCL
command START/QUEUE/MANAGER are obsolete with the new batch and
print queuing system.

5.3.2 Stopping the Queue Manager

To stop the clusterwide queue manager, enter the following command:
$ STOP/QUEUE/MANAGER/CLUSTER

This command stops the queue manager process. The process remains stopped
until the DCL command START/QUEUE/MANAGER is entered. Cluster
transitions will not change the state of the queue manager. Newly available
nodes will not attempt to start the queue manager (unless the START/QUEUE
/MANAGER command is executed).

5.3.3 Stopping Queues on a Node

To stop all queues on a node, enter the following command:
$ STOP/QUEUES/ON_NODE

By default, this command stops all queues on the node from which the command
is entered. To stop queues on another node, specify the node name with the
/ON_NODE qualifier as follows:

$ STOP/QUEUES/ON_NODE=BETA

This command implicitly disables the autostart feature on the node on which the
command takes effect. As a result, queues started with an autostart list fail over
to the next available node in that list that has autostart enabled. For information
about the autostart feature, see Section 5.4.

The STOP/QUEUES/ON_NODE command replaces the DCL command STOP
/QUEUE/MANAGER. In previous versions, STOP/QUEUE/MANAGER stopped
the queue manager on a single node in a cluster. Because the queue manager is
now clusterwide and not node specific, the STOP/QUEUE/MANAGER command
is obsolete. If you enter the command STOP/QUEUE/MANAGER, it will perform
the same function as the new DCL command STOP/QUEUES/ON_NODE.

5.4 The Autostart Feature

The autostart feature simplifies startup and ensures high availability of execution
queues in a cluster. An autostart queue is a special type of execution queue

that makes use of the autostart feature. The autostart feature lets you do the
following:

* Start all autostart queues on a node with a single command

* Specify a list of nodes (within a VAXcluster environment) to which a queue
can automatically fail over if a node is removed from the cluster

For these reasons, Digital recommends that you use autostart queues whenever
possible.

The following DCL commands are new or changed to support the autostart
feature:

¢ INITIALIZE/QUEUE/AUTOSTART_ON=(node::[device] [,...])
¢ ENABLE AUTOSTART[/QUEUES][/ON_NODE=node-name]
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¢ START/QUEUE/AUTOSTART_ON=(node::[device] [,...])
¢ DISABLE AUTOSTART[/QUEUES][/ON_NODE=node-name]

The following sections discuss these commands in more detail.

5.4.1 Designating a Queue as an Autostart Queue

To designate a queue as an autostart queue, specify one of the following DCL
commands:

e INITIALIZE/QUEUE/AUTOSTART_ON=node::[device]
¢ START/QUEUE/AUTOSTART_ON=node::[device]

Both node and device must be specified for output queues, for example,
GOOD::MYPRINTER. For batch queues, only node is required, for example,
GOOD::.

You cannot specify the /AUTOSTART_ON=node::[device] qualifier with the
/GENERIC qualifier or the /ON=node::[device] qualifier.

Caution

The node name you specify as node is not checked to determine if it is an
existing node name. Be sure to specify a correct node name.

5.4.1.1 Setting Up Autostart Queues for Automatic Failover
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To increase the availability of execution queues in a cluster, you can set up an
autostart queue to execute on one of several nodes in a list. If the node on which
an autostart queue is running leaves the cluster, the queue will automatically fail
over to the next available node in the list on which autostart is enabled.

To specify the list of nodes to which an autostart queue can fail over, include the
list with the /AUTOSTART_ON qualifier for the INITIALIZE/QUEUE or START
/QUEUE command as follows:

INITIALIZE/QUEUE/AUTOSTART_ON=(node::[device] [,...]) queue
START/QUEUE/AUTOSTART_ON=(node::[device] [,...]) queue

Caution

The node name you specify as node is not checked to determine if it is an
existing node name. Be sure to specify a correct node name.

For example:

$ START | 2 MYQUET:
In this example, the output queue named MYQUEUE will start on the first node
in the list for which the ENABLE AUTOSTART command is entered. If the node
on which MYQUEUE is executing is taken out of the cluster, the queue will be
stopped on that node and will fail over to the first available node in the list on
which autostart has been enabled. The queue manager will automatically restart
the queue on the new node.
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As long as one of the three nodes is running with autostart enabled, this queue
will be started and available to execute print jobs. If all three nodes in the
example have been shut down, the queue will remain stopped until one of the
three nodes joins the cluster and executes the ENABLE AUTOSTART command.

5.4.2 Enabling Autostart on a Node

The command ENABLE AUTOSTART/QUEUES notifies the queue manager to
automatically restart all active autostart queues on a system. It also notifies the
queue manager to automatically start any active autostart queue that fails over
to the system. An autostart queue is active if it has been started initially and
has not been stopped with the STOP/QUEUE/NEXT or STOP/QUEUE/RESET
command. By default, the command affects the node from which it is entered.
However, you can specify the /ON_NODE=nodename qualifier to enable autostart
on a different node. For example:

$ ENABLE AUTOSTART/QUEUES Oll_II0DE=IT0DEX

The /QUEUES qualifier is optional.

When a node reboots, autostart is disabled until you enter the ENABLE
AUTOSTART/QUEUES command. Add this command to your system startup
procedures following the commands that configure printer devices and mount
important disks. The ENABLE AUTOSTART/QUEUES command is included in
the template startup procedure SYSTARTUP_V5.TEMPLATE provided with VMS

Version 5.5. Use this command in your startup procedure instead of separate
START/QUEUE commands to restart each autostart execution queue.

Non-autostart execution queues (those created or started with the
/ON=node::[device] qualifier) will not be automatically restarted when a node
reboots and therefore must be restarted with the START/QUEUE command.

5.4.3 Starting Autostart Queues

You must start an autostart queue initially, in one of the following ways:

¢ Specify the /START qualifier in the INITIALIZE/QUEUE command used to
create the queue.

* Enter a START/QUEUE command after you create the queue.

Autostart must be enabled on the node as explained in Section 5.4.2 for the
queue to begin executing jobs. Once autostart is enabled and the queue is started
initially, the queue will remain started until either of the following occurs:

¢ Autostart is disabled on the node with the DISABLE AUTOSTART or STOP
/QUEUES/ON_NODE command or if the node leaves the cluster.

¢ The queue is stopped with a STOP/QUEUE/NEXT or STOP/QUEUE/RESET
command.

5.4.4 Preventing Autostart Queues from Starting

With autostart queues, the STOP/QUEUE/NEXT or STOP/QUEUE/RESET
command stops a queue and marks it inactive for autostart until the START
/QUEUE command is entered. The STOP/QUEUE/NEXT or STOP/QUEUE
/RESET command prevents an autostart queue from being automatically
restarted.

You might use this feature to prevent an autostart output queue from accidentally
restarting when a printer is being serviced.
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5.4.5 Disabling Autostart on a Node
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The DISABLE AUTOSTART/QUEUES command notifies the queue manager to
perform the following tasks on the affected node:

* Prevent autostart queues from failing over to the node.

e Mark all autostart queues on the node as “stop pending” in preparation for a
planned shutdown. This lets jobs currently executing on the queues complete.

¢ Upon completion of any jobs currently executing on one of the node’s autostart
queues, force the queue to fail over to the next available node in the queue’s
failover list on which autostart is enabled. (An autostart queue can fail
over only if you have set it up to run on more than one node, as specified in
Section 5.4.1.1.)

By default, the command affects the node from which it is entered. However, you
can specify the /ON_NODE=node qualifier to disable autostart on another node.
The /QUEUES qualifier is optional.

The DISABLE AUTOSTART/QUEUES command has been added to the shutdown
command procedure SHUTDOWN.COM and will be automatically executed when
you shut down a node using SHUTDOWN.COM. If you shut down a node without
using SHUTDOWN.COM and the node is running autostart queues, you might
want to enter the DISABLE AUTOSTART command before shutting down the
node.

The DISABLE AUTOSTART command affects autostart queues only. You must
still stop all non-autostart queues executing on the node by entering one of the
following commands:

STOP/QUEUE/RESET
STOP/QUEUE/NEXT
STOP/QUEUES/ON_NODE

In addition to the changes described in this section, the following VMS
components have been changed to support the autostart feature:

* F$GETQUI lexical function (see Section 3.6)

* SYS$SNDJBC and SYS$GETQUI system services (see VMS System Services
Reference Manual)

e LIB$GETQUI run-time library routine (see Section 13.1)
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LADCP Utility

The LAD control program (LADCP) is the utility program that you use to
configure and control the local area disk (LAD) protocol on VMS host systems.
VMS systems that use LAD services are called LAD client nodes.

You can use LADCP to do the following:

e Establish bindings to LAD services, which creates a new DADn: virtual disk
unit on the local VAX system

¢ Remove bindings to LAD services

You can control service access by using a service access password. You can also
write-protect LAD services. In this case, local VMS users of the DADn: device
unit receive an error if they attempt a write operation to the unit.

The LAD protocol allows you to access disk media that reside on a Digital
InfoServer system as though they were locally connected to your VAX system.
This allows several VMS client nodes to share the same disk media, eliminating
the need for duplicate disk drives and media.

For more information about the LADCP utility, refer to VMS LAD Control
Program (LADCP) Manual.
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Clusterwide Tape Serving

Included in VMS Version 5.5 is the VMS tape mass storage control protocol
(TMSCP) server. The tape server allows the system manager to make locally
connected tape drives cluster-accessible tapes. A cluster-accessible tape is a tape
that every node in the cluster can recognize and access.

The tape server allows nodes without a locally connected tape drive to gain direct
access to a tape drive connected to another node.

Once the server has been loaded and tape devices have been set as served, the
devices can be accessed from any node in the VAXcluster using DCL commands.
INITIALIZE, MOUNT, and BACKUP operations can be done on remote tape
devices in the same way as they are currently done using locally connected
devices.

Note

Tape drives are not shared devices. Only one user can access a tape at a
time. With the tape server, served tape drives are accessible to all nodes
in a cluster, but can be allocated and accessed by only one process at a
time.

See the VMS VAXcluster Manual for details about implementing the TMSCP
server.

7.1 Loading the Magnetic Tape Server

By default, VMS does not load the tape server software. To implement the server,
the system manager must modify the SYSGEN parameter TMSCP_LOAD and,
optionally, the TAPE_ALLOCLASS parameter.

7.1.1 TMSCP_LOAD Parameter

A new SYSGEN parameter, TMSCP_LOAD, has been created to allow for the
loading of the TMSCP server software. The TMSCP_LOAD parameter also sets
locally connected tapes as served.

When TMSCP_LOAD is set to zero, it inhibits the loading of the tape server and
the serving of local tapes. When TMSCP is set to 1, it loads the tape server into
memory at the time the system is booted and makes all directly connected tape
drives available clusterwide. The following table describes the two states of the
TMSCP_LOAD parameter:
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State Function

0 Do not load the TMSCP tape server. Do not serve any local tape devices
clusterwide.

1 Load the TMSCP tape server. Serve all local TMSCP tape devices clusterwide.

The parameter has the following restriction for VMS Version 5.5:
¢ The TMSCP tape server will serve TMSCP tape drives only.

DSSI tapes (for example, the TF85) are TMSCP tape devices. Tape devices
connected to an HSC are also TMSCP devices. SCSI tapes such as the TL and TZ
tape devices (which are displayed as MKcn) are not TMSCP devices.

Some tapes can be TMSCP devices depending on their configuration. A TK50
in a MicroVAX system or being used as the console media for a VAX 6000-series
computer is a TMSCP device. A TK50 on a VAXstation 2000 computer is not a
TMSCP tape device.

TMSCP devices include the TA79, TA81, TA90, TA9OE, TA91, TF70, TF85, TF737,
TF857, TK50, TK70, TU81, TU81+, RV20, and RV60.

You can use the SHOW DEVICE command to identify TMSCP tape devices. Use
the SHOW DEVICE M command to obtain a list of tape (and mailbox) devices.
MU and MI tape devices are TMSCP tapes, so if SHOW DEVICE M displays a
TUS81 tape device as MUAO, the device is a TMSCP device.

Note

In VMS Version 5.5, the DCL command SHOW DEVICE/SERVED does
not display the names of served tapes.

SDA (the System Dump Analyzer Utility) can also be used to determine if a
tape device is a TMSCP tape. To invoke SDA, enter ANALYZE/SYSTEM from
a privileged account at the DCL prompt. Then use the SDA command SHOW
DEVICE MUcn, where c is the controller letter and n is the device unit number.
The display will be similar to the following:

SAMPL$MUBG TK70 UCB address: 80C00BBO

Device status: 00000010 online
Characteristics: 0C444038 dir,sdi,sqd, fod,avl,elg, idv, odv
000022A1 clu,mscp,srv,nnm, loc

Owner UIC [000000,000000] Operation count 0  ORB address 80C00CDO
PID 00000000 Error count 0 DDB address 81C17600
Alloc. lock ID 00000000 Reference count 0 DDT address 80B6D904
Alloc. class 102 BOFF 0000 CRB address 81C17580
Class/Type 02/0F Byte count 0000 PDT address 80B6CFAQ
Def. buf. size 2048  SVAPTE 00000000 CDDB address  80B71930
DEVDEPEND 000004C0  DEVSTS 0000 I/0 wait queue empty’
DEVDEPND2 00000008 RWAITCNT 0000
FLCK index 34  Object count 0

DLCK address 00000000

In the second line listing the characteristics, the symbol “mscp” indicates that the
device, a TK70, is a TMSCP device and the symbol “srv” indicates that this device
is currently served to all the VAXcluster nodes.
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7.1.2 TAPE_ALLOCLASS Parameter

To serve tapes, the SYSGEN parameter TMSCP_LOAD must be set to 1.
Additionally, the SYSGEN tape allocation class parameter, TAPE_ALLOCLASS,
must follow the same rules as the SYSGEN parameter ALLOCLASS does for
serving disks. These rules are

e  VAX or HSC nodes connected to a dual-path tape must have the same nonzero
tape allocation class value.

e All cluster-accessible tapes on nodes with a nonzero allocation class value
must have unique names. For example, if two VAX nodes in a VAXcluster
have the same tape allocation class value, it is invalid for both nodes to have
a tape named MUAQ. This restriction also applies to HSCs.

* Single-ported tapes with an allocation class value of zero can have the same
unit number on different cluster nodes.

Note that zero is the default tape allocation class value. In a mixed-interconnect
cluster, all of the following must have a nonzero tape allocation class value:

e HSCs
¢ Systems serving HSC tapes

¢ Systems connected to dual-path tapes
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VMS Volume Shadowing Phase I
Enhancements

VMS Volume Shadowing Phase II supports a new SYSGEN parameter,
SHADOW_MBR_TMO, which lets you specify the timeout period for recovering a
shadow set member before it is removed from a shadow set. Previously, you used
the SYSGEN parameter VMSD3 to specify the number of seconds before timing
out.

Volume Shadowing Phase II now also provides support for SCSI devices.

Sections 8.1 and 8.2 describe these new features in more detail. Note that VAX
Volume Shadowing (Phase I) does not include support for either of these features.

8.1 Specifying the Shadow Set Member Recovery Timeout Period

You can set the SHADOW_MBR_TMO parameter to specify the number of
seconds (from 1 to 65,535 decimal) during which recovery of a repairable shadow
set is attempted. If you do not specify a number, VMS uses the default value of
20 seconds.

The following example shows how to set the value of SHADOW_MBR_TMO to 10
seconds:

$ RUN SYSSSYSTEN:SYSGEN

SYSGEN> USE

SYSGEN> SET

SYSGEN> SHOW

Parameter Name Min. Max. Unit  Dynamic
SHADOW_MBR_TMO 10 20 0 65538 SECS D
SYSGEN> WRITE CURRENT l(or WrITE ACTIVEZ)

SYSGEN> EXIT

$

Because SHADOW_MBR_TMO is a dynamic parameter, you should use the
SYSGEN command WRITE CURRENT to change its value permanently. To
change temporarily the value of SHADOW_MBR_TMO on a running system, use
the SYSGEN command WRITE ACTIVE.

Note

If there is currently a value in VMSD3 relevant to VMS Volume
Shadowing Phase II, you can clear the value.

The SHADOW_MBR_TMO parameter is valid only for use with VMS Volume
Shadowing (Phase II). You cannot set this parameter for use with VAX Volume
Shadowing (Phase I).
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8.2 Volume Shadowing Phase Il Supports Digital SCSI Devices

VMS Volume Shadowing (Phase II) now provides full support for all Digital
Small Computer System Interface (SCSI) devices and for some other-vendor
SCSI devices. VMS Volume Shadowing can support other-vendor devices that
implement readl/writel commands because phase II shadowing software makes
use of the optional SCSI readl (read long) and writel (write long) commands.
Because VMS Volume Shadowing Phase II requires compatibility among the
physical units in a shadow set, any supported SCSI device can be included in a
phase II shadow set as long as its physical geometry is identical to the other SCSI
devices in the shadow set. SCSI shadow set members can be located anywhere in
a VAXcluster system.

Example 8-1 illustrates how you can use the SDA command SHOW DEVICE
to determine whether or not a disk has readl/writel support. If the NOFE (No
Forced Error) flag is set, the disk device does not have readl/writel commands
implemented. In Example 8-1, the NOFE flag is shown at the end of the line
following the line that begins with the word Characteristics. This flag indicates
that the DKA200 device does not have forced error capability.

Example 8-1 Showing Device Characteristics Using the SDA SHOW DEVICE Command
SDA> SHOW DEZV DKA200
BUBLASDKA200 RZ23 UCB address: 803385B0

Device status: 00000010 online
Characteristics: 1C454008 dir,fod, shr,avl,elg, idv,odv, rnd
05000221 clu,mscp,nnm, scsi,nofe

Owner UIC [000000,000000] Operation count 231  ORB address 803386E0
PID 00000000  Error count 0 DDB address 805655E0
Alloc. lock ID 00000000 Reference count 0 DDT address 8037B978
Alloc. class 5 Online count 0 CRB address 80527F70
Class/Type 01/31  BOFF 0000  PDT address 8030C1A0
Def. buf. size 512  Byte count 0000 CDDB address 80338740
DEVDEPEND 03080821  SVAPTE 00000000 I/O wait queue empty
DEVDEPND2 00000000  DEVSTS 0004
FLCK index 34 RWAITCNT 0000

DLCK address 00000000

If you attempt to mount a SCSI device that does not have forced error capability
into a shadow set, the MOUNT command fails and returns an informational
status message. The following example shows the error message that results
when you attempt to mount the DKA200 disk device:

$ MOUNT/SYS DSA101/SHAD=$5SDKA200: YELLOW

$MOUNT-I-DEVNOFE, device does not support FORCED ERROR handling.

You can mount SCSI devices that do not have forced error capability into phase
IT shadow sets using the /OVERRIDE=NO_FORCED_ERROR qualifier. This
qualifier inhibits the protection checks performed by the MOUNT command. The
following example shows how you use the /OVERRIDE=NO_FORCED_ERROR
qualifier to mount the DKA200 disk device in a shadow set:

$ MOUNT/SYS/OVERRIDE=NO_FORCED_ERROR DSA101/SHAD=$5SDKA200: YELLOW

$MOUNT-I-MOUNTED, YELLOW mounted on _DSA101:

%MOUNT-I-SHDWMEMSUCC, _$5$DKA200: (BUBLA) is now a valid member of the shadow set
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Note that a SCSI device mounted with the /OVERRIDE=NO_FORCED_ERROR
qualifier will be dropped from the shadow set during a full copy operation if the
device is the target of the operation and a bad block is encountered on the source
device.

VAX Volume Shadowing (Phase I) does not include support for either Digital SCSI
devices or other vendor’s SCSI devices.
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LAT New Features

The LAT software included in the VMS Version 5.5 operating system has been
significantly enhanced. These changes affect the following operations:

* Starting up the LAT protocol software

* Using the site-specific LAT startup command procedure to customize LAT
characteristics

¢ Using the new SET HOST/LAT command to establish outbound connections
¢ Using new commands and qualifiers with the LAT Control Program (LATCP)

Note

You can enter LATCP commands either at the LATCP> prompt or as a
DCL command (interactively or in a program). If you choose the latter
method, you must first define LCP and then precede each DCL command
with that symbol, as shown in the following example:

$ LCP :== SLATCP

$ LCP SET LIODE/STATE=0N

¢ Using the new LAT ancillary control process (LATACP) to manage the
services database

* Using the enhancements made to the QIO interface (described in Chapter 17)

This chapter includes complete information about starting, customizing, and
managing the new LAT software. For additional information, see Chapter 17, the
revised VMS LAT Control Program (LATCP) Manual, and the VMS Version 5.5
Release Notes.

9.1 Starting Up the LAT Protocol Software

To set up your node as a LAT service node and start the LAT protocol software
on your system each time the system boots, edit SYS$MANAGER:SYSTARTUP_
V5.COM to add the following line:

$ @SYSSSTARTUP:LITSSTLRTUS.COM
When SYSTARTUP_V5.COM executes this command, it invokes

LAT$STARTUP.COM, which in turn invokes the LAT$CONFIG and
LAT$SYSTARTUP command procedures.

You can append any of the following arguments to the command line that
invokes LAT$STARTUP to specify unique LAT characteristics for your node. The
procedure will pass these arguments to LAT$SYSTARTUP.COM to define the
LAT characteristics you specify.

@SYS$STARTUP:LAT$STARTUP "P1" "P2" "P3" "P4" "P5"

w
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Digital recommends that you modify LAT$SYSTARTUP.COM directly instead

of appending these arguments to the @SYS$STARTUP:LAT$STARTUP
command. However, should you choose to specify these arguments with the
@SYS$STARTUP:LAT$STARTUP command, note that arguments P1 through P5
are defined as follows:

Format Meaning

P1 Argument

Service name Name of the VMS service. For clustered VMS service
nodes, use the cluster alias as the service name. For
independent VMS service nodes, use the DECnet node
name. SYS$STARTUP:LAT$SYSTARTUP.COM uses the
argument P1 to assign a service name to the node (with
the LATCP CREATE SERVICE command).

P2 Through P4 Arguments’

/IDENTIFICATION="string" Description of the node and its services that is advertised
over the Ethernet. The default is the string defined
by the logical name SYS$ANNOUNCE. Make sure
you include five sets of quotation marks around the
identification string, as in the following example:
/IDENTIFICATION="""""Official system center""""".

/GROUPS=(ENABLE=group- Terminal server groups qualified to establish connections
list) with the VMS service node. By default, group 0 is
enabled.

/GROUPS=(DISABLE=group- Removes previously enabled terminal server groups.

list) If you are specifying the preceding qualifier to enable
groups, you can combine the qualifiers into one, as shown
in the example that follows this table.

P5 Argument?

Any qualifiers valid with SYS$STARTUP:LAT$SYSTARTUP.COM uses this
the CREATE SERVICE argument to assign service characteristics with the
command. LATCP CREATE SERVICE command. You can specify

the /IDENTIFICATION, /LOG, and /STATIC_RATING
qualifiers. Specify several qualifiers as shown in the
following example: "/IDENTIFICATION="""""Official
system node"""""/STATIC_RATING=250".

1 Any of these qualifiers can be specified. SYS$STARTUP:LAT$SYSTARTUP.COM uses the arguments
to assign LAT node characteristics (with the LATCP SET NODE command).

%P5 is used only if P1 is specified.

For example, the following command creates the service OFFICE on the VMS
service node MOE:

§ @SYSSSTARTUP:LATSSTARTUP QFFIC
_$ /GROUPS=(ENABLE=(.,£-9),DISZBLE=0)

In addition, if you want to do any of the following LAT network tasks, you must
edit LAT$SYSTARTUP.COM, as described in Section 9.2:

* Set up LAT printers

* Create special application services
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* Set up the node to allow outgoing connections (to support the SET HOST/LAT
command)

For more information about the LAT protocol software, see Section 9.3. For a
full description of all LATCP commands and qualifiers, see the VMS LAT Control
Program (LATCP) Manual.

9.2 Site-Specific LAT Command Procedure (LAT$SYSTARTUP.COM)

The command procedure SYSSMANAGER:LAT$SYSTARTUP.COM. contains
LATCP commands that define LAT characteristics. LAT$SYSTARTUP.COM is
invoked when you execute the LAT$STARTUP command procedure. As explained

in Section 9.1, you typically execute LAT$STARTUP.COM from SYSTARTUP_
V5.COM.

You do not need to edit LAT$SYSTARTUP.COM if you want your VMS
node to be a LAT service node that only supports incoming connections
from interactive terminals. You can assign a service name and other

characteristics by specifying parameters when you invoke the command procedure
SYS$STARTUP:LAT$STARTUP, as described in Section 9.1.

However, you can edit LAT$SYSTARTUP.COM to add LATCP commands to
customize LAT characteristics for your VMS node; for example:

* To create more than one service (see Section 9.2.1)
* To create logical ports for printers (see Section 9.2.2)
e To create logical ports for special application services (see Section 9.2.2)

* To enable outgoing LAT connections to support the SET HOST/LAT command
(see Section 9.2.3)

* To tailor VMS node characteristics; for example, to assign special service
announcements or Ethernet links (see the VMS LAT Control Program
(LATCP) Manual)

Note

Do not modify the command procedures LAT$STARTUP.COM

and LAT$CONFIG.COM. These procedures perform functions
necessary for the LAT protocol software to run correctly. Modify only
LAT$SYSTARTUP.COM to customize LAT characteristics for specific
sites.

If you edit LAT$SYSTARTUP.COM, you should add only LATCP commands.

In addition, you should conform to the order of commands in the template file
SYS$MANAGER:LAT$SYSTARTUP.TEMPLATE. The VMS LAT Control Program
(LATCP) Manual provides a sample edited LAT$SYSTARTUP procedure and a
full description of the commands you can include in LAT$SYSTARTUP.COM.
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9.2.1 Creating a VMS Service

The LAT$SYSTARTUP.COM procedure provided by Digital creates one service. A
service can be either a primary service, through which users can access all the
resources of the computer system, or it can be a special application service, such
as a data entry program or an online news service. The procedure creates the
service with the same name as that of your VMS node unless you specify a unique
service name as an argument to the @S YS$STARTUP:LAT$STARTUP.COM
command, as explained in Section 9.1.

You can add CREATE SERVICE commands to LAT$SYSTARTUP.COM to create
additional services.

If you create an application service, Digital recommends that you assign the
name of the application program. For example, adding the following command
to LAT$SYSTARTUP.COM creates an application service called NEWS on the
local node. The /IDENTIFICATION qualifier ensures that this service will be
indentified in service announcements and in the display generated by the LATCP
SHOW NODE command.

$§ LCP CREATE SERVICE WEWS 'IDENTIZICZTION /APPLICATION

For more information about the LATCP command CREATE SERVICE, see the
VMS LAT Control Program (LATCP) Manual.

9.2.2 Setting Up Ports

94

The LAT$SYSTARTUP.COM procedure provided by Digital includes sample
commands to create logical ports on the VMS service node and to associate them
with physical ports or services on the terminal server node. These ports can

be used for application services and remote printers. Enable these commands
by removing the exclamation points (!) that precede them or by adding similar
CREATE PORT and SET PORT commands to meet your needs. For information
about the LATCP commands CREATE PORT and SET PORT, see the VMS LAT
Control Program (LATCP) Manual.

Note

Digital strongly recommends that you create application and dedicated
ports after the LATCP command SET NODE/STATE=0ON is executed.
This minimizes nonpaged pool memory usage and eliminates the
possibility of creating duplicate ports. For more information, see the
descriptions of the /DEVICE_SEED and /STATE qualifiers in the SET
NODE reference section of the VMS LAT Control Program (LATCP)
Manual.

Setting Up Printers
If you set up a port for a printer, you must also perform the following tasks:

1. Create a spooled output queue for the printer.

2. Add a command to start the queue to the startup command procedure that
starts your queues or to SYSTARTUP_V5.COM.

These tasks are described in the Guide to Setting Up a VMS System. For more
information about LAT printer queues, see the chapter on batch and print
operations in the Guide to Maintaining a VMS System.
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Setting Up Special Application Services

To establish a special application service, include the /DEDICATED qualifier
when defining a LAT port. The application program to which the service
connects must define the same dedicated port. For example, inserting and then
executing the following commands in LAT$SYSTARTUP.COM sets up ports for an
application service called NEWS:

$ LCP CREATE PORT LTA333: /DEDICATED
$ LCP SET PORT LTA333: /SERVICE=NEWS

Before application services can be available to user terminals on the LAT

network, you must start the application program. You usually add commands
to do this in SYLOGIN.COM.

9.2.3 Enabling Outgoing LAT Connections

By default, outgoing LAT connections are disabled on a node. If you want to allow
users to use the SET HOST/LAT connection to establish LAT connections from
the node, you must edit LAT$SYSTARTUP.COM to enable outgoing connections.
For more details on using the SET HOST/LAT command for outgoing LAT
connections, see Section 9.3.3.4.

Commands to enable outgoing connections are included in the
LAT$SYSTARTUP.COM procedure provided by Digital. Enable the command

of your choice by removing the exclamation point (!) that precedes it or add a
similar command to meet your needs. For more information, see the descriptions
of the /CONNECTIONS and /USER_GROUPS qualifiers in the SET NODE
reference section of the VMS LAT Control Program (LATCP) Manual.

To attain optimal SET HOST/LAT performance and forward port performance, set
the SYSGEN parameter TTY_ALTYPAHD to 1500 and reboot.

9.3 Connecting to a LAT Network

The VMS operating system uses the LAT communications protocol software
to communicate with terminal servers and other systems within a local area
network.

Terminal servers are communication devices dedicated for connecting terminals,
modems, or printers to an Ethernet network. Terminal servers provide a cost-
effective method of connecting many user terminals to a computer. Terminal
servers save on cable requirements and they maximize the number of devices
that can access a computer.

With the LAT protocol software, the VMS operating system can offer resources
(services) that terminal servers can access. A system that offers LAT services
is called a service node. In addition, VMS nodes can access LAT services by
enabling outgoing connections (using LATCP) and using the SET HOST/LAT
command. (In the remainder of this chapter, “servers” refers both to dedicated
terminal servers and VMS nodes that allow access to other LAT services.)

9.3.1 Function of the LAT Protocol Software

The LAT protocol is the software that allows terminal server devices and
computers to communicate within a local area network (LAN). The LAT

protocol software is concerned with matching terminals and other devices to

the computing resources (services) of a LAN. Because LAT terminals no longer
connect directly to the computer (service node) they are accessing, the local server
must listen for service requests from its terminals and be able to match the
terminals with computers that provide the desired services.
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Using the LAT protocol software, a VMS operating system announces its available
services over the Ethernet. Servers listen to the Ethernet announcements and
build a database of service information so that they can locate an appropriate
VMS system when a user terminal requests computing services. For example, a
user terminal might request general processing service or a data entry program
on a VMS operating system. A server uses the LAT protocol software to establish
and maintain a connection between the requesting terminal and the VMS
operating system.

Sometimes a VMS operating system can request services from a terminal server.
The LAT protocol software allows VMS systems to ask for connections to printers
or other devices attached to a terminal server.

9.3.2 Advantages of the LAT Protocol Software

The LAT protocol software allows you to make the resources of any computer on a
local area network available to any user in that network.

In addition to general processing resources, you can set up terminals, printers,
and modems so that they are available from multiple systems in the local area
network. This allows you to efficiently use these resources, and to keep them
available even if one of the systems in the network must be shut down.

You can also set up application programs, such as data entry programs or news
services, as resources. When a user requests a connection to the resource, the
LAT protocol software sets up a connection directly to the application program.
No login procedure is necessary.

The LAT protocol software provides load balancing features and recovery
mechanisms so that users get the best, most consistent service possible. In
their broadcast messages, VMS systems rate the availability of their services

so that servers can establish connections to computing resources on the least
busy node. If a node becomes unavailable for any reason, the servers attempt to
provide services on alternate service nodes.

In addition, users can establish multiple computing sessions on their terminals,
connecting to several different computers and switching easily from one
computing session to another. After switching from one session to another,
users can return to the previous session and pick up where they left off. This
saves users the time normally required to close out and reopen files or accounts
and to return to the same point in a session.

Finally, the LAT protocol software can provide improved system performance.
Because the servers bundle messages onto a single Ethernet interface, a server
interface decreases the network traffic and reduces the number of computer
interrupts encountered in systems where terminals, modems, and printers each
have a physical connection to the computer.

9.3.3 The LAT Network

A LAT network is any local area network where terminal servers and operating
systems use the LAT protocol software. A LAT network can coexist on the same
Ethernet with other protocols. The LAT protocol software, which operates on both
terminal servers and the VMS operating system, is designed to ensure the safe
transmission of data over the Ethernet.

The LAT network consists of the following entities:
* VMS service nodes

¢ Terminal server nodes
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* VMS nodes allowing outgoing connections
¢ Ethernet coaxial cable

VMS service nodes supply computing resources for the local network, while
terminal server nodes (or VMS nodes allowing outgoing connections) port their
terminals, modems, or printers to those resources upon request from a user
terminal or an application program.

You can use the LAT Control Program (LATCP) Utility to configure the LAT
characteristics for a VMS system. LATCP allows you to set up a VMS system to
support:

¢ Incoming access only
¢ QOutgoing access only
¢ Both incoming and outgoing access

The VMS systems that support incoming LAT connections are service nodes.
(You can also set up a VMS system so that it supports neither incoming nor
outgoing access.) See the VMS LAT Control Program (LATCP) Manual for more
information.

9.3.3.1 VMS Service Nodes

A VMS service node is one type of node in a LAT network. (Nodes that are not
using VMS can also be used along with VMS nodes in a LAT network.) A service
node is an individual computer in a LAN that offers its resources to users and
devices. Because the VMS operating system contains the LAT protocol software,
any VMS system can be configured as a service node within a LAT network.

Types of Services

Each VMS node offers its resources as a service. Often, a node offers a general
processing service, but it can offer special application services as well. Any or all
of the services can be specialized applications.

For example, a VMS service node might offer three services: one service for
general processing, another for data entry, and a third for stock quotations.
The general processing service would allow the use of the general computing
environment. The data entry and stock services, on the other hand, would be
restricted environments, with connections to the application service but to no
other part of the service node.

Each service is distinguished by the name the system manager assigns to it. In
a VMS cluster, Digital recommends that the service name be the same as the
cluster name. In a standalone system, Digital recommends that the service name
be the same as the node name. With special service applications, the service
holds the name of the application.

Service Announcements

A VMS service node announces its services over the LAN at regular intervals so
that terminal servers (and VMS systems that allow outgoing connections) know
about the availability of these network resources. The service announcement
provides the physical node name, the service names, a description of services, and
a rating of service availability. Servers listen to the Ethernet announcements and
record information in a database. On VMS nodes allowing outgoing connections,
this database is maintained by the LAT ancillary control process (LATACP).

Whenever a user terminal or application program requests a service, the server
node connects to the appropriate VMS service node.

9-7



LAT New Features
9.3 Connecting to a LAT Network

Print Requests

In some cases, VMS service nodes can request services from terminal servers.
The most common situation is when the VMS system wants to use a printer that
is ported to a terminal server. VMS submits the print request to the terminal
server print queue that is set up and initialized in the VMS startup procedure.
Then the LAT symbiont (the process that transfers data to or from mass storage
devices) requests the LAT port driver to create and terminate connections to the
remote printer.

For information on setting up queues for printers connected to LAT ports, see
the chapter on batch and print operations in the Guide to Maintaining a VMS
System.

9.3.3.2 Terminal Server Nodes
A terminal server node is the second type of node in a LAT network. A terminal
server node is usually located near the terminals and printers it supports. The
terminals and printers are physically connected to the terminal server; the
terminal server is physically connected to the Ethernet.

Locating VMS Service Nodes

Terminal servers build and maintain a directory of services from announcements
advertised over the network. Then, when terminal servers receive requests for
servers from terminal users, they can scan their service database and locate the
computer that offers the requested service.

Terminal servers not only look for the VMS node that provides the requested
service, they can also evaluate the service rating of that node. If a requested
service is offered by more than one node, then the service rating is used to select
the node that is least busy. A server establishes a logical connection between the
user terminal and the VMS service node.

Setting Up Connections

One logical connection carries all the data directed from one terminal server node
to a VMS service node. That is, the server combines data from all terminals
communicating with the same VMS node onto one connection. A terminal
server establishes a logical connection with a VMS service node only if a logical
connection does not already exist.

If a connection fails for any reason, a terminal server attempts to find another
node offering the same service and “rolls over” the connection so users can
continue their computing sessions.

Even though terminal connections are bundled together, each terminal can be
uniquely identified by its name. A terminal name consists of two parts. The first
part is the name of the port on the terminal server that the terminal line plugs
into. The second part is the name of the terminal server node.

Servicing VMS Nodes

Although terminal servers are usually the requesting nodes in a LAT network,
sometimes VMS service nodes request service from terminal servers. Most
commonly, a VMS service node queues print requests to remote printers connected
to terminal servers.
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9.3.3.3 VMS Nodes Allowing Incoming and Outgoing Connections

VMS nodes can be set up to allow incoming connections, outgoing connections,
or both. These VMS nodes locate service nodes and set up connections as do
terminal server nodes. The database of information about available nodes and
services is maintained by the LAT ancillary control process (LATACP).

On a VMS node that is set up to allow outgoing LAT connections, a user can
connect to another node in the LAT network by entering the SET HOST/LAT
command. The following section describes how to use this new command.

9.3.3.4 Using the SET HOST/LAT Command

The SET HOST/LAT command allows you to connect your terminal to a specified
service, establishing one LAT session for communication between your terminal
and that service.

The service node that provides the service must be on a remote node, must be
on the same extended LAN, and must be running at least Version 5.0 of the LAT
protocol software. (Note that you cannot use SET HOST/LAT to connect to the
local node.)

Some services are protected with passwords. You are prompted for a password
unless you specify the password with the /PASSWORD qualifier.

Once the connection to the service is made, you can interact with the service as
if your terminal were connected directly to it. Some services will prompt you.
For example, if the service is a VMS system, it prompts you for a user name and
password. You must have an account on the service node in order to log in.

Press the disconnect character to end the LAT session and return to DCL
command level on your local system. With some services, such as general
timesharing services like VMS, you can end the LAT session by logging out of
the service. The default disconnect character is Ctrl/\. Use the /DISCONNECT
qualifier to change the default disconnect character.

The format for entering this command is as follows:

SET HOST/LAT service-name

Note that service-name specifies the name of the service to which you want your
terminal connected. If several service nodes offer the same service and you do
not specify the /NODE=node-name qualifier, your terminal connects to the service
node that is least busy.

To display a list of services on your LAN, use the LAT Control Program (LATCP)
SHOW SERVICES command, as described in the the VMS LAT Control Program
(LATCP) Manual.

The qualifiers you can specify for the SET HOST/LAT command are as follows:

* /NOJAUTOCONNECT

Specifies whether connection attempts should be retried automatically when
a connection fails because a service is unknown or unavailable or because a
node is unknown or unreachable. Also specifies that reconnecting should be
attempted automatically if a service has disconnected abnormally. The default
is NOAUTOCONNECT.
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/BREAK=break-character

Defines a character that generates a break on lines that expect a break rather
than a carriage return. To generate a break, press Ctrl/break-character. You
can select any ASCII character from @ through Z, except C, M, Q, S, Y, and
the left bracket ([). You cannot select a character that is already defined as
the disconnect character.

/DESTINATION_PORT=port-name

Specifies the port on a node to which you want to connect. The /NODE
qualifier is required when you specify the /DESTINATION_PORT qualifier.
The port must be available and must offer the service you specify. VMS and
certain other LAT service node systems ignore the /DESTINATION_PORT
qualifier.

/DISCONNECT=disconnect-character

Defines the character that you can use to disconnect from a remote session.
The default disconnect character is Ctrl/\. To generate a disconnect, press
Ctrl/disconnect-character. You can select any ASCII character from @ through
Z, except C, M, Q, S, Y, and the left bracket ([). For example, if you specify
/DISCONNECT=A, CtrlV/A will be the disconnect character. You cannot select
a character that is already defined as the break character.

/LOG{=log-file]

Logs all data that is delivered during the LAT session. If you do not specify a
name for the log file, the data is stored in the file SETHOST_LAT.LOG.

/NODE=node-name

Specifies the node that offers the service to which you want to connect. The
node you specify must be a remote node. Failover is not performed if the
connection fails.

/PASSWORD=password

Specifies the password required by a service that is protected with a
password. If you do not specify the /PASSWORD qualifier when requesting a
connection to such a service, you are prompted for the password.

The following examples illustrate how to use the SET HOST/LAT command:

Examples

1.

$ SET HOST/LAT SORTER

$LAT-S-CONNECTED, session to SORTER established
$LAT-I-TODISCON, type "\ to disconnect the session
Username: SMITH

Password:

$ LOGOUT

SMITH logged out at 9-JUL-1991 11:04:51.45
$LAT-I-DISCONNECTED, session disconnected from SORTER
-LAT-I-END, control returned to node HOME

$

This SET HOST/LAT command connects the user to the service SORTER,
which is a computer system. The first message confirms that the user has
been connected to that service. The second message informs the user how to
disconnect the session. (The user can also disconnect the session by logging
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out from SORTER.) SORTER then prompts for the user name and password.
Use the normal login procedure to log in to the computer system. When the
user logs out of the service SORTER, the terminal displays the DCL command
prompt of the user’s local system (HOME).

2. $ SET HOST/LAT/DESTINATION_PORT=BOSTON/NODE=STATE/DISCONNECT=F BUDGET

This command connects the user’s terminal to the service BUDGET that is
offered on port BOSTON on service node STATE. The user can disconnect the
session by typing Ctrl/F.

3. $ SET HOST/LAT PURSE
Password:

This command attempts to connect the user’s terminal to the service PURSE.
The service PURSE is protected, so the user is prompted for a password. The
user could have specified the password within the SET HOST/LAT command,
as shown in the next example.

4. $ SET HOST/LAT/PASSWORD=BEOR PURSE

This command connects the user’s terminal to the service PURSE. The
password is BEOR.

9.3.3.5 A Sample LAT Configuration

Figure 9-1 illustrates the components of a LAT network. The network consists of
an Ethernet cable connecting VMS service nodes and terminal server nodes.

The three VMS service nodes in Figure 9-1, named MOE, LARRY, and ALEXIS,
each offer services to terminal server nodes on the network.

Two of the VMS service nodes, MOE and LARRY, belong to the OFFICE cluster.
(The cluster is distinguished by its computer interconnect (CI) and star coupler.)
Because MOE and LARRY are clustered, their service names are the same as
their cluster name. Because both VMS service nodes offer an OFFICE service,
terminal server nodes can assess the work load on both OFFICE nodes and
establish a connection to a node that offers the service that is least busy.

The third VMS service node, ALEXIS, is an independent node in the LAT
network, so its service name is the same as its node name.

In addition to its primary OFFICE service, node MOE offers an application
service called NEWS. With this specialized service, user terminals can connect
directly to the online news program, without any login procedure but also without
general access to the general computer resources of the node.

The node FINANCE, shown in Figure 9-1, is a terminal server node. The node
PROCESSING is a VMS node allowing outgoing connections. Node FINANCE
supports a number of interactive terminals as well as a modem and a printer.
This node can accept print requests from any of the three VMS service nodes,
provided each of the service nodes has set up print queues to support remote
printers on the terminal server.

Node PROCESSING is a VMS server and service node that offers the COMPUTE

service.
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Figure 9-1 A LAT Network Configuration
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9.3.3.6 LAT Relationship to VMS Clusters and DECnet

Although the LAT protocol software works independently of VMS VAXcluster
software, Digital recommends that you configure a VMS service node to
complement the cluster concept. You achieve this by creating a service on each
node in a cluster and assigning the cluster name to this service. A terminal
server assesses the availability of cluster services and establishes a connection
to the node that is least busy. Thus, the LAT protocol software helps balance the
cluster load. If one node in the cluster fails, the terminal server can transfer the
failed connections to another service node within the cluster.

LAT does not use DECnet as a message transport facility, but instead uses its
own virtual circuit layer to implement a transport mechanism. Essentially,

LAT and DECnet work independently in a common Ethernet environment. For
compatibility, if a VMS service node is also a DECnet node, the VMS service node
name should be the same as the DECnet node name.

9.3.4 Summary of LAT System Management Tasks
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The following sections summarize tasks you perform to manage the new LAT
protocol software. Before performing these tasks, however, review the VMS
Version 5.5 Release Notes for additional LAT information.
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9.3.4.1 Starting Up the LAT Protocol Software

As system manager, you start up the LAT protocol software and configure
your node as a VMS service node by executing the command procedure
SYS$STARTUP:LAT$STARTUP. This procedure executes the following
procedures:

¢ LAT$CONFIG.COM, to load the LAT terminal driver LTDRIVER and create
the LATACP process

* LAT$SYSTARTUP.COM, to execute LATCP commands that define LAT
characteristics

To make sure the LAT protocol software is started each time the system boots,

add a command to execute this procedure in the site-specific command procedure
SYSTARTUP_V5.COM. For instructions, see Section 9.1.

9.3.4.2 Customizing LAT Characteristics

To define special LAT characteristics for your node, edit the site-specific command
procedure SYS$MANAGER:LAT$SYSTARTUP.COM, as described in Section 9.2.

If you only want to set up your node as a service node with incoming connections
enabled, you do not need to edit LAT$SYSTARTUP.COM. However, you might
edit LAT$SYSTARTUP.COM to do one or more of the following tasks:

* Create more than one service on a node
* Create special application services
¢ Set up LAT printers

¢ Enable outgoing LAT connections (to allow a VMS node to act as a terminal
server node)

¢ Tailor VMS node characteristics; for example, to assign special service
announcements or LAN links (connections to Ethernet or FDDI! devices,
for example)

Caution
Do not edit the LAT$STARTUP.COM or LAT$CONFIG.COM procedures.

9.3.4.3 Using LATCP to Control the LAT Protocol Software
The LAT Control Program Utility (LATCP) serves as a command interface to the
LAT software running on the VMS node. LATCP commands allow you to stop and
start the LAT driver (LTDRIVER) and to modify and display LAT characteristics
of the VMS node.

For detailed information about all LATCP commands and qualifiers, see the VMS
LAT Control Program (LATCP) Manual. See the VMS Version 5.5 Release Notes
for information about LATCP commands and qualifiers that are now obsolete.

! Fiber distributed data interface
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9.3.4.4 Managing the LATACP Database Size

On VMS nodes, the LATACP process maintains a database of available nodes and
services. The nodes and services may be those that are multicast (announced on

the LAN) from remote LAT nodes, or they could consist of the local node and one

or more local services that you create on your own system. The maximum size of
this database is dependent on the SYSGEN parameter CTLPAGES.

After you enter a LATCP command, you might get the following response:

9-14

SLAT-W-CMDERROR, error reported by command executor
-LAT-F-ACPNOCTL, insufficient resources - ACP CTL/Pl space limit reached

If so, this signifies that the database size has reached the CTLPAGES limit. You
can correct the situation in one of the following ways:

Reduce the size of the database by reducing the node limit. Use the LATCP
command SHOW NODE to display the node limit; use the command SET
NODE/NODE_LIMIT to change it. For more information, see the VMS LAT
Control Program (LATCP) Manual.

Reduce the size of the database by reducing the user group codes that

are enabled on the node. Use the LATCP command SHOW NODE to
display the enabled user group codes; use the command SET NODE/USER_
GROUPS=DISABLE to disable some of them. For more information, see the
VMS LAT Control Program (LATCP) Manual.

If you choose this option, you must also edit your startup procedures to
change the user groups that are enabled each time the system reboots. For
more information, see Section 9.2.

Extend the size of the database by increasing the size of CTLPAGES using
SYSGEN (and then rebooting the system). As a general rule, note that every
unit of CTLPAGES that you increase is roughly equivalent to six additional
nodes or services that will be stored in the database.
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VMS License Management Facility

The VMS License Management Facility (LMF) has been enhanced to include
a number of new features. This section briefly describes most of these
enhancements, but the reader should consult the VMS License Management
Utility Manual for complete, detailed information.

10.1 Moving and Copying Licenses

The new LICENSE COPY and LICENSE MOVE commands allow the transfer of
licenses between databases.

The LICENSE MOVE command creates a new license registration in the target
license database and then deletes the license record and its history records from
the source database.

The LICENSE COPY command creates a new license registration in the target
license database, disables the license record in the source database, and retains
the history records in the source database.

Note that the LICENSE MOVE and LICENSE COPY commands do not transfer
to the target database any user-supplied data such as reservation lists, modified
termination dates, modified units, include or exclude node lists, or comments.

10.2 Deleting Licenses

The new LICENSE DELETE command allows you to delete a license and its
history records from a license database.

10.3 Automating License Registration

The LICENSE ISSUE command now accepts the /PROCEDURE qualifier. This
qualifier causes the LICENSE ISSUE command to produce output formatted
such that it can be invoked as a DCL command procedure to register a license in
another license database.

10.4 Creating License Reservation Lists

The LICENSE MODIFY command now accepts the /RESERVE qualifier, which
allows system managers or privileged users to attach a list of names to a product
license. This list of names, called a reservation list, restricts use of the product to
the names in the list.

You can add a reservation list to any Product Authorization Key (PAK).

The following example shows how to add a reservation list to a product license
using the MODIFY/RESERVE command:

$ LICENSE MODIFY FORTRAN/RESERVE= (DOE,SMITH,JONES)
$ LICENSE UNLOAD FORTRAN
$ LICENSE LOAD FORTRAN
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This command example restricts the use of VAX FORTRAN to the users named
Doe, Smith, and Jones.

10.5 Support for PAKs with the RESERVE_UNITS Option

LMF now allows software vendors to issue PAKs with the RESERVE_UNITS
option. This option may be used by license issuers whose terms and conditions
require that use of the product be restricted to a specified number of named
users.

When registering a PAK that makes use of the RESERVE_UNITS option, a
customer must specify a reservation list. The number of names in this list
must be no larger than that allowed by the product license. Use the LICENSE
MODIFY/RESERVE command to associate this reservation list with the product
license.

Note

At this time, PAKs making use of this option can be registered and
used only on systems that are running VMS Version 5.5 or are running
VMS Versions 5.2 to 5.4-3, inclusive, but have separately installed LMF
Version 1.1.

10.6 Ease-of-Use Features

To ease license management, license managers can now perform operations on
groups of licenses. For example, to disable five different FORTRAN licenses on
a single machine, you can now issue a single command instead of five separate
commands.

The ability to operate on groups of licenses is provided by support for the
following:

¢ Standard VMS wildcard characters (* and %), which may be used with most
parameters and qualifiers (see the VMS License Management Utility Manual
for details)

* Lists of product names in the product-name parameter of most commands

* A new /ALL qualifier that expands the command operation to affect all
licenses that match the specification provided

10.7 Revised SYSSUPDATE:VMSLICENSE.COM

The command procedure SYS$UPDATE:VMSLICENSE.COM has been
significantly expanded to include support for most of the new features available.
Information about the new features is included at the beginning of the command
procedure and is available to you when you issue the following command:

$ &S8YSSUPDATE:VMSLICENSE

For additional information about support for the new features, see the VMS
License Management Utility Manual.
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Movefile Command Qualifiers

This chapter describes the SET FILE command qualifiers and the enhancements
to the DCL commands DIRECTORY/FULL, DUMP/HEADER, and DUMP/FILE _
HEADER that support movefile operations. It also lists the system files for which
movefile operations are automatically disabled.

Programming support for movefile operations is presented in Chapter 22.

11.1 SET FILE Command Qualifiers

This section details the SET FILE command qualifiers that support movefile
operations. The information is presented in the format used for documenting
DCL commands.
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SET FILE/NOMOVE [/MOVE]

SET FILE/NOMOVE [/MOVE]

Format

Description

Example

11-2

The new SET FILE qualifiers, NOMOVE and /MOVE, allow you to alternately
disable and reenable movefile operations on a specific file or files.

SET FILE/NOMOVE[MOVE] file-spec],...]

The new SET FILE qualifiers, NOMOVE and /MOVE, control whether movefile
operations can be performed on the specified file or files.

Movefile is a new ACP subfunction that programs can use to move the contents of
a file, or part of the contents of a file, to a new disk location.

When you create a file, movefile operations are enabled on that file. To disable
movefile operations on a file, use the /NOMOVE qualifier. You should disable
movefile operations on specialized files that are accessed other than through the
XQP (such as files accessed through logical I/0 to the disk).

To reenable movefile operations on a file, use the /MOVE qualifier.

Note

Movefile operations are automatically disabled on critical system files (see
Section 11.6). Do not enable movefile operations on these files.

For more information about the movefile subfunction, refer to Chapter 22.

$ SET FILE/NOMOVE TEST.FDL
$ DIRECTORY/FULL TEST.FDL

Directory SYS$SYSDEVICE: [SMITH]
TEST.FDL;1 File ID: (10,8,0)

File attributes: Allocation: s, Extend: 0, Global buffer count: 0
No version limit, MoveFile disabled

In this example, movefile operations are disabled on the file TEST.FDL. A
DIRECTORY/FULL command on TEST.FDL affirms that the file attribute
MoveFile is disabled.
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11.2 DIRECTORY/FULL, DUMP/HEADER, and DUMP/FILE_HEADER
Commands
This section describes the enhancements made to the DCL commands
DIRECTORY/FULL, DUMP/HEADER, and DUMP/FILE_HEADER to support
movefile operations. Specifically, these commands now indicate when movefile
operations are disabled on a file. Movefile operations are disabled on specialized

files that are accessed other than through the XQP (such as files accessed through
logical I/O to the disk).

A DIRECTORY/FULL command on a file for which movefile operations are
disabled displays the following information:

$ DIRECTCRY/FULL TEST.FDL
Directory SYSSSYSDEVICE: [SMITH]
TEST.FDL; 1 File ID: (10,8,0)

File attributes: Allocation: s, Extend: 0, Global buffer count: 0
No version limit, MoveFile disabled

Similarly, a DUMP/HEADER command on the same file displays the following
information:

¢ DUMP/HEADER TEST.FDL

Dump of file SYSSSYSDEVICE: [SMITH]TEST.FDL;1
File IOD (8,10,0) End of file block 2 / Allocated 3

File Header

Header area

File characteristics: MoveFile disabled

The DUMP/FILE_HEADER command dumps each data block that is a valid
Files—11 header in the same format as the DUMP/HEADER command.

For more information about the DIRECTORY/FULL, DUMP/HEADER, and the
DUMP/FILE_HEADER commands, see the VMS DCL Dictionary.
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11.3 Critical System Files

This section lists the system files for which movefile operations are automatically
disabled. The list applies to all system disks.

¢ [000000]QUORUM.DAT

* [SYS*..SYS$LDRICPULOA.EXE

* [SYS*..SYS$LDRIDDIF$RMS_EXTENSION.EXE

* [SYS*..SYS$LDRJERRORLOG.EXE

* [SYS*..SYS$LDRIEVENT FLAGS_AND_ASTS.EXE
* [SYS*..SYS$LDRJEXCEPTION.EXE

* [SYS*..SYS$LDRJEXEC_INIT.EXE

* [SYS*..SYS$LDRIJFPEMUL.EXE

* [SYS*..SYS$LDRIIMAGE_MANAGEMENT.EXE

* [SYS*..SYS$LDR]IO_ROUTINES.EXE

¢ [SYS*..SYS$LDRILMF$GROUP_TABLE.EXE

* [SYS*..SYS$LDRILOCKING.EXE

* [SYS*..SYS$LDRILOGICAL_NAMES.EXE

* [SYS*..SYS$LDRIMESSAGE_ROUTINES.EXE

* [SYS*..SYS$LDRIPAGE_MANAGEMENT.EXE

e [SYS*..SYS$LDRJPRIMITIVE_IO.EXE

* [SYS*..SYS$LDRIPROCESS_MANAGEMENT.EXE

* [SYS*..SYSSLDRIRECOVERY_UNIT_SERVICES.EXE
* [SYS*..SYS$LDRIRMS.EXE

* [SYS*..SYS$LDRISECURITY.EXE

* [SYS*..SYS$LDRISYS.EXE

* [SYS*..SYS$LDRISYS$CLUSTER.EXE

* [SYS*..SYS$LDRISYS$NAME_SERVICES.EXE

* [SYS*..SYS$LDRISYS$NETWORK_SERVICES.EXE
* [SYS*..SYS$LDRISYS$SCS.EXE

* [SYS*.SYS$LDRISYS$TRANSACTION_SERVICES.EXE
* [SYS*..SYS$LDRISYSDEVICE.EXE

e [SYS*..SYS$LDRISYSGETSYI.EXE

* [SYS*..SYS$LDRISYSLDR_DYN.EXE

* [SYS*..SYS$LDR]SYSLICENSE.EXE

* [SYS*..SYS$LDRISYSLOA* EXE

* [SYS*..SYS$LDR]SYSTEM_DEBUG.EXE

* [SYS*..SYS$LDRISYSTEM_PRIMITIVES.EXE

* [SYS*..SYS$LDRISYSTEM_SYNCHRONIZATION.EXE
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Movefile Command Qualifiers

SYS$LDRISYSTEM_SYNCHRONIZATION_MIN.EXE
.SYS$LDRISYSTEM_SYNCHRONIZATION_UNIL.EXE
.SYS$LDR]VAXEMUL.EXE
SYS$LDRIVECTOR_PROCESSING.EXE
SYS$LDR]VMS$SYSTEM_IMAGES.DATA
.SYS$LDR]WORKING_SET _MANAGEMENT.EXE
.SYS$LDR]JCWDRIVER.EXE
.SYS$LDR]DBDRIVER.EXE
.SYS$LDRIDDDRIVER.EXE

SYS$LDRIDLDRIVER.EXE

.SYS$LDR]|DMDRIVER.EXE

SYS$LDRIDRDRIVER.EXE

.SYS$LDRIDSDRIVER.EXE
.SYS$LDR]DUDRIVER.EXE
.SYS$LDR|DXDRIVER.EXE

SYS$SLDRIEFDRIVER.EXE
SYS$LDRIEPDRIVER.EXE

.SYS$LDR]GDDRIVER.EXE
.SYS$LDR]P*DRIVER.EXE

SYS$LDR]JSHDRIVER.EXE

.SYS$LDRI|TTDRIVER.EXE

SYS$LDRJUNKDRIVER.EXE
SYS$LDRIX*DRIVER.EXE
SYSEXE]CLUSTER_AUTHORIZE.DAT

.SYSEXE]F11BXQP.EXE

SYSEXE]LOGINOUT.EXE

.SYSEXE]JPAGEFILE.SYS

SYSEXEISTABACKUP.EXE
SYSEXE]JSTACONFIG.EXE

.SYSEXEISWAPFILE.SYS
.SYSEXE]SYS$INCARNATION.DAT

SYSEXE]SYSBOOT.EXE
SYSEXEISYSBOOT_XDELTA.EXE

.SYSEXE]SYSDUMP.DMP

SYSEXEJ*.PAR
SYSEXE]JVMB.EXE

11.3 Critical System Files
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e [SYS*..SYSMAINTIDIAGBOOT.EXE
e [SYS*..SYSMSGISYSMSG.EXE
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Part IV

Programming Features

This part provides information about new programming features introduced with
VMS Version 5.5. The following chapters contain the programming information:

Chapter 12, System Service Support for the VMS Batch and Print Queuing
System

Chapter 13, Run-Time Library Routines

Chapter 14, VMS Debugger: Tasking and Multithread Support
Chapter 15, DECthreads

Chapter 16, DECdtm System Services: New and Changed Features
Chapter 17, LAT $QIO Functions

Chapter 18, Asynchronous Printer Support

Chapter 19, Support for Case Sensitivity

Chapter 20, System Dump Analyzer

Chapter 21, Mailbox Driver

Chapter 22, $QIO Support for Moving Disk Files
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System Service Support for the VMS Batch
and Print Queuing System

This chapter provides a summary of system service changes that support the
VMS batch and print queuing system introduced in VMS Version 5.5.

12.1 $GETQUI and $SNDJBC System Services

The system services $GETQUI and $SNDJBC have been enhanced to support
new features introduced with the new batch and print queuing system. For
detailed information about new system service features, see the VMS System
Services Reference Manual. The following sections list the system service changes
that support the batch and print queuing system. Where applicable, the listed
system service changes include a parenthetical reference to related information in
other sections of this manual.

12.1.1 $GETQUI Service
Changes to the $GETQUI system service include the following:

Five new item codes:

QUI$_AUTOSTART _ON (autostart feature — Section 5.4)
QUI$_JOB_RETENTION_TIME (user-specified job retention — Section 3.3)
QUI$_JOB_COMPLETION_TIME (change to SHOW ENTRY display —
Section 3.1.1)

QUI$_JOB_COMPLETION_QUEUE (change to SHOW ENTRY display—
Section 3.1.1)

QUI$_SEARCH_JOB_NAME (new job name parameter for SHOW ENTRY
command — Section 3.1.2)

Eight new bit codes:

QUI$V_JOB_RETENTION (user-specified job retention — Section 3.3)
QUI$V_JOB_ERROR_RETENTION (user-specified job retention —

Section 3.3)

QUI$V_QUEUE_AVAILABLE

QUI$V_QUEUE_BUSY

QUI$V_QUEUE_STOP_PENDING

QUI$V_JOB_STALLED (new stalled job state —Section 3.1.3)
QUI$V_QUEUE_AUTOSTART (autostart feature — Section 5.4)
QUI$V_QUEUE_AUTOSTART_INACTIVE (autostart feature — Section 5.4)

Designation of nine previously existing QUI$_QUEUE_STATUS bits as state bits:

QUI$V_QUEUE_IDLE
QUI$V_QUEUE_DISABLED
QUI$V_QUEUE_PAUSED
QUI$V_QUEUE_PAUSING
QUI$V_QUEUE_RESUMING
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QUI$V_QUEUE_STALLED
QUI$V_QUEUE_STARTING
QUI$V_QUEUE_STOPPED
QUI$V_QUEUE_STOPPING

12.1.2 $SNDJBC Service

12-2

Changes to the $SNDJBC system service include the following:

Three new function codes:

SJC$_STOP_ALL_QUEUES_ON_NODE (new queue manager —
Section 5.3.3)

SJC$_ENABLE_AUTOSTART (autostart feature — Section 5.4)
SJC$_DISABLE_AUTOSTART (autostart feature — Section 5.4)

Seven new item codes:

SJC$_QUEUE_MANAGER_NODES (new queue manager — Section 5.3)
SJC$_QUEUE_DIRECTORY (new queue database — Section 5.2)
SJC$_AUTOSTART_ON (autostart feature — Section 5.4)
SJC$_JOB_RETAIN (user-specified job retention — Section 3.3)
SJC$_JOB_ERROR_RETAIN (user-specified job retention — Section 3.3)
SJC$_JOB_DEFAULT_RETAIN (user-specified job retention — Section 3.3)
SJC$_JOB_RETAIN_TIME (user-specified job retention — Section 3.3)

Extended use of one item code:

SJC$_SCSNODE_NAME
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Run-Time Library Routines

This chapter describes new features of the Run-Time Library (RTL). Section 13.1
discusses enhancements to the LIBSGETQUI library routine. Section 13.2
discusses enhancements to the MTH$ library and Section 13.3 discusses
enhancements to the PPL$ library.

13.1 LIBSGETQUI Run-Time Library Routine

New features for the $GETQUI system service affect the LIB§GETQUI run-time
library routine. For information about the $GETQUI new features, see the
section on $GETQUI in the VMS System Services Reference Manual.

13.2 Fast-Vector Math Routines

This section describes the fast-vector math routines, which offer significantly
higher performance at the cost of slightly reduced accuracy when compared with
corresponding standard-vector math routines. Note too, that some fast-vector
math routines have restricted argument domains.

When you specify the compile command qualifiers /VECTOR and /MATH_
LIBRARY=FAST, VAX FORTRAN-HPO Version 1.2 selects the appropriate fast-
vector math routine, if one exists. The default is /MATH_LIBRARY=ACCURATE.
You must specify the /G_FLOATING compile qualifier with the /MATH_
LIBRARY=FAST and /VECTOR qualifiers to access the G_floating versions

from VAX FORTRAN-HPO. See the VAX FORTRAN-HPO Version 1.2 Release
Notes for more information.

You can call these routines from VAX MACRO using the standard calling method.
The math function names, together with corresponding entry points of the
fast-vector math routines, are listed in Table 13-1.

Table 13—-1 Fast-Vector Math Routines

Function Name Data Type Entry Point

ATAN F_floating MTH$VYATAN_RO_V3
ATAN D_floating MTH$VYDATAN_RO_V5
ATAN G_floating MTH$VYGATAN_RO_V5
ATAN2 F_floating MTH$VVYATAN2_RO_V5
ATAN2 D_floating MTH$VVYDATAN2_RO_V5
ATAN2 G_floating MTH$VVYGATAN2_RO_V5
COS F_floating MTH$VYCOS_RO_V3

(continued on next page)
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Table 13-1 (Cont.) Fast-Vector Math Routines

Function Name Data Type Entry Point

COS D_floating MTH$VYDCOS_R0_V3
COSs G_floating MTH$VYGCOS_R0_V3
EXP F_floating MTH$VYEXP_RO_V4
EXP D_floating MTH$VYDEXP_RO_V6
EXP G_floating MTH$VYGEXP_RO_V6
LOG F_floating MTH$VYALOG_RO_V5
LOG D_floating MTH$VYDLOG_RO_V5
LOG G_floating MTH$VYGLOG_RO_V5
LOG10 F_floating MTH$VYALOG10_R0_V5
LOG10 D_floating MTH$VYDLOG10_R0O_V5
LOG10 G_floating MTH$VYGLOG10_R0O_V5
SIN F_floating MTH$VYSIN_RO_V3
SIN D_floating MTH$VYDSIN_RO_V3
SIN G_floating MTH$VYGSIN_RO_V3
SQRT F_floating MTH$VYSQRT_RO_V4
SQRT D_floating MTH$VYDSQRT_RO_V4
SQRT G_floating MTH$VYGSQRT_R0_V4
TAN F_floating MTH$VYTAN_RO_V3
TAN D_floating MTH$VYDTAN_RO_V3
TAN G_floating MTH$VYGTAN_RO_V3
Power (X**Y) F_floating OTS$VYPOWRR_R1_V4
Power (X**Y) D_floating OTS$VYPOWDD_R1_V8
Power (X**Y) G_floating OTS$VYPOWGG_R1_V9

13.2.1 Exception Handling

The fast-vector math routines signal all errors except “floating underflow.” No
intermediate calculations result in exceptions. To optimize performance, the
following message signals all errors:

%SYSTEM-F-VARITH, vector arithmetic fault

13.2.2 Special Restrictions on Input Arguments

The special restrictions listed in Table 13-2 apply only to the fast-vector routines
SIN, COS, and TAN. The standard-vector routines handle the full range of VAX
floating-point numbers.

Table 13-2 Input Argument Restrictions

Function Name Input Argument Domain (in radians)

SIN ~ —6746518783.0, 6746518783.0

(continued on next page)
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Table 13-2 (Cont.) Input Argument Restrictions

Function Name Input Argument Domain (in radians)
COS ~ —6746518783.0, 6746518783.0
TAN ~ —3373259391.5, 3373259391.5

If the application program uses arguments outside of the listed domain, the
routine returns the following error message:

%SYSTEM-F-VARITH, vector arithmetic fault

If the application requires argument values beyond the listed limits, use the
corresponding standard-vector math routine.

13.2.3 Accuracy

The fast-vector math routines do not guarantee the same results as those
obtained with the corresponding standard-vector math routines. Calls to the
fast-vector routines generally yield results that are different from the scalar and
the original vector MTH$ library routines. The typical maximum error is a 2-LSB
(least significant bit) error for the F_floating routines, and a 4-LSB error for the
D_floating and G_floating routines. This generally corresponds to a difference in
the sixth significant decimal digit for the F_floating routines, the fifteenth digit
for D_floating, and the fourteenth digit for G_floating.

13.2.4 Performance

The fast-vector math routines generally provide performance improvements

over the standard-vector routines ranging from 15% to 300%, depending on the
routines called and input arguments to the routines. The overall performance
improvement using fast-vector math routines in a typical user application will
increase but not at the same level as the routines themselves. You should do
performance and correctness testing of your application using both the fast-vector
and the standard-vector math routines before deciding on which to use for your
application.

13.3 Parallel Processing Routines

This section describes new features of the Parallel Processing (PPL$) run-time
library.

Changes to the PPL$ library consist of enhanced unique naming functionality
and spin/wait options for several of the blocking synchronization routines.

13.3.1 Enhancements for Unique Naming

PPL$UNIQUE_NAME now allows a greater degree of unique naming within and
among PPL$ applications.

The default action for PPLUNIQUE_NAME has been to take a string and return
a new string unique to the application. By calling PPL$UNIQUE_NAME with
the same input string from any process in an application, the user can get the
same “application-unique” name returned. Calling the function from another
application, with the same input string, results in a string that differs from the
string returned to the previous application.
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It is also now possible to request that PPLSUNIQUE_NAME return a string
unique to a process. By specifying the new PPL$M_PROC_UNIQUE flag, the
user will receive a “process-unique” name. That is, each time the user supplies
the same string to PPLSUNIQUE_NAME within a process, the same unique
string will be returned. If the user specifies the same input string in another
process, a different string will be returned, one which is unique to the other
process.

In addition to “process-unique” names, the user may now request that a name
be made “call-unique.” When you specify the PPL$M_CALL_UNIQUE flag,
PPL$UNIQUE_NAME produces a different return string each time it is called,
regardless of the process or the application from which it is called.

13.3.2 Spin/Wait Options for Blocking Synchronization

13-4

PPL$WAIT_AT_BARRIER, PPL$DECREMENT_SEMAPHORE, and
PPL$REMOVE_ WORK_ITEM all now have spin/wait options. A user may
request to have a process spin instead of hibernating while it is blocked on the
synchronization object. In addition, the user may specify the maximum number
of spins to be performed before hibernating.

Two new flags have been added to the PPL$ library for these options:
e PPL$M_SPIN_WAIT

Causes the process to spin as long as it is blocked on the synchronization
object (never hibernate).

* PPL$M_SPIN_COUNTED

Causes the process to spin the specifed number of times and then hibernate.
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VMS Debugger: Tasking and Multithread
Support

For VMS Version 5.5, the VMS Debugger provides enhanced support for tasking
programs. Tasking programs (also called multithread programs) have multiple
threads of execution within a VMS process.

Ada programs have built-in tasking services, and debugger support for VAX Ada
tasking programs has been available since VMS Version 4.2 (since VAX Ada
Version 1.0).

Starting with VMS Version 5.5, debugger tasking support has been extended to
include any program that uses DECthreads or POSIX 1003.4a services. These
services are provided for languages that do not have built-in tasking services.

Debugger tasking support enables you to perform functions such as the following:
* Display task information

* Modify task characteristics to control task execution, priority, state
transitions, and so on

* Monitor task-specific events and state transitions

14.1 Command Interface: Enhanced Commands and Qualifiers

There are no new commands or qualifiers. However, the following commands,
which are task related, have been enhanced to provide the new support:

e SET TASK, SHOW TASK

e SET EVENT_FACILITY (you can now specify THREADS, in addition to ADA
and SCAN, as a command parameter)

¢ SHOW EVENT_FACILITY

e SET BREAK/EVENT, SET TRACE/EVENT (THREADS events are now
defined in addition to ADA and SCANV events)

See the VMS Debugger Manual for complete information about these commands
and qualifiers.

14.2 DECwindows Interface: Enhancements

There are no visible changes to the debugger’s DECwindows interface. However,
the tasking features that are available by choosing Tasks... from the Data menu
in the main window have been enhanced to provide the new support.

See the VMS Debugger Manual and online help that is available from the
debugger’s DECwindows interface for complete information about these features.
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DECthreads

DECthreads, Digital’s multithreading run-time library, contains portable routines
used for creating and controlling multiple threads of execution within the address
space provided by a single process.

DECthreads is documented in the Guide to DECthreads.

15.1 Overview

Threads are used to improve the performance (throughput, computational speed,
responsiveness—or some combination) of a program. Multiple threads improve
program performance on single-processor systems by permitting the overlap of
input and output or other slow operations with computational operations.

Threads are especially advantageous in a network client/server environment.

A server receives requests, processes them (often involving a waiting step, for
example waiting for a disk read), and sends replies. By creating a thread for each
request, the server can improve network throughput and response time.

There are two interfaces to DECthreads. Routines prefixed with cma (for
example, cma_thread_create) are part of the Concert Multithread Architecture,
a stable, upwardly compatible interface to DECthreads. Routines prefixed with
pthread (for example, pthread_create) comply with the POSIX 1003.4a draft
standard for multithreading.
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DECdtm System Services: New and Changed

Features

The new features introduced in the DECdtm system services include:

* Support for reason codes on transaction abort

*  Support for transaction timeouts

¢ New and modified System Dump Analyzer (SDA) Utility commands

Table 16—-1 summarizes the DECdtm system services. For a detailed description
of each system service, refer to the VMS System Services Reference Manual.

Table 16-1 DECdtm System Services Changes

System Service

Description

Comment

$ABORT_TRANS

$ABORT_TRANSW

$END_TRANS

$END_TRANSW

$START_TRANS

$START_TRANSW

Abort Transaction

Abort Transaction and Wait

End Transaction

End Transaction and Wait

Start Transaction

Start Transaction and Wait

Supports new reason
parameter and returns
abort reason code in the I/O
status block

Supports new reason
parameter and returns
abort reason code in the I/O
status block

Returns abort reason code
in the I/O status block if the
transaction is aborted

Returns abort reason code
in the I/O status block if the
transaction is aborted

Supports new timout and
acmode parameters

Supports new timout and
acmode parameters

16.1 Abort Reason Codes

In order to better differentiate the causes of transaction failures, DECdtm
services allow an abort reason code to be supplied when an application

or resource manager aborts a transaction. When an application calls the
$ABORT_TRANS(W) system service to abort a transaction, it can supply an abort
reason code in the reason parameter to specify why the transaction is to be
aborted. Similarly, a resource manager that casts a “veto” vote may specify an

abort reason code.
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16.1 Abort Reason Codes

The abort reason code is returned in the I/O status block (I0SB) for $ABORT_
TRANS(W) and $END_TRANS(W). If multiple reasons are supplied by the
application and resource managers, the DECdtm services will make an arbitrary
decision about which abort reason code is returned in the IOSB. Figure 16-1
shows the structure of this IOSB.

Figure 16-1 10SB Structure

31 15 0
Reserved by Digital Condition Value

Abort Reason Code

ZK-3667A-GE

The abort reason codes are defined in the $DDTMMSGDEF module. Refer to the
description of $ABORT_TRANS for the abort reason codes that can be used with
or returned by the DECdtm system services.

16.2 Transaction Timeouts

With DECdtm services, it is possible to set a time limit for a given transaction.
This value limits the amount of time the transaction may take to reach a commit
decision. If this time limit is exceeded without the transaction being committed,
the transaction is aborted. Applications may establish a timeout when calling the
$START_TRANS system service by using the timout parameter.

16.3 New and Modified System Dump Analyzer Commands

16-2

The System Dump Analyzer (SDA) Utility has been modified to provide
information about transactions and transaction log files. Table 16—2 summarizes
the enhancements to the SDA commands. For complete reference information
about these new and modified commands, see Chapter 20.

Table 16-2 SDA Utility Changes

SDA Command Comment

New Commands

SHOW LOGS Displays information about transaction log files on the
node
SHOW TRANSACTIONS Displays information about transactions on the node

Modified Command

SHOW PROCESS New /TRANSACTIONS and /PARTICIPANTS
qualifiers
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LAT $QIO Functions

This chapter describes the new LAT $QIO functions SETMODE (I0$_TTY_
PORT!IIO$SM_LT_SETMODE) and SENSEMODE (I0$_TTY_PORT!IO$M_LT_
SENSEMODE).

17.1 LAT SETMODE $QIO Function

The LAT SETMODE $QIO function I0$_TTY_PORT!IO$M_LT_SETMODE) is
used to create, delete, and modify LAT nodes, services, ports, and links.

The LAT SETMODE $QIO function accepts four arguments: P1, P2, P3, and P4.
P1 is the address of an item list; P2 is the length of this item list.

P3 specifies the type of entity to which the SETMODE operation applies. The
entity type can be one of four types:

e LAT$C_ENT_NODE—Node. Only the local node name may be specified, with
the exception of a SETMODE item list containing no item codes other than
LAT$_ITM_COUNTERS.

e LAT$C_ENT_SERVICE—Service. Only local service names may be specified,
with the exception of a SETMODE item list containing no item codes other
than LAT$_ITM_COUNTERS.

e LAT$C_ENT_LINK—Link (the data link associated with Ethernet).
¢ LAT$C_ENT_PORT—Port.

The value for the entity type occupies the low-order 16 bits (bits 0—15) of the P3
parameter. For all four of the entity types, bits 16—-19 are used as a status field
to indicate the expected current status of the entity. These bits are used to decide
whether the entity needs to be created before its characteristics are set. The
possible values for this field are:

¢ LAT$C_ENTS_OLD—The entity must already exist. An SS$_NOSUCHDEV
error is returned if the entity does not exist.

e LAT$C_ENTS_NEW-—The entity must be created. An SS$_DUPLNAM error
is returned if the entity already exists.

e  LAT$C_ENTS_UNK—If the entity does not exist, it is created. If it does
exist, its characteristics are modified.

e LAT$C_ENTS_DEL—If the entity exists, delete it. Otherwise, an SS$_
NOSUCHDEV error is returned and the item list is not used.

Creation, deletion, or modification of any entity requires the OPER privilege.

P4 may contain the address of an entity name string descriptor. If this parameter
is omitted (contains a zero or the address of a descriptor that points to an empty
buffer), a default may be used in some cases. The defaults for each entity type
are as follows:
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LAT$C_ENT _NODE—The local node.
LAT$C_ENT_SERVICE—No default; you must specify the service name.
LAT$C_ENT_LINK—The string "LAT$LINK".

LAT$C_ENT_PORT—The device name associated with the currently assigned
channel (the CHAN parameter of a $QIO function).

Figure 17-1 shows an example of a SETMODE item list.

Figure 17-1 Example of SETMODE Item List

31 16 15 0
LAT$C_ON LATS$_ITM_STATE
LAT$_ITM_KEEPALIVE_TIMER
40
L 11 LAT$_ITM_IDENTIFICATION
'C’ v 'C’ T’
T 'S’ v L
LAT$_ITM_CIRCUIT_TIMER "R’ 'E’
160
LAT$C_ENABLED LAT$_ITM_SERVER_MODE
LAT$_ITM_USER_GROUPS
13 0 4 5
LAT$_OUTGOING_SES_LIMIT
5

ZK-3798A

This SETMODE item list is the P1 paramter for a $QI0O SETMODE function on
the local node. P4 is omitted, and P3 is #LAT$C_ENT _NODE!<LAT$C_ENTS_
OLD@16>. P2 is the length of the item list (52). A $QIO SETMODE function for
this item list would perform the following operations:

1.

2
3
4
5.
6
7

Set the state of the node to ON.

Set the LAT keepalive timer to 40 seconds.

Set the node identification to LTC CLUSTER.
Set the LAT circuit timer to 160 milliseconds.
Enable LAT outbound connections.

Turn on user groups 2, 8, 10, 11, 12, 16, and 19.

Set the outgoing session limit to 5 sessions.

SETMODE can return the following status codes:

SS$_NOPRIV—No privilege to complete the desired operation.
SS$_ACCVIO—Part of the argument list or item list is not addressable.



LAT $QIO Functions
17.1 LAT SETMODE $QIO Function

¢ SS$_BADPARAM—One of the parameters in the item list is in error. If this
value is returned, the second longword of the IOSB contains the item code of
the parameter in error.

SETMODE Item Codes

Each item in the item list consists of a 1-word (16-bit) item code, followed by a
value associated with the item.

Item codes in which the bit named LAT$V_STRING is 0 take a longword value.
The associated value is contained in the longword immediately following the item
code in the item list. Item codes in which this bit is 1 take a counted string for
their value. The byte immediately following the item code contains a byte count,
which describes the length of the string that immediately follows it.

If you set bit LAT$V_CLEAR in the item code to 1, the current value associated
with the item code is cleared or set to its default value. In this case, the actual
value specified in the item list is ignored, although the byte count field skips to
the next item in the item list.

For each entity type, only a subset of item codes may be set. Table 17-1 lists the
item codes that may be set for the LAT$C_ENT_NODE entity type.

Table 17-1 LAT$C_ENT_NODE Setmode Item Codes

Item Code

Meaning

LAT$_ITM_STATE

LAT$_ITM_CIRCUIT_TIMER

LAT$_ITM_CPU_RATING

LAT$_ITM_DEVICE_SEED

LAT$_ITM_KEEPALIVE_
TIMER

LAT$_ITM_MULTICAST_
TIMER

LAT$_ITM_NODE_LIMIT

LAT$_ITM_RETRANSMIT_
LIMIT

Operating state of the LAT protocol. The following values are allowed:

LAT$C_OFF Turn off LAT protocol processing. No new
connections allowed in either direction.
Existing connections are immediately
terminated. This is the default.

LAT$C_SHUT Disallow new LAT connections in either
direction. Existing connections are allowed to
remain active.

LAT$C_ON Turn on LAT protocol processing.

Circuit timer value in milliseconds. Valid values are 10 to 1000
milliseconds. The default is 80 milliseconds.

CPU rating. Valid values are 0 to 100. If this value is 0, then the CPU
rating value is not used in the rating calculation. See the VMS LAT
Control Program (LATCP) Manual for a complete description of this
feature.

Overrides the defeault lower boundary for new LTA devices. Valid values
are 0 to 9999; the default is 0. See the VMS LAT Control Program
(LATCP) Manual for a complete description of this feature.

Keepalive timer value in seconds. Valid values are 10 to 255 seconds.
The default is 20 seconds.

Multicast timer value in seconds. Valid values are 10 to 180 seconds. The
default is 60 seconds.

Maximum number of nodes in LAT database. The default is 0, where the
maximum is determined by system resources.

LAT retransmit limit. Valid values are 4 to 120 retransmissions. The
default is 8 retransmissions.

(continued on next page)
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Table 17-1 (Cont.) LAT$C_ENT_NODE Setmode Item Codes

Item Code

Meaning

LAT$_ITM_SERVER_MODE

LAT$_ITM_SERVICE_
RESPONDER

LAT$_ITM_OUTGOING_SES_
LIMIT

LAT$_ITM_INCOMING_SES_
LIMIT

LAT$_ITM_CONNECTIONS

LAT$_ITM_NODE_NAME

LAT$_ITM_IDENTIFICATION

LAT$_ITM_SERVICE_
GROUPS

17-4

Controls whether the node allows the use of the MASTER side of the LAT
protocol for outbound connections. Possible values are:

LAT$C_DISABLED Server mode disabled (this is the default)
LAT$C_ENABLED Server mode enabled

Indicates whether the node is to respond to service inquiries originating
from a remote system. These inquiries are not necessarily directed at
services being offered by the node. See the VMS LAT Control Program
(LATCP) Manual for a complete description of this feature. Possible
values are:

LAT$C_DISABLED Service inquiry response disabled (this is
the default)
LAT$C_ENABLED Service inquiry response enabled

Maximum number of outgoing LAT sessions. A value of zero, which is
the default, indicates that the limit is determined by system resources.

Maximum number of interactive LAT sessions. A value of zero, which is
the default, indicates that the limit is determined by system resources.

Controls whether inbound connections can be accepted. Possible values
are:

LAT$C_DISABLED Inbound connections disabled
LAT$C_ENABLED Inbound connections enabled (this is the
default)

Causes the node LAT node name to be set to the given name. This item
code may be specified only if the entity status field of the P3 parameter is
LAT$C_ENTS_NEW; otherwise, a LAT$_ ENTNOTFOU error results.

Node identification string. The default is the translation of
SYS$ANNOUNCE.

Specifies a default service group code bit mask. This mask is used when
creating new local services. The default is group code 0 enabled and all
others disabled when the LAT software is initialized.

Note

The use of the LAT$V_CLEAR bit is an
exception for this parameter code. If you
clear bit LAT$V_CLEAR, group codes
corresponding to the group code mask,

as specified in the item list, are set.
Alternatively, if you set LAT$V_CLEAR,
group codes corresponding to the group
code mask, as specified in the item list, will
be cleared.

(continued on next page)
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Table 17-1 (Cont.) LAT$C_ENT_NODE Setmode Item Codes

Item Code

Meaning

LAT$_ITM_USER_GROUPS LAT group codes to be used when attempting outbound connections using

LAT$_ITM_COUNTERS

LAT$_ITM_MAXIMUM_

UNITS

the MASTER side of the LAT protocol. The default is all group codes
disabled when the LAT software is initialized.

Note

The use of the LAT$V_CLEAR bit is an
exception for this parameter code. If you
clear bit LAT$V_CLEAR, group codes
corresponding to the group code mask,

as specified in the item list, will be set.
Alternatively, if you set LAT$V_CLEAR,
group codes corresponding to the group
code mask, as specified in the item list, are
cleared.

Node counters block. Allows for zeroing of all node counters. This item
code may be specified only if the entity status field of the P3 parameter is
LAT$C_ENTS_OLD and the LAT$V_CLEAR bit is set. Violating either of
these two rules results in a returned status of SS§_BADPARAM.

Maximum unit number. Sets the highest value for a LTA unit number.
Must be between 1 and 9999; defaults to 9999.

Table 17-2 lists th