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CHAPTER 1

HARDWARE AND SOFTWARE FUNDAMENTALS

## INTRODUCTION TO CHAPTER I

This chapter serves as the foundation upon which subsequent chapters are based. The basic structure of computer systems is described, principles of the binary number system are developed, the functional organization of memory and the central processing unit is introduced and the execution of several computer instructions is presented in some detail. By writing and loading simple programs of your own, you will learn to use the Microcomputer Training System keyboard and display. You will observe first-hand the dynamics of program execution by watching, step-by-step, the results of executing individual instructions on your. own computer.

If you are familiar with some of the topics covered here, skim but do not skip the material. The basic concepts are related to the structure and operation of the Microcomputer Training System.

After completing this chapter you will have a clear comprehension of the basic fundamentals of computer hardware and software. Most importantly, your knowledge will be rooted in hands-on usage of your MTS computer system.
1.1.1 Definition of a Computer

A computer is an electronic system which performs arithmetic and logical operations on data according to a sequence of instructions. The system consists of both hardware (physical devices) and software (sequences of instructions).

HARDWARE: The electromechanical components of a computer system.

### 1.1.2 Basic Hardware Structure of a Computer

A computer has three principle hardware subsystems: a Central Processing Unit (CPU), a memory, and Input/Output (I/O) devices.

CPU: The central processing unit, a set of elements which perform the actual arithmetic and logical operations. The CPU also serves the central control function of the computer system.

MEMORY: A physical device in which data and instructions are stored for subsequent processing.

```
I/O DEVICES: Electro-mechanical devices which provide
    input of data and instructions to the
    system and output of results, for
    example keyboards for input and displays
    for output.
```

These three subsystems are interconnected such that each one can communicate with the other two:


The model for computer operation is as follows:

1. Instructions are input via an $I / O$ device and stored in memory.
2. Data are input via an I/O device and stored in memory.
3. The data are processed in a sequence and manner specified by the instructions.
4. The results of the data processing are output via an I/O device.

In Figure l-1, showing the layout of the MTS computer, the principal subsystems have been identified: The CPU, Memory, and Keyboard and Display. We will look at these in more detail later in the chapter.
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Space for 1024 bytes of CMOS RAM memory - 512 bytes provided with system

## PROCESSOR

 HARDWARE8080 microprocessor
plus 8228 system controller and clock circuit

## SWITCH (A)

provides the option to switch power supply mode to supply mode to two user-supplied This permits reThis permits re in CMOS RAM memory.

## SWITCH (B)

provides the option of operating the system in a hard-ware-generated single-step mode ning arree.


POWER SUPPLY CONNECTION the system requires a simple external supply of +5 volts (at 1 amp ) and +12 volts (at 0.2 amp) -user supplied

EDGE CONNECTOR permits interfacıng to external devices and expansion of memory (CPU address, data control buses are made available at board-edge pins)

PROGRAMMABLE
PERIPHERAL INTERFACE
provides 3 programmable 8-bit
1/O ports (can be programmed to provide two serial 1/O ports for asynchronous transmit and receive - ICS Monitor handles all transmit/receive functions


25-key keyboard 25-key keyboard
(16 hex keys and 9 function keys)
$\mapsto$

### 1.1.3 Basic Software Concepts

The computer performs its functions under the control of a sequence of instructions. As an illustration, consider using a computer to convert miles to kilometers using the approximation that there are eight kilometers in five miles. The rule, as it might appear in a textbook, would say "Multiply the number of miles by eight and divide by five to obtain the answer in kilometers." The computer will need more detailed instructions than this, and the sequence might appear as follows:

```
START
INPUT NUMBER OF MILES TO BE CONVERTED
STORE IN MEMORY UNDER (MILES)
RETRIEVE (MILES) FROM MEMORY
RETRIEVE (8) FROM MEMORY
MULTIPLY (MILES) TIMES (8)
STORE IN MEMORY UNDER (TEMPORARY)
RETRIEVE (TEMPORARY) FROM MEMORY
RETRIEVE (5) FROM MEMORY
DIVIDE (TEMPORARY) BY (5)
STORE IN MEMORY UNDER (RESULT)
OUTPUT (RESULT)
STOP
``` computation) is called a program.
\[
\begin{aligned}
\text { PROGRAM: } & \text { A sequence of instructions which performs a } \\
& \text { specific calculation, computation or set of } \\
& \text { logical operations. }
\end{aligned}
\]

Programs may be specified which perform a vast and varied number of functions, including mathematical calculations, symbol manipulation, word processing and the detailed control and sequencing of \(I / O\) devices.
* A collection of such programs is referred to as software.

SOFTWARE: 1) A collection of programs which perform many different functions; 2) The program component of a computer system in general, as distinguished from the hardware or physical component.

\subsection*{1.1.4 The ICS Self-Study Microcomputer Training Course}

This course is designed to provide you with the basic knowledge and practical experience which will give you the capability to:
-Specify and write programs for performing a wide variety of different functions,
-Enter programs and data into the Training Computer.
-Verify that your programs operate correctly and, when they do not, modify them until they do so.
-Learn design techniques by actually connecting I/O devices to the Training Computer and controlling them with your own programs.
-Explore the many hardware/software interrelationships, learn the cost-effective use of each, and design complete systems of your own.

In the succeeding chapters of this book you will be given, in step-by-step fashion, a sound foundation in both software and hardware techniques. You will progress from the simplified concepts of this introduction to a thorough understanding of these techniques as you "learn by doing", implementing each new concept yourself on your own computer.

\subsection*{1.2.1 The Representation of Numbers}

To physically represent a decimal number requires an element with ten possible states, one for each of the decimal digits 0-9. Such a representation is found, for example, in the \(\operatorname{cog}\) wheels of mechanical calculators. Elements with more than ten states are also common, for example in clocks.

For reasons of reliability and cost, such multi-state representations are impractical in the various types of electronic circuitry required by computer systems. A reliable and practical representation is a two-valued state, which may be realized by the use of two different voltage levels, by the state of a gate or flip-flop which is either open or closed, or by the positive or negative polarity of a magnetic element. In all cases, however, the computer operates on these two states logically as representing ones and zeros. Computers, therefore, use a two-state binary number system to represent numbers.
\[
\begin{aligned}
& \text { BINARY NUMBER SYSTEM: A two-valued number system } \\
& \text { using only the digits } 0 \text { and } 1 .
\end{aligned}
\]

To understand the basic principles of computer operation, it is essential to know something about number systems in general, and about binary numbers in particular.

\subsection*{1.2.2 The Decimal Number System}

Consider the following four ways of representing the decimal number 8192:
\begin{tabular}{rccc} 
1) & 2) & 3) & 4) \\
8000 & \(8 \times 1000\) & \(8 \times 10 \times 10 \times 10\) & \(8 \times 10^{3}\) \\
100 & \(1 \times 100\) & \(1 \times 10 \times 10\) & \(1 \times 10^{2}\) \\
90 & \(9 \times 10\) & \(9 \times 10\) & \(9 \times 10^{1}\) \\
2 & \(2 \times 1\) & \(2 \times 1\) & \(2 \times 10^{0}\) \\
\hline & & 8192 & 8192
\end{tabular}

All of these representations are familiar. Column (1) indicates that the number 8192 can be represented as the sum of four different numbers. Columns (2) - (4) go further by illustrating that 8192 can be represented as the sum of four products. Column (4), however, exemplifies the basic principle of all number systems: each product can be obtained by multiplying a digit (in decimal the symbols 0-9) times a base (in decimal the number 10) raised to a power (see column 4 above).

\footnotetext{
DIGIT: One of the symbols used in a number system.
}

BASE: The number of different symbols used in a number system.

POWER: The number of times that a base is multiplied by itself to form a product.

The decinal number system has ten digits or symbols; therefore the decimal number system has a base of ten, and in the example each product is obtained by multiplying a digit times the base ten raised to a power. The power to which the base is raised can be seen to be a natural progression from the least significant digit (rightmost) to the most significant (leftmost). The value of a base raised to a power is thus a function of its position in a string of digits, where position is counted from right to left starting with zero. In the following table we call the quantity of a base raised to its positional power a "multiplier". This number is multiplied by a digit to provide the final product:
\begin{tabular}{|l|c|c|c|c|}
\hline POSITION & 3 & 2 & 1 & 0 \\
\hline MULTI- & \(10^{3}\) & \(10^{2}\) & \(10^{1}\) & \(10^{0}\) \\
PLIER & \((1000)\) & \((100)\) & \((10)\) & \((1)\) \\
\hline DIGIT & 8 & 1 & 9 & 2 \\
\hline PRODUCT & 8000 & 100 & 90 & 2 \\
\hline
\end{tabular}

Tables such as the above can be used to express the magnitude of a number in a system with any arbitrary base. The binary number system will be considered next.

\subsection*{1.2.3 The Binary Number System}

The choice of base for a number system may be accidental or deliberate. The decimal system doubtless became widespread because of the ease of counting on ten fingers.' Nonetheless, the Babylonians used a base of sixty and the Mayans, a base of twenty. The binary number system, which is most appropriate for computers, uses a base of two, and the digits 0 and 1.

Consider the following binary number:

11011

Had we lived from birth with a binary number system, we would immediately grasp its magnitude. As we have not, it is useful to convert it to its decimal equivalent.

Knowing that binary numbers have a base of two, we can construct a table similar to that for decimal numbers. The table converts binary numbers to their decimal equivalent in the following fashion:
\begin{tabular}{|l|c|c|c|c|c|}
\hline POSITION & 4 & 3 & 2 & 1 & 0 \\
\hline MULTI- & \(2^{4}\) & \(2^{3}\) & \(2^{2}\) & \(2^{1}\) & \(2^{0}\) \\
PLIER & \((16)\) & \((8)\) & \((4)\) & \((2)\) & \((1)\) \\
\hline DIGIT & 1 & 1 & 0 & 1 & 1 \\
\hline PRODUCT & 16 & 8 & 0 & 2 & 1 \\
\hline
\end{tabular}

Thus 11011 (binary \()=(16 \times 1)+(8 \times 1)+(4 \times 0)+(2 \times 1)+(1 \times 1)=\) 27 (decimal). Larger tables may be constructed for converting longer strings of binary numbers.

Looking at the table again, it can be seen that the multiplier of each digit position is exactly twice the value of the position preceding it. Using this property, it is easy to quickly jot down the products which are to be summed.

Conversion from decimal to binary could also be accomplished by using a table, but it is much easier to use a process which we may call "remaindering". Dividing an even decimal number by two will produce a quotient with a remainder of zero; dividing an odd decimal number by two will produce a quotient with a remainder of one. The remainders are used to construct the binary number, in the following example for decimal 57:


Decimal 57 is the equivalent of binary 111001. We may check this by quickly jotting down the products, counting from position 0 : (1 x (1) + \((2 \times 0)+(4 \times 0)+(8 \times 1)+(16 \times 1)+(32 \times 1)\), which sum to 57 .

\subsection*{1.2.4 Binary Addition}

The rules for binary addition are very simple:
\[
\begin{aligned}
& 0+0=0 \\
& 0+1=1 \\
& 1+0=1 \\
& 1+1=10
\end{aligned}
\]

In performing the final addition, we would say to ourselves "One plus one equals zero and carry one". The rule for carries in binary is similar to that in decimal but much simpler, as there are only two symbols to worry about instead of ten. In both systems, symbols cycle
(are successively incremented by l) thru a digit position until all have been used. The next higher position is then incremented and the cycle is repeated.

The following addition tables illustrate addition (counting) rules for binary and decimal numbers:
\begin{tabular}{rrr}
\(0+0=\) & 0 & \(0+0=0\) \\
\(0+1=\) & 1 & \(0+1=1\) \\
\(1+1=\) & 10 & \(11+1=2\) \\
\(10+1=\) & \(2+1=3\) \\
\(11+1=\) & 100 & \(3+1=4\) \\
\(100+1=\) & 101 & \(4+1=5\) \\
\(101+1=\) & 110 & 111
\end{tabular}

The binary portion of this table provides a graphic illustration of the relationship between a digit's position in a string and the power to which the base is raised at that position. In the "zero" position, note that 0 's and l's cycle. In the "one" position, two 0 's cycle with two l's. In the "two" position, four 0 's will cycle with four l's. Each cycle is twice (base two) the length of the previous cycle. For decimal numbers each cycle will be ten times (base ten) the length of the
previous cycle.

Subtraction, multiplication, division and the representation of negative binary numbers will be discussed in a subsequent chapter, but keep in mind that these operations are all derivatives of the basic operation of addition - which in turn is really nothing more than counting.

When using more than one number system, their representations can often become confusing. To avoid this problem, a number may be subscripted to indicate its base:
\begin{tabular}{ll}
\(11_{2}\) & (three) \\
\(11_{10}\) & (Eleven)
\end{tabular}

In this manual whenever a number is not apparent from context, it will be subscripted appropriately.

A number of nomenclature conventions are important to introduce at this time: bit, string, bit position, most significant bit, and least significant bit.

> BIT: An abbreviation for binary digit.
```

BIT STRING: A string of bits

```
```

BIT POSITION: The location of a bit in a bit string.

```

MOST SIGNIFICANT BIT: The leftmost bit of a bit string.

LEAST SIGNIFICANT BIT: The rightmost bit of a bit string.

\subsection*{1.2.5 Hexadecimal Representation}

We have seen that binary numbers are ideally suited to machine representation, and that they are easily added. Subtraction, multiplication and division are also simple operations in binary. There is in fact only one drawback to the use of binary numbers: they are difficult to perceive and describe if there are more than a few bits in a number. Consider, for example, the binary number:

1011000100001001

It is almost impossible to look at such a number and remember the digit in each bit position. There needs to be a way of encoding and naming such numbers so that they may be more easily comprenended, while at the same time preserving the underlying binary notion. In the decimal system, digits are often grouped by threes, separated by commas (e.g. 862,249,101). Consider some possible groupings of the bits in our example:
\begin{tabular}{lll}
10110001 & 00001001 & (grouped by 8 bits) \\
1011000100001001 & (grouped by 4 bits) \\
1011000100001001 & (grouped by 2 bits)
\end{tabular}

A group of eight bits can represent one of 256 numbers ranging from \(00000000_{2}\) to \(11111111_{2}\), or from \(0_{10}\) to \(255_{10}\) (the reader is asked to verify that this is so by converting 111111112 to a decimal number). This is considerably less than the 65,536 numbers which can be represented by a group of sixteen bits, but is still too large (256 different names?) to be useful. A two bit group, on the other hand, can represent only four numbers, and is too small to be useful. A four bit grouping, representing sixteen possible numbers, seems both visually satisfactory (look at the groupings again) and reasonable. What we need is a set of sixteen symbols to represent each of the different numbers, and these are given in the following table:
\begin{tabular}{lll}
0000 & 0 & 10008 \\
0001 & 1 & 1001 g \\
0010 & 2 & 1010 A \\
0011 & 3 & 1011 B \\
0100 & 4 & 1100 C \\
0101 & 5 & 1101 D \\
0110 & 6 & 1110 E \\
0111 & 7 & 1111 F
\end{tabular}

\section*{1 - 19}

By adding the first six letters of the alphabet to the ten existing decimal symbols we are able to unambiguously name each unique group of four bits. Returning to the original sixteen bit example,
1011000100001001
it can be seen that this notation is much easier to read and remember. The introduction of a sixteen-symbol convention to represent groups of four binary digits is for the convenience of the user only. It can be seen, however, that we have in fact introduced a new number system with a base of \(16{ }^{10}\), and which is called the hexadecimal number system (abbreviated hex).
```

HEXADECIMAL NUMBER SYSTEM: A sixteen-valued number system using the symbols $0-9, A-F$.

```

While it is possible to add hex numbers and construct tables for converting hex to decimal and decimal to hex, we will not consider these operations in any detail. The use of hex notation will be limited solely to the representation of four-bit groups of binary numbers, and is used only to facilitate describing them. The use of numbers such as 3C , 82FF etc. will always be understood as a simple encoding of \(16 \quad 16\) binary numbers.

\subsection*{1.3.1 Memory Words}

Data and instructions, represented as binary numbers, are stored in the computer's memory. The fundamental units of memory are words, each of which has a word size.

WORD: The basic unit of storage in a computer memory.

WORD SIZE: The number of bits which are contained in a word.
```

bit(N-1)............... bit 0

```

A memory word with word size \(N\).

The word size of memory varies with the size of the computer system. Very large computers have word sizes from 32 to 64 bits. Mini-computers typically have word sizes of 16 or 24 bits. Micro-computers usually have a word size of 8 bits, which is the size of the MTS memory word. One factor is common to most - the word size is divisible by eight. This has lead to the adoption of a special term for an 8-bit word or string, the byte.
```

BYTE: An 8-bit word. More generally, an 8-bit string.

```
\(\begin{array}{llllllll}1 & 0 & 1 & 1 & 0 & 1 & 0 & 1\end{array}\) A byte representing the number 181 (or \(\mathrm{B5}_{16}\) ).

Each word in a memory has a location which is identified by a memory address.

MEMORY LOCATION: The location of a word in a memory.

MEMORY ADDRESS: A number specifying the exact location of a memory word.

A memory's size is equal to the number of words in a memory.

MEMORY SIZE: The total number of words in a memory.

An address size is the number of bits used to specify a memory address.

ADDRESS SIZE: The total number of bits which may be used to specify a memory address.

\begin{abstract}
At first glance it might appear that memory size and address size are directly related. For example, a computer with an address size of eight bits can address 256 words; with an address size of sixteen bits, 65,536 words can be addressed. However, the capability of addressing words does not imply that the memory must contain that many words. Most computers, in fact, have far fewer memory words available than they are capable of addressing. This is possible because memory is usually available in modules, with each module containing a few hundred or a few thousand words. The same CP.U can thus be used in a variety of configurations, with the size of memory used dictated by the application for which the system has been designed.
\end{abstract}

MEMORY MODULE: A unit of memory containing a fixed number of words.

Memory modules contain a number of words or bytes which is generally expressed as some factor of the quantity 1024 ( \(2^{10}\) ). This is such a convenient unit for describing memory size that the number 1024 has been given the symbol \(K\). A memory module containing 4096 bytes is referred to as a 4 K memory; one with 512 bytes, a . 5 K memory. These concepts may be illustrated by the diagram on the following page:

(DECIMAL ADDRESS) \(3^{3371}{ }_{10}\) 33281 \(33280^{10}\)
10

MEMORY MODULE 1 (1K)


1023

1
0

The diagram describes the memory structure of a system with a word size of eight bits, an address size of sixteen bits (Why are sixteen bits required?), and a memory size of 1.5 K words. It is in fact the memory structure of your own MTS computer system. Two important properties of memory organization are illustrated here. l) Within a memory module, addresses are numbered sequentially; 2) If two or more modules are used, the first address of the second module is independent of the last address of the first module (although for ease of implementation it is usually some multiple of 1 K ). This independence is made possible by the fact that the two modules are "wired in"; the addresses of available words are determined by the hardware of the system.

\subsection*{1.3.3 Memory Access}

The process by means of which a request is made to access a memory word is conceptually simple. The requestor (the CPU or, in some instances, an \(I / O\) device) outputs the requested address on parallel address lines, one line for each bit of the address. This signal is interpreted by an address decoder, which then selects the single lead which will access the desired memory word. The contents of the word will then be made available on the data lines.

DECODER: A device containing a switching matrix which looks at the pattern of a set of input signals and selects an output signal determined by that pattern.

The diagram on the following page illustrates the process:

MEMORY


The memory select lines are essentially internal to the memory itself. The address lines and data lines serve as the communication channels between the CPU and its memories and I/O devices, and they have special names: address bus and data bus.

ADDRESS BUS: The set of lines carrying address information. The number of lines in the bus will be equal to the address size of the system.

DATA BUS: The set of lines carrying data. The number of lines will be equal to the word size of the system.

\subsection*{1.3.4 Varieties of Memory}

There are two types of memory in your MTS computer system: Random Access Memory (RAM), which may be read or written, and Read Only Memory (ROM), from which data may be read but not written into. To read data from memory, the address bus is used to select a word whose contents can then be read out onto the data bus. To write data into memory, the address bus is used to select a word whose contents are then changed to that which is being sent on the data bus. Reading the contents of a word leaves the word unchanged.

RAM: Random Access Memory which may be both read and written.

ROM: Read Only Memory which may be read but not written.

Read and write operations are illustrated in the following diagram:

\section*{RAM OR ROM MEMORY}


Read operations put the contents of a word onto the data bus.

RAM MEMORY ONLY


Write operations put the information on the data bus into a word.

In Figure l-2 the RAM and ROM memories of your MTS system are indicated. There are 51210 words of RAM and \(1024{ }_{10}\) words of ROM memory. Your ROM contains a set of programs called the MONITOR, designed to assist you in learning the system. The functions of the MONITOR will be defined step by step as you progress through this manual. The RAM memory will be used to store the different programs which you will write yourself. ROM memories are used for programs which do not need to be changed, and are protected against inadvertent modification. RAM memories are used for program development (these programs can then be placed in a ROM memory, but special equipment is required) and for storage of transient data in actual applications.


On the first page of this chapter, the CPU was described as a set of elements which perform the arithmetical and logical operations and also serve as the central controlling elements of a computer system. We will look at some of these operations in more detail in this chapter, but first we may review the structure of the system including the data bus and address bus:


The CPU may send or receive data along the data bus (it is bidirectional), but no memory address is sent to the CPU along the address bus.

\subsection*{1.4.1 Functional Units}

Internally, the CPU consists of four functional units. One is concerned principally with addressing functions, selecting addresses which will be sent out on the address bus. A second unit is concerned with interpreting and decoding the instructions which are stored in memory. The third is the Arithmetic and Logic Unit (ALU), in which all arithmetic and logical functions are performed. These units are able to
\[
1-30
\]
communicate with each other over an internal data bus, which is the fourth functional component of the CPU. The following diagram schematically cutlines this organization:


CPU ORGANIZATION

The internal data bus is illustrated here only to indicate that there is a physical pathway between the various internal units of the CPU. The term data bus will always refer to the main (external) data bus, to avoid confusion.

Each of the internal units of the CPU has one or more registers, one or two byte storage elements which are similar to memory words but which are used for temporary storage, for holding the results of a calculation, or for other dynamic purposes. The nature and function of each register will be described as its use is first encountered.

REGISTER: A one or two byte storage register used by the CPU for temporary storage or other dynamic purposes.

\subsection*{1.4.2 The Execution of Instructions}

A computer is a system which performs operations on data according to a sequence of instructions called a program. A program is created by a user (programmer) to cause the computer to fulfill a particular task. An instruction is the smallest element of the program that conveys a complete meaning; it is similar to (and often represented by) a command in human language such as ADD \(B\) to \(A\). To be stored in the computer's memory and handled by its electronic circuits, the instruction must be represented as a binary number. This representation is called a code,
and a program in binary code ready for use by the computer is said to be in machine language.

> INSTRUCTION: The smallest element of a computer language that instructs the computer to perform a specific operation.

Each execution of an instruction will perform one small step in the calculation or process which the program is designed to accomplish. In turn, the execution of each instruction is broken up into a number of steps which are performed one after another.

\subsection*{1.4.3 Instruction Cycles}

The program will be stored in memory; therefore the execution of each instruction will have to start with the transfer of an instruction from memory to one of the registers of the CPU. Then the instruction will be decoded (interpreted) and the operations specified will be carried out. The total time taken to fetch and execute an instruction is called an instruction cycle. The length of an instruction cycle varies considerably, depending upon the operations which must be performed. Every instruction cycle, however, begins with an instruction fetch.

\section*{INSTRUCTION CYCLE: The total time taken to fetch and execute an instruction.}

The basic sequence of events during an instruction cycle is:


\subsection*{1.4.4 The Program Counter}

To fetch an instruction from memory requires a memory address. The address from which an instruction is to be fetched is always contained in a CPU register called the Program Counter (PC). There are two strong implications in this statement: there must be a way to initialize the PC with the address of the first instruction in a program, and there must be a way to modify the PC after each instruction cycle so that it will contain the proper address for the next instruction to be fetched.

\section*{PROGRAM COUNTER: A register in the CPU which contains the address of the next instruction to be fetched.}

\section*{Use of the PC is illustrated below:}


Word Containing Next Instruction

\subsection*{1.4.5 The Instruction Register}

When a memory word has been selected by the PC, its contents will be gated onto the data bus and placed in a CPU register called the Instruction Register (I).

INSTRUCTION REGISTER: A register in the CPU containing the instruction currently being executed.


After the instruction has been loaded in I it is fed to the instruction decoder. The instruction decoder works much like the address decoder described earlier, looking at a pattern of input binary signals and outputing a pattern of signals which will sequence and control all of the steps required to execute the instruction.


\subsection*{1.4.6 The Accumulator}

The program counter is one of the registers contained in the addressing unit. The instruction register is in the instruction unit. The final register which we will define at this point is called the accumulator (A), an eight bit register in the arithmetic and logic unit. It is the register most actively used by programs because it contains the results of most arithmetic and logical instructions executed by the system.

We will shortly begin active use of the Microcomputer Training System, but before doing so the system monitor provided with the MTS must be described briefly. THE MTS MONITOR

\subsection*{1.5.1 Monitor Software}

The Microcomputer Training System has a CPU, memory (. 5 K of RAM, 1 K of ROM) and two I/O devices, a keyboard and a display (see figure 1-3). In addition to its hardware, the MTS also has a set of programs which are stored in read-only memory. This software is provided to assist you in
learning to use the MTS system, and is stored in ROM so that you will not inadvertently modify any of its instructions. While it would be possible for you to learn microprocessor principles without any software assistance at all, the learning process would take considerably longer. These programs are placed in the ROM memory at the factory and are ready to run as soon as power is supplied to the system.

The programs are collectively called the monitor. The monitor controls your input and output devices (keyboard and display), allows you to inspect and change the contents of memory, and performs other functions which will be described in detail as you progress through the course.

MONITOR: A collection of programs which control I/O devices and provide various other functions for the user.

While the monitor provides these facilities to enable you to use the MTS immediately, in later chapters you will learn to write programs for controlling the keyboard and display yourself.


The MTS keyboard and display are shown in Figure 1-3. The display, located in the upper-right corner of the MTS, consists of two sets of four characters each. The characters are formed by sets of light-emitting diodes (LEDs). In each character position, there are seven LED elements arranged in the following fashion:


By activating one or more of the LEDs in a character position a character is formed, for example "A":


We will use initially a character set consisting of \(0-9, A-F\), and \(R\). With a seven segment display, however, there are several ambiguities. The ten decimal digits are easily created, but "B" would be the same as "8", and "b" the same as "6". Also "D" would be the same as "0" and "R" the same as "A". These characters are thus represented by:
\(\mathbf{B}=\quad \mathrm{D}=\quad \square \quad \mathrm{T}=\quad \square\)

The keyboard is a five by five array. The upper row and right column of this array are command keys, each of which requests the monitor to perform a particular function. The remaining keys constitute the hex characters \(0-9, A-F\). For the moment we will ignore the alpha characters which appear on the \(1,2,8\) and 9 keys.

Using the keyboard and display, you will be able to:

> -Inspect the contents of a memory word
> -Change the contents of a memory word
> - Inspect the contents of the program counter (PC)
> -Change the contents of the program counter
> -Inspect the contents of a register (e.g. A)
> -Change the contents of a register
> -Execute an instruction contained in a memory word
> -Execute a program contained in memory

\subsection*{1.5.3 Using the MTS}

The monitor is the silent and unseen servant that helps you accomplish all of the above functions. As it is a program, however, it uses all of the registers of the \(C P U\), and you may be asking how your program and the
monitor programs can use the same registers without confusion. The answer is that the monitor "remembers" the contents of these registers (stores them in memory). This is possible because your program and the monitor programs are never being executed at the same time.

When the power is turned on, the monitor will set the contents of your PC to \(8200^{16}\), which is the first address of your RAM memory. This number will be displayed in the left four digits of the display. The contents of location 8200 will be displayed in the rightmost two digits of your display. The monitor will then wait for you to depress one of the keys on the keyboard. Initially, the contents of 8200 will be undefined - whatever is contained there is not a number which you put there. For convenience in writing, whenever a number is undefined we shall represent it with question marks. When power is turned on, then, your display will read:

Remember, the display will not actually contain question marks; it will simply be a number which the author of this manual cannot predict!

\subsection*{1.5.4 Inspecting Memory Contents}

Having turned on the MTS, take a piece of paper and make two columns labeled ADDRESS and CONTENTS. Enter 8200 in the first column, and its contents (the two rightmost digits) in the second column. We will now continue to examine the contents of the first ten words of memory. To look at the contents of 8201 , press the command key labeled NEXT

Write 8201 in the first column, and its contents in the second. Press NEXT again, and write down 8202 and its contents. Continue in this fashion until the display reads 8209. You should now know the contents of the first ten words of your memory, in whatever random condition they may be.
The command key RST (for RESTART) has the same effect as turning power on: the user's PC will be set to 8200 , memory address 8200 will appear in the left four digits of the display and the contents of 8200 will be displayed in the rightmost two digits. If you have made an error, press RST and start over.
1.5.5 Changing Memory Contents

We will now consider changing the contents of a memory word.
Press RST . The display will read:

8200

By pressing the MEM (for MEMORY) key, the monitor is commanded to accept data from the keyboard and store it in the displayed address. Press MEM , then hex key 1 ; the display will read:

Press hex key 2 ; the display will read:

Press hex key 3 ; the display will read:

Each time a hex key is pressed, the right digit is shifted to the left, displacing whatever was there, and the new digit is entered in the rightmost position. Remember, a memory word can store only two hex characters (one byte). The monitor will allow you to press as many hex keys as you desire, but only the last two will be stored. This capability allows you to correct keying errors without the necessity of pressing another command key. To see what all of the hex characters look like on the display, continue pressing the keys until you have seen the entire set. Finally, press hex keys 0 and 1 so that the display reads:
 display will read:

Pressing NEXT allows you to enter data in consecutive memory addresses.

\subsection*{1.6 PREPARING A PROGRAM}

You are now ready to prepare your first simple program. First, we will define the instructions which will be used. Next, we will write the program down on paper. Then the program will be entered at the keyboard and verified. Finally, the program will be executed one instruction at a time, and the sequence of operations within the system will be detailed for each instruction.

Instruction codes are one-byte, 8-bit binary words represented by two hex characters. Neither the binary word nor its hex equivalent has an intrinsic meaning, so for each instruction a short two, three or four character mnemonic has been assigned. The mnemonic is a shorthand representation of the meaning or functional description of the instruction.
1.6.1 Instructions to be Used

The first instruction we will use is defined as follows:
\begin{tabular}{ll} 
BINARY CODE: & 00000000 \\
HEX CODE: & 00 \\
MNEMONIC: & NOP \\
MEANING: & No Operation. This is an instruction which \\
& does nothing at all. Its execution has no \\
& effect on any memory location or CPU register.
\end{tabular}

The chief purpose of NOP is to leave a space open in case you have to fix something - like leaving a spare pin on the edge connector of a printed circuit board. This instruction appears in the instruction set of almost every computer on the market, from huge IBM installations to microprocessors such as the one in your MTS. It is in effect a non-instruction; when a pattern of all zeroes is presented to the instruction decoder, no operation is specified.

The A register (accumulator) is the most important register in the CPU from the programmer's point of view, and there are a number of instructions which manipulate its contents. It is logical to consider next the instruction which sets the contents of the \(A\) register to zero:

BINARY CODE: 10101111
HEX CODE:
AF
MNEMONIC:
XRA A
MEANING: Clear the contents of the \(A\) register (Set to zero)

The mnemonic for this instruction will appear a bit strange. This is actually one of a set of logical instructions operating on the \(A\) register. The full significance of the mnemonic will become apparent when the other instructions are considered. - The third instruction which will be used in your first program is one which increments (adds one) to the contents of the A register:
\begin{tabular}{ll} 
BINARY CODE: & 00111100 \\
HEX CODE: & \(3 C\) \\
MNEMONIC: & INR A \\
MEANING: & Increment the A register (add one \\
& to the contents of the A register)
\end{tabular}

With these three instructions, you can write a program which initializes the \(A\) register with a value of zero and then successively adds one to \(A\) until it contains a specified value. Although a very simple routine, it will introduce and clarify some of the basic concepts of instruction and
program execution.
1.6.2 Program Specification

Writing a program is a very structured exercise, and from the beginning you are urged to be methodical and precise about it. All programs should originate in a program specification, a written definition of what the program should accomplish. The specification for your first program is:
"Write a program which sets the \(A\) register to an initial value of zero and then, by successive increments of one, ends with the number seven in the A register."
1.6.3 Writing (Coding) the Program

The next step is to write the program down on paper, using the same notation which was used when you inspected the contents of the first ten locations of your memory. An important addition to that format, however, will be a column for comments. Programming mnemonics are so terse that simply looking at a sequence of hex codes or mnemonics will not convey the function, goal or intent of the program. Comments are used to convey this information. Writing a program is often called 'coding', as it is a translation from a natural language to computer code.

Your first program, written in the recommended format, should look like this:
\begin{tabular}{|l|c|c|c|}
\hline ADDRESS & HEX & MNEMONIC & COMMENTS \\
\hline 8200 & 00 & NOP & Start with dummy operation \\
8201 & AF & XRA A & Clear the A register \\
8202 & 3C & INR A & Increment the A register \\
8203 & 3C & INR A & \\
8204 & 3C & INR A & - continue to increment - \\
8205 & 3C & INR A & \\
8206 & 3C & INR A & \\
8207 & 3C & INR A & \\
8208 & INR A & until A = 7- \\
\hline
\end{tabular}

Remember, comments are used so that you will be able to look at a program you wrote weeks or months ago and understand what it is your program is doing. Even more important, when you are working as part of a team, they help someone else understand what your program is doing.
1.6.4 Loading Your Program in the MTS

Now that your program is committed to paper, it is time to load it in the MTS memory. First, initialize the system by pressing which will establish the first entry point at 8200. The scenario should be as follows:


Set in write mode to enter data:


Enter first instruction:


Advance to next instruction:
NEXT

Enter second instruction.


8201

Advance to next memory address.





Your program has now been entered in memory. Note that. the final
NEXT command is given to terminate your input string of

\subsection*{1.6.5 Verifying and Correcting the Stored Program}

Now that you have loaded your program, it will be helpful to you to verify it. It is easy to make a mistake at the keyboard, and the computer is absolutely intolerant of mistakes in the sense that it will
do exactly what you tell it to do. It is trite but powerfully true that "garbage input, garbage output". To be sure that your entries are correct, press RST and then, using the NEXT command, check the contents of memory against your written coding sheet. If you detect an incorrect code in a word, it can be easily corrected, e.g.

\section*{NEXT}

8205

The entry at 8205 should have been \(3 C\). To correct it,


8205

Corrects the error.

Inspect next register, then continue.

When you are satisfied that the program is correct according to your. coding sheet, you are ready to execute the program.

\subsection*{1.6.6 Executing Your Program}

To execute your program and follow the results of its operation on a step-by-step basis, three new commands must be introduced. These are Right four digits of your display to present a register name and its contents. To use the REG command, therefore, it is necessary to
follow it by pressing a hex key which is the name of the register you wish to see. For the current program, we are interested only in the \(A\) register. Using the protocol developed above:


8200 A-??

The command REG followed by the hex character \(A\) leaves the address at 8200, but in the right four digits identifies the register (A) and its contents (undefined at this point). All of the registers will be represented in the right four digits according to the format: register name/dash/ register contents.

The STEP command executes the instruction contained in the location designated by the left four-digit display (the PC). After each STEP command, the display will present the address of the next instruction. If the command REG A has been given putting the system in the "display register" mode, the contents of \(A\) will also be displayed after each instruction has been executed.

Follow this scenario on your MTS. Use your coding sheet as a guide:

Set PC to 8200 and display contents (NOP)


Before going on, be sure that the toggle switch at the lower left corner of the MTS is set to STEP. Now press the STEP key.

STEP

The NOP instruction has been executed and the PC has been incremented. Nothing has been done, so the content of \(A\) is still undefined.

ADDR displays the current program counter and the instruction at that location. 8201 contains the instruction XRA A, clear the A register.


The A register has now been cleared (it may have been empty before).


Press STEP to execute it:

Continue stepping through your program in this fashion until the PC is set at 8209. At this point, the A register should contain the number 7. If it does not, you have made a mistake either in entering your program or in pressing the command keys to execute it. If you have finished with the wrong value, inspect the memory to make sure it agrees with your coding sheet, then go through the above procedure again.

\subsection*{1.6.7 Instruction Execution: A Detailed Examination}

We will now look at the three different instructions used in your program, describing what happens to the PC, the A register and the \(I\) register at each stage of instruction execution. Initialize the system:

RST
8200

STEP

When the command STEP is issued, the following operations will occur:
1) The processor sends the contents of (PC) to memory, selecting address 8200 .


The contents of \(\underline{A}\) and \(\underline{I}\) are not yet defined.
2) Next, the memory sends the contents of address 8200 to the \(I\) register and (PC) is incremented by 1.


The contents of \(A\) are still undefined. The instruction is executed and as it is a NOP, the instruction cycle is completed.
* The backward arrow (<-) in an expression should be read as "is replaced by". Thus this expression reads: "The contents of PC are replaced by the contents of PC added to one".

The next instruction will clear the \(A\) register:
```

STEP

```
1) The processor sends the contents of (PC) to the memory, selecting address 8201:

2) The memory sends the contents of address 8201 to the \(I\) register, and the (PC) is incremented.

3) The instruction is executed and the \(A\) register is set to zero.


The next instruction will increment the A register:
```

STEP

```
1) The processor sends the contents of (PC) to the memory, selecting address 8202.

2) The memory sends the contents of address 8202 to the \(I\) register, and the (PC) is incremented.

3) The instruction is executed and the \(A\) register is incremented by 1.

-
1.7 SUMMARY

This chapter has covered some very important basic concepts, both of hardware organization and function and software preparation, loading and executing. If you feel uncomfortable with any of the materials presented, go back over the relevant sections.

\title{
MICROCOMPUTER TRAINING WORKBOOK
}

\section*{CHAPTER 2}

TWO AND THREE BYTE INSTRUCTIONS

In your first program, all of the instructions used (NOP, XRA A, INR A) were one byte instructions, fetched from memory and executed with no further memory accesses required. Many instructions comprise two or three bytes and require more than one memory access. In your next program two such instructions will be considered. Additional memory accesses are required whenever an instruction operates on data which is stored in memory, or when the results of an operation must be stored in memory.

\subsection*{2.1.1 The ADI instruction}

A number of instructions have the effect of adding a number to the contents of the accumulator (A). One of these is "Add Immediate", which translates to: "Add to the accumulator the contents of the second byte of the instruction". Thus if the instruction is contained in address \((m)\), the contents of \((m+1)\) would be added to \(A\).

BINARY CODE: 11000110
HEX CODE: C6
SECOND BYTE: Data
MNEMONIC: ADI
MEANING: Add to the accumulator the contents of the next memory address.

The ADI instruction requires two memory fetches, the first to get the
instruction and the second to get the contents of the following word. Each memory access which is required during an instruction cycle is called a machine cycle. The instruction INR A takes one machine cycle; the instruction ADI takes two machine cycles.

MACHINE CYCLE: The operation of accessing an address, either for reading from or writing to that address.

\subsection*{2.1.2 The STA Instruction}

To transfer data from the accumulator to an address takes even more machine cycles (before reading further, close the manual and try to determine by yourself how many cycles are required). The instruction to store the accumulator is a three byte instruction. Bytes two and three contain the address in which the data is to be stored:
BINARY CODE: ..... 00110010
HEX CODE: ..... 32
BYTE TWO: Low-order part of storage address
BYTE THREE: High-order part of storage address
MNEMONIC:MEANING: Store the contents of the accumulator (A)in the address which is contained inthe following two memory addresses.

ADI is a two-byte instruction, STA is a three byte instruction. Their execution is more complex than the execution of the single byte instructions used in the previous program, so we will look at them in detail before using them.

\subsection*{2.1.3 Instruction Execution Details}

When the ADI code is fetched from memory and decoded, the logic determines that a second memory read operation is required, and that the data read is to be placed in the \(A\) register. The operation looks like this:
1) The processor sends the contents of (PC) to memory, selecting address 8200 (for this example)

2) The memory sends the contents of address 8200 to the I register and (PC) is incremented by 1.


P C
\(8201=-(\mathrm{PC})-(\mathrm{PC})+1\)
3) The logic is decoded, and the processor again sends the contents of (PC) to memory, selecting address 8201.

4) The memory sends the contents of address 8201, which is added to the contents of the \(A\) register, and (PC) is incremented by 1 .


P C \(\square\)
5) The instruction is completed. The memory has been accessed twice (two machine cycles), and (PC) has been incremented twice.

When the STA instruction is decoded, the logic 'recognizes' that an address must be obtained from memory before the instruction can be completed, as the operation commanded is to store the contents of \(A\) in that address. The contents of the two memory words following the instruction STA must be read and stored temporarily in the processor so that they may be used. This is accomplished by the use of two registers which are called \(\underline{W}\) and \(\underline{Z}\). The high-order bits of the address (most significant eight bits) are stored in \(W\) and the low order bits (least significant eight bits) are stored in \(Z\). The sixteen bit quantity \(W, Z\) is then the address in which the contents of \(A\) will be stored. Like the I register, the \(W\) and \(Z\) registers are for internal use by the processor and no instruction explicitly refers to them.
```

W,Z REGISTERS: A temporary register pair in the address logic
used during internal execution of instructions.

```

The details of execution are:
1) The processor sends the contents of ( \(P C\) ) to memory, selecting address 8200 (for this example):,

2) The memory sends the contents of 8200 to the I register and ( \(P C\) ) is incremented by 1.

3) The instruction is decoded, and the processor sends the contents of (PC) to memory, selecting address 8201.

\begin{tabular}{llll}
8 & 2 & 0 & 0 \\
8 & 2 & 0 & 1 \\
8 & 2 & 0 & 2 \\
8 & 2 & 0 & 3
\end{tabular}
\[
2-7
\]
4) The memory sends the contents of 8201 to the \(Z\) register and (PC) is incremented by 1. Now \(Z\) contains the low order part of the address in which the contents of \(A\) will be stored. The design of the processor requires that the low order part of the address be stored immediately after the instruction code, followed by the high order portion.

5) Again the processor sends the contents of (PC) to memory, selecting address 8202.
\[
2-8
\]
6) The memory sends the contents of 8202 to the \(W\) register, and (PC) is incremented by 1. The complete address in which the contents of \(A\) are to be stored is now available.

7) The contents of \(W, Z\) are sen't to memory, selecting. address 8300:
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & & & 32 & & \multicolumn{2}{|l|}{20} \\
\hline A & 07 & & 00 & 8 & & 1 \\
\hline & & & 83 & 8 & & 2 \\
\hline 1 & 32 & & ?? & 8 & & 3 \\
\hline w 2 & 83 & 00 & ?? & 8 & 3 & 0 \\
\hline P C & & & & & & \\
\hline
\end{tabular}
8) The processor sends the contents of the

A register to address 8300 and the instruction
is completed.


The execution of STA has required four machine cycles: an instruction
* fetch, two memory reads, and one memory write. Do not be confused by the fact that the high and low order parts of the address in this three-byte instruction (and all similar instructions) are reversed. The arrangement was adopted by the microprocessor's designers to simplify parts of the internal circuitry.

\subsection*{2.1.4 Writing the Program}

You are now ready to observe the behavior of these instructions in a program. As before, we start with a program specification:
"Write a program which sets the accumulator to an initial value of seven and then, by successive increments of one, doubles the initial value. Store the result in location 8300."

Before looking closely at the model coding sheet which follows, try to write the program by yourself.
\begin{tabular}{|c|c|c|c|}
\hline ADDRESS & HEX & MNEMONIC & COMMENTS \\
\hline 8200 & 00 & NOP & Dummy operation \\
\hline 8201 & AF & XRA A & Clear A \\
\hline 8202 & C6 & ADI & Add immediate to A the number-- \\
\hline 8203 & 07 & & -- contained in this location \\
\hline 8204 & 3 C & INR \({ }^{\text {a }}\) & Increment the A register \\
\hline 8205 & 3 C & INR A & \\
\hline 8206 & 3 C & INR A & \\
\hline 8207 & 3 C & INR A & -- continue to increment \\
\hline 8208 & 3 C & INR A & \\
\hline 8209 & 3 C & INR A & \\
\hline 820A & 3 C & INR A & Until \((A)={ }^{14}{ }_{10}=E_{16}\) \\
\hline 820B & 32 & STA & Store result in \\
\hline 820C & 00 & & location \\
\hline 820D & 83 & & 8300 \\
\hline 820E & 00 & & Dummy operation. \\
\hline
\end{tabular}

Note that the instruction in location 8201 clears A. This is required because ADI adds the contents of the next memory byte to A. STA operates to replace the contents of 8300 with the new value. Adding and replacing are both common operations, and the beginning programmer must be careful to distinguish them.

\subsection*{2.1.5 Loading and Executing the Program}

Review the directions for loading a program, then enter your new program in the MTS memory. Do not forget to verify it! Before executing your
 Since RST always sets your program counter to 8200 , you should see:

ADDR
8200

\section*{If}

ADDR is followed by four hex keys, the address specified by those keys will be displayed with its contents:


8300

If this sequence is now followed by MEM address and data may be entered. As this is the address which your program will use to store a result, it would be instructive to set some arbitrary initial value, so:


Memory location 8300 now contains 77 , and we are ready to execute your program. If ADDR had been followed by STEP instead of MEM the (PC) would have been changed. However, (PC) should still be set at 8200 , so your program can be executed as follows:

(PC) and contents of 8200 .


8200 A-??

Contents of \(A\) are undefined here.


The instruction in 8200 was NOP; only (PC) changes.

STEP
8202 A-00

Looking at the coding sheet, we see that XRA \(A\) has cleared the \(A\) register.


The ( \(P C\) ) has abeen stepped by two, and \(A\) contains the results of the ADI instruction.


First of the INR A instructions adds 1 to the contents of \(A\).

\(\square\)
\[
8208 \quad A-O B
\]

8209 A-OC
 \(820 A\) A-0D
```

STEP

```
\(820 B\) A-OE

Now A contains \(O E=14\); the next instruction will store this result in 8300 :

\(820 E\) A-OE,

The (PC) has been stepped by three and the program has been executed.

Now take a look at location 8300:


8300 OE

If at any point your program execution did not produce the results described above, correct the bad instruction in your memory (if there's an error, there's a bad instruction!) and start over.

\subsection*{2.2 DATA STORAGE CONVENTIONS}

You may have wondered why 8300 was selected as the storage location for this. result. While it is somewhat arbitrary, the basic requirement is to keep programs and data separated. It would have been quite possible, for example, to store the results in location 820F. The program would execute exactly as before, except that the results would be placed in a different memory word. Suppose, however, that you wished to modify the program, to add instructions to achieve some different purpose? The program could not utilize additional consecutive addresses without changing the initial storage address. In the example, only one such address was used, but in a complex program with many storage addresses, the problem becomes acute. Data addresses are therefore chosen to leave lots of space between program and data areas. You should satisfy yourself that 8300 is the first word of the top half of your .5 K RAM memory.
N.B. As the monitor is stored in read-only memory, it requires part of the RAM for temporary storage of data. The top 96 bytes of RAM, addresses \(83 A 0\) through \(83 F F\), are allocated to the monitor; care should be taken not to modify these memory locations.

\subsection*{2.3 PROGRAM EXERCISE \\ \#3}
2.3.1 The LDA Instructions

An instruction similar to STA has the effect of transferring data from memory to the accumulator:

BINARY CODE: 00111010
HEX CODE: 3A
BYTE TWO: Low-order part of address.
BYTE THREE: High-order part of address.
MNEMONIC: LDA
MEANING: Load the accumulator with the contents of the word whose address is contained in the following two memory addresses.

The detailed instruction cycle for LDA is shown in Figures 2-1, 2-2 and 2-3.

\section*{LDA INSTRUCTION CYCLE}

PROCESSOR MEMORY

(1) Processor sends PC
(2) Memory selects 8204 and returns its contents on data bus

\begin{tabular}{llll}
8 & 2 & 0 & 0 \\
8 & 2 & 0 & 1 \\
8 & 2 & 0 & 2 \\
8 & 2 & 0 & 3 \\
8 & 2 & 0 & 4 \\
8 & 2 & 0 & 5 \\
8 & 2 & 0 & 6 \\
8 & 2 & 0 & 7 \\
8 & 2 & 0 & 8 \\
8 & 2 & 0 & 9 \\
8 & 2 & 0 & \(A\) \\
8 & 2 & 0 & \(B\) \\
8 & 2 & 0 & \(C\) \\
8 & 2 & 0 & \(D\)
\end{tabular}
(3) Processor loads data to I register and increments PC

(4) Processor interprets \(3 A\) as a three byte instruction

PROCESSOR
MEMORY

(5) Processor sends PC
(6) Memory selects 8205 and returns its contents on data bus

(7) Processor loads data to \(Z\) register and increments PC
(8) Processor sends PC
(9) Memory selects 8206 and returns its contents on data bus
(10) Processor loads data to \(W\) register
 and increments PC

Figure 2-2

PROCESSOR MEMORY

\begin{tabular}{llll}
8 & 2 & \(F\) & \(F\) \\
8 & 3 & 0 & 0 \\
8 & 3 & 0 & 1
\end{tabular}
\begin{tabular}{|l|llll}
\hline & 8 & 2 & 0 & 0 \\
\hline & 8 & 2 & 0 & 1 \\
8 & 2 & 0 & 2 \\
8 & 2 & 0 & 3 \\
\hline\(A F\) \\
\hline \(3 A\) & 2 & 0 & 4 \\
\hline 0 & 2 & 0 & 5 \\
\hline 83 \\
\hline & 2 & 0 & 6 \\
\hline & 2 & 0 & 7 \\
8 & 2 & 0 & 8 \\
8 & 2 & 0 & 9 \\
8 & 2 & 0 & \(A\) \\
8 & 2 & 0 & \(B\) \\
\hline & 2 & 0 & \(C\) \\
\hline & 2 & 0 & 0 \\
\hline & \\
\hline
\end{tabular}

(13)

\subsection*{2.3.2 The JMP Instruction}

To this point we have used instructions which perform an operation and advance the program counter so that it points to the address of the next sequential instruction. A very important class of instructions allows a program to branch or 'jump' to an instruction at an arbitrary address. One of these instructions is JMP:

BINARY CODE: 11000011
HEX CODE: C3
BYTE TWO: Low-order part of address.
BYTE THREE: High-order part of address.
MNEMONIC: JMP
MEANING: Load the PC with address contained in the following two words.

The Execution cycle of the JMP instruction is shown in Figures 2-4 and 2-5.

\section*{JMP INSTRUCTION CYCLE}

PROCESSOR MEMORY
\begin{tabular}{lll} 
\\
\hline
\end{tabular}
(1) Processor sends PC
(2) Memory selects 820 B and returns its content
(3) Processor loads data to I register and increments PC
(4) Processor interprets C3 as three byte instruction
\begin{tabular}{|c|cccc|}
\hline & 8 & 2 & \(F\) & \(F\) \\
\hline 8 & 3 & 0 & 0 \\
\hline & 8 & 3 & 0 & 1 \\
\hline & \\
\hline
\end{tabular}
(5) Processor sends PC


\section*{PROCESSOR}

MEMORY

(8) Processor sends PC
(9) Memory selects 820D
and returns content
(9) Memory selects 820D
and returns content

\begin{tabular}{llll}
8 & 2 & 0 & 0 \\
8 & 2 & 0 & 1 \\
8 & 2 & 0 & 2 \\
8 & 2 & 0 & 3 \\
8 & 2 & 0 & 4 \\
8 & 2 & 0 & 5 \\
8 & 2 & 0 & 6 \\
8 & 2 & 0 & 7 \\
8 & 2 & 0 & 8 \\
8 & 2 & 0 & 9 \\
8 & 2 & 0 & \(A\) \\
8 & 2 & 0 & \(B\) \\
8 & 2 & 0 & \(C\) \\
8 & 2 & 0 & \(D\)
\end{tabular}

(8)
 Counter
(10) Processor loads data into \(W\)

\subsection*{2.3.3 Writing the Program}

\section*{Program specification:}
"Write a program which will clear the accumulator, load it with the contents of 8300 , increment this number by one, and store the result in 8300. Loop through this sequence repeatedly." The program below starts with three consecutive NOPs, a convention which would permit entering a three-byte instruction here should one wish to change the program later:
\begin{tabular}{|lll|}
\hline ADDR & HEX & MNEMONIC COMMENTS \\
\hline 8200 & 00 & NOP Dummy \\
01 & 00 & NOP \\
02 & 00 & NOP \\
03 & AF & XRA A Clear A \\
04 & \(3 A\) & LDA 8300 Load A from \\
05 & 00 & 8300 \\
06 & 83 & INR A Increment A \\
07 & \(3 C\) & STA 8300 Store A in \\
08 & 32 & 8300 \\
09 & 00 & \\
04 & 83 & JMP 8203 Jump back to \\
\(0 B\) & \(C 3\) & start \\
\(0 C\) & 03 & 82
\end{tabular}
\[
2-24
\]

Load and verify the program, press RST to set (PC) to 8200 , then press STEP:


820100

STEP executes the first NOP instruction and displays the next one.


820200


8203 AF

Two more STEP's get us to the Clear A instruction.

\[
8204,3 A
\]
\[
2-25
\]
*
We have executed Clear A. The next instruction is LDA. (3A at location 8204)

We cannot see the internal steps. The three byte instruction LDA occupies addresses 8204,8205 and 8206. It has been executed and now the INR A instruction at 8207 is displayed.
(4) Execute the INR A instruction.


8208 32

This is STA, another three byte instruction

\(820 \mathrm{~B} \quad \mathrm{C}\)

We have come to the JMP instruction.

And now we are back to the start. Examine the A register.


The program loaded 14 from 8300, incremented it and stored the new value. Register \(A\) still holds that value.

Execute the Clear A instruction at 8203.


Now the A register has been cleared.


8207 A-15

Now the LDA has reloaded from 8300.

\section*{ADDR}

ADDR displays the instruction

STEP
8208 A-16

Step executes it and again displays the register we last examined.

Let's examine the memory location.


The new value has not been stored yet. DO NOT PRESS STEP NOW - The computer would execute from location 8300. Use ADDR to recall the current program counter.


8208
32

Then STEP.


And look again at 8300:


Now the new value has been stored.

MEM tells the monitor you did not intend to change the program counter, but only the memory address. Therefore you can now use STEP. The PC contained 820B, addressing the Jump instruction.
```

STEP

```

8203
AF

So we jumped. Using the MEM key disposed of the \(A\) register display. The memory address we last requested is still there, so pressing MEM will fetch it back again.
\(\square\)

We have introduced four new instructions and looked at the details of their execution cycles. In Chapter 3 we will begin to develop some fundamental concepts of programming.
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{2}{*}{3 C} & \multirow[t]{2}{*}{INR A} & Increment A register One byte \\
\hline & & One machine cycle \\
\hline \multirow[t]{3}{*}{AF} & XRA A & Clear the A register \\
\hline & & One byte \\
\hline & & One machine cycle \\
\hline C6 & ADI & Add immediate \\
\hline \multirow[t]{2}{*}{x x} & data & Two bytes \\
\hline & & Two machine cycles \\
\hline 32 & STA & Store the A register \\
\hline XX & low address & Three bytes \\
\hline x \({ }^{\text {x }}\) & high address & Four machine cycles \\
\hline 3A & LDA & Load the A register \\
\hline xx & low address & Three bytes \\
\hline \(\mathrm{x} \times\) & high address & Four machine cycles \\
\hline C3 & JMP & Jump \\
\hline xx & low address & Three bytes \\
\hline x \({ }^{\text {x }}\) & high address. & Three machine cycles \\
\hline
\end{tabular}
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\section*{CHAPTER 3}

PROGRAM LOOPS
3.1 PROGRAM LOOPS AND FLOW CHARTS

The program we used in Chapter 2 was a loop:

\section*{XRA A}

LDA 8300
INR A
STA 8300
JMP 8203


Short loops of this kind are very common in computer programs, but they always include some means of exit from the loop. Otherwise the program would simply recycle through the loop forever, doing nothing useful.
3.1.1 The Monitor Run Command

To this point you have used the STEP command to execute your programs. Each time STEP is pressed, the instruction pointed to by your PC is executed, after which the monitor is re-entered so that it may activate the display and wait for your next command.

When the RUN command is issued, the monitor is also re-entered after your instruction is executed. However, instead of waiting for your command, it immediately allows your next instruction to be executed. To demonstrate this, make sure that your program loop is still in memory.

If you press RUN to execute this loop, the display will disappear and nothing more will happen. Internally, the count at location 8300 is being incremented again and again, but you have no way of knowing what
is happening. The keyboard is dead. Only the RESET key (or the power cord) can interfere. There must be some means of leaving such a closed loop.

In a sense, all computer programs are loops: they must somehow return and repeat the same instructions, but operating on different data, producing different outputs, and sometimes executing different sections of the program depending on the data.

This chapter presents the conditional jump, an instruction thac alters the program flow as a function of the data. This is the most common way of exiting from a short loop. The flow chart is introducted, which describes the program flow and is the principal design tool for programming. Finally, another method of entering the monitor for input and output will be provided.
3.1.2 The Conditional Jump

In the program loop shown at 3.1, the content of the \(A\) register is repeatedly incremented. Once every 256 times the program loops, the contents become \(F F\) and then 00 . This change can be detected and acted upon by the instruction "Jump if Not Zero."
\[
3-3
\]
\[
\begin{array}{ll}
\text { BINARY CODE: } & 11000010 \\
\text { HEX CODE : } & \text { C2 } \\
\text { BYTE TWO: } & \text { Low-order part of address. } \\
\text { BYTE THREE: } & \text { High-order part of address. } \\
\text { MNEMONIC: } & \text { JNZ } \\
\text { MEANING: } & \text { Jump to the address contained } \\
& \text { in the following two words if } \\
& \text { the result of the last counting, } \\
& \text { arithmetic or logical operation was } \\
& \text { not zero. }
\end{array}
\]
* We will now modify the program loop above by replacing the jump instruction with the conditional jump, as follows:
\begin{tabular}{|ll|ll|}
\hline 8203 & AF & XRA & A \\
8204 & \(3 A\) & LDA & 8300 \\
8205 & 00 & & \\
8206 & 83 & & \\
8207 & \(3 C\) & INR & A \\
8208 & 32 & STA & 8300 \\
8209 & 00 & & \\
\(820 A\) & 83 & & \\
\(820 B\) & \(C 2\) & JNZ & 8203 \\
\(820 C\) & 03 & & \\
\(820 D\) & 82 & & \\
\hline
\end{tabular}

Change this instruction by pressing


Since the jump address for the JNZ instruction is the same as for the old JMP, it need not be reentered. To avoid going through the loop many times, set a high value, say FC, into address 8300 . Then step through the program:


Now go back to the beginning and step.


Request display of register \(A\),


8201 A-??
-
and step through the program, watching register A.
\begin{tabular}{lrrr}
\hline STEP & 8202 & \(A-? ?\) \\
\hline STEP & & \\
\hline STEP & 8203 & \(A-? ?\) \\
\hline
\end{tabular}

The XRA A instruction at 8203 has cleared A.
STEP

8207 A-FC
- The LDA instruction at 8204 has loaded A with the data from 8300.
STEP \(\quad 8 \quad 8208\) A-FD
(INR A done)

\(820 \mathrm{~B} A-F D\)
(STA done)
\(\square\) 8203 A-FD
(JNZ done)
\[
3-6
\]

Continue stepping until you see:


\section*{8207 A-FF}
(LDA done)

STEP
8208 A-00
(INR A done)

Register \(A\) has now been incremented from \(F F\) to 00.

\(820 B A\)
(STA done)
```

STEP

```

820 E \(A-00\)

Since the INR A instruction at 8207 has incremented the value to 00 , the JNZ instruction at \(820 B\) did not result in a jump. The three machine cycles were still performed, loading \(I, Z\) and \(W\) with the three bytes of the instruction and incrementing the program counter three times. At the final step, however, the logic unit tests for zero and sees that the condition for jumping is not met - the result was zero - and so does not transfer \(W\) and \(Z\) into the program counter. Execution continues from the previously incremented contents of the program counter to the next
sequential instruction.

\subsection*{3.1.3 Flow Charts}

A flow chart shows this operation in the following fashion:


The diamond shape represents a program branch conditioned by data. The branch to be followed depends on the results of the previous operations.

Flow charts represent the design of computer programs; they may be considered the equivalent of schematics in electronic design. Writing the final program is akin to the circuit board layout - the function is fully defined but there is still some degree of freedom for the - designer. From here on, each exercise will either include a flow chart

\section*{\(3-8\)}
or ask you to prepare one.

FLOW CHART:
A symbolic representation of the logical steps of a program, detailing control and sequencing of the flow of data, procedures to be followed, computations to be performed, and input/output operations.

The flow chart above shows an incomplete program. If you continue to step after passing the JNZ instruction, you will execute an unintended instruction at location 820E. A closed loop such as we started with has no value since it accomplishes nothing but merely repeats itself. An open loop is intolerable because it will have unintended results.

The purpose of the computer is to provide outputs depending on inputs. We have been obtaining outputs by looking at the A register contents after each step. You provided one input by loading data to address 8300. You could also change the data in the A register by a monitor command, but this is only effective at certain points in the program, since Clear A and Load A will destroy anything you enter. What we need is a means of entering data only at a certain position in the program.

\subsection*{3.2 PROGRAMMED MONITOR ENTRY}

It is possible to activate the monitor from your program, instead of from the keyboard. Eight such instructions are available, but the one we shall introduce here is:
*
\begin{tabular}{ll} 
BINARY CODE: & 11100111 \\
HEX CODE: & E7 \\
MNEMONIC: & RST4 \\
MEANING: & Restart the monitor at entry \\
& point four.
\end{tabular}

When this command is executed, all of the monitor functions become available to you. This allows you to use the RUN command, but permits your program to enter the monitor where you wish it to do so. Now you can modify your program to provide additional inputs. Consider the revised flow chart in Figure 3-1.


Figure 3-1

\section*{3-11}
*
To implement the program, make the following changes to your code:
\begin{tabular}{llll}
\(820 E\) & E7 & RST4 & Enter the monitor \\
820 F & C3 & JMP & Jump to the "INR A" \\
8210 & 07 & & instruction. \\
8211 & 82 &
\end{tabular}

Once again load a large value at 8300 , then set the address to 8200 and step through the program.
When the address display shows: 0020 F3
(or
0020 A-??
you have entered the monitor. Step again and your jump instruction will appear. Now try RUN. Each time you press RUN the display will go blank briefly while the computer counts to FF and 00 , and then it will reenter the monitor. Now press


820F A-00
(Your jump instruction address)


You have entered a large value to the A register.

\section*{RUN}

820F A-00

This time the display should barely blink, because the program only looped 16 times instead of 256.

This exercise illustrates the way in which timed delays may be implemented using program loops, a feature which is common in many process control operations.

\subsection*{3.3 ADDITION BY COUNTING}

The next program exercise will demonstrate finding the sum of two numbers by the basic principle of counting. The program specification is:
"Write a program which will form the sum of two numbers by succesively incrementing the first number and decrementing the second, until the second reaches a value of zero."

To implement this program a new instruction will be required:
\[
\text { BINARY CODE: } 00111101
\]

HEX CODE: 3D
MNEMONIC: DCR A
MEANING: Decrement the A register
```

3-13

```

A flow chart for the program will be helpful and one is presented in Figure 3-2. Before looking at the coding sheet (Figure 3-3) try to write this program all by yourself, then match it against the one provided.


Go back to the monitor to display the result and obtain another value


Before stepping through your program, press RST and then enter a small value in \(A:\)


8200 A-02


8201 A-02

Now press STEP repeatedly.
8202 A-02

8203 A-02

You have just entered the monitor.

8204
A-02

8207 A-02

You have entered the monitor again

Continue to STEP.
8208 A-02

This is the beginning
820B
\(A-02\)
of the loop. Continue
820E A-02
to step.
*
You have done the
820F A-03

\section*{first INR A.}

The first value
has been stored.

The second value, also 2 ,
8215 A-02
has been loaded

Decremented
8216 A-01

And stored. The program
8219 A-01
is now at JNZ
and the jump occurs.
820B
A-01

The first value is loaded
820E
A-03

Incremented
820F
\(A-04\)

Stored.
8212
\(A-04\)

The second value is loaded

Decremented
8215 A-01

8216
A-00

Stored. The program is
\(8219 \quad A-00\)
again at JNZ but
the jump does not occur.
821C A-00

The first value is loaded
821F A-04
and now the jump
back to the beginning occurs.
8203 A-04

The monitor again.
0020
\(A-04\)

Step again. Back to your
8204
A-04 program with A unchanged.

As the initial value placed in \(A\) (2) became the value of both the first and second numbers, we can verify that the result (4) is in fact their sum.

Now press RST and run your program for various pairs of numbers. Remember each instruction takes only a few microseconds; the display will not even blink. Press RUN, then REG A (PC will be 8204) and enter the first number. Press RUN, REG A (PC will be 8208) and enter the second number. Press RUN again. The result will be displayed, and you can key in a new pair. Any two numbers whose sum is less than or equal

\[
3-\quad 19
\]

\section*{3.4 SUMMARY}

In this chapter several new instructions have been introduced, the use of RUN and programmed monitor entry has been shown, and the important concept of flow charts has been presented. All of the instructions used so far are summarized in Section 3.5. You may wish to write a program of your own at this point, for practice. If you do, follow the rules:
a) Specify the program
b) Draw the flow chart
c) Write the code, with comments (do not use locations 83A0-83FF)
d) Key in the code and verify it
e) Step through the program to check it, then run it.
3.5 SUMMARY OF INSTRUCTIONS
\begin{tabular}{|c|c|c|}
\hline 00 & NOP & Do nothing \\
\hline AF & XRA A & Clear the A register \\
\hline 3C & INR A & Increment the A register \\
\hline 3D & DCR A & Decrement the A register \\
\hline 3A & LDA & Load the A. register \\
\hline XX & low address & with the data stored \\
\hline XX & high address & in the memory location whose address is in \\
\hline & & the second and third bytes. \\
\hline 32 & STA & Store the contents of \\
\hline XX & low address & the A register in \\
\hline XX & high address & the memory location \\
\hline & & whose address is in \\
\hline . & & the second and third bytes. \\
\hline C3 & JMP & Jump to the location \\
\hline XX & low address & whose address is in \\
\hline XX & high address & the second and third bytes. \\
\hline
\end{tabular}
\begin{tabular}{ll} 
C2 & JNZ \\
XX & low address \\
XX & high address
\end{tabular}

E7
RST 4

Jump if the result of
the last arithmetic
operation was not zero;
otherwise continue to
the next sequential instruction.

Enter the monitor.
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CHAPTER 4

THE OTHER REGISTERS

\subsection*{4.1 THE OTHER REGISTERS}

In this section we introduce the general purpose registers \(B, C, D, E, H\) ard L. These registers are used for:
1) Temporary data storage
2) Storing operands for arithmetic and logical operations
3) Counting
4) Memory addressing

For temporary data storage and counting, the general purpose registers are equivalent to the \(A\) register. There are instructions for all seven registers permitting data to be moved among them, moving data into them from memory, moving data from them into memory, incrementing and decrementing their contents. They are not identical in all functions, however, and each has certain unique features. The A register, or accumulator, is very different in that the results of most arithmetic and logical operations are stored in the \(A\) register. Similarly, input/output instructions use the A register.
- It is often recessary to move data into one register from arother. The , instruction to do this has the form 'MOV destiration, source'. Such an instruction exists for each possible pairing of registers. For instance:

BINARY CODE: 01001111
HEX CODE: 4F
MNEMONIC: MOV C,A
MEANING: Move into \(C\) the contents of \(A\)

The data remain unchanged in the source register and are copied into the destination register, whose old content is lost. Note that in the mnemonic the destination is listed first, then the source register. Interchanging these is a common source of error, so be careful. Think of the instruction as 'move into \(C\) from \(A^{\prime}\). The table below contairis a summary of the MOV instructions. Note that the table is complete, including the useless MOV \(A, A ; M O V B, B ;\) etc. These are totally valueless to the user, but because of internal procedures in the microprocessor it would have added complexity to omit them or to use the wasted instruction codes for other purposes.

Inter-Register MOV Instructions:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{9}{|c|}{Source Register} \\
\hline & & A & B & C & D & E & H & L \\
\hline MOV & A, s & 7 F & 78 & 79 & 7A & 7B & 7 C & 7D \\
\hline MOV & B, s & 47 & 40 & 41 & 42 & 43 & 44 & 45 \\
\hline MOV & C, s & 4 F & 48 & 49 & 4 A & 4B & 4C & 4D \\
\hline MOV & D, s & 57 & 50 & 51 & 52 & 53 & 54 & 55 \\
\hline MOV & E,s & 5F & 58 & 59 & 5A & 5B & 5C & 5D \\
\hline MOV & H, s & 67 & 60 & 61 & 62 & 63 & 64 & 65 \\
\hline MOV & L, s & 6F & 68 & 69 & 6A & 6B & 6C & 6D \\
\hline
\end{tabular}
4.1.2 The ADD Instruction

The program of Chapter 3 performed additior by counting. This is irefficient in terms of both program space and execution time. A single instruction will perform this furction, row that we have a way to put one operand into another register:
\begin{tabular}{ll} 
BINARY CODE: & 10000001 \\
HEX CODE: & 81 \\
MNEMONIC: & ADD C \\
MEANING: & Add to A the content \\
& of \(C\)
\end{tabular}

Any register content may be added to \(A\) :
\begin{tabular}{|l|l|}
\hline & \\
\hline ADD A & HEX \\
ADD B & 87 \\
ADD C & 80 \\
ADD D & 81 \\
ADD E & 82 \\
ADD H & 83 \\
ADD L & 84 \\
\hline
\end{tabular}

Replace the loop in the addition program of Chapter 3 (addresses 820 B to 8221) with the following code, then step through it as before:
\begin{tabular}{llll}
\(820 B\) & \(3 A\) & LDA & 8300 \\
820 C & 00 & & \\
820 D & 83 & & \\
820 E & 4 F & MOV & C, A \\
820 F & \(3 A\) & LDA & 8301 \\
8210 & 01 & & \\
8211 & 83 & & \\
8212 & 81 & ADD & C \\
8213 & C3 & JMP & 8203 \\
8214 & 03 & & \\
8215 & 82 & &
\end{tabular}
4.1.3 Multiplication By Addition

By applying the techniques used for addition in Chapter 3 we can perform a multiplication, since integer multiplication can be viewed as repetitive addition. Once again we will use the monitor functions to obtain input values, but instead of adding one to the other, we will repeatedly add one value (the multiplicand) to a partial product while we decrement the second value (the multiplier) until it reaches zero.

Multiplication can result in a product with as many digits as the sum of the numbers of digits in the multiplier and multiplicand, so this program is very likely to generate carries. The flow chart shown in Figure 4-1 will lose these. We will not solve the problem here: for the
momert use this program for single digit values of multiplicard and multiplier. In this flow chart note the use of circle symbols to label the destination of branching instructions. This permits flow charts to occupy more than one page while still depicting program flow. The program is given in Figure 4-2.



Figure 4-1

BINARY MULTIpLICATION BY REPETITIVE ADDITION


Load the program shown in Figure 4-2 and step through it:


We will be entering data to \(A\).


8201 A-??
STEP
8202 A-??

STEP
8203 A-??
The next STEP puts you in the monitor:


0020 A-EF
Enter a two-digit number:


Back ir the monitor. Enter two more digits:


0020 A-03

Continue stepping (from here on we will not show STEP each time - it is implied by a new PC value):
\begin{tabular}{ll}
8208 & \(A-03\) \\
\hline \(820 B\) & \(A-03\) \\
\hline \(820 C\) & \(A-00\) \\
\hline \(820 D\) & \(A-00\) \\
\hline 8210 & \(A-02\) \\
\hline 8211 & \(A-02\) \\
\hline 8212 & \(A-02\) \\
\hline 8215 & \(A-03\) \\
\hline 8216 & \(A-02\) \\
\hline 8219 & \(A-02\) \\
\hline 820 & \(A-02\) \\
\hline
\end{tabular}

A has not reached zero, so the program looped. Continue stepping until PC is 821C:

821 C A-00

Exit from the loop. Now pick up result:
\(821 \mathrm{D} \quad \mathrm{A}-06\)

And return to start:
8203 A-06

0020 A-06

You are back ir the monitor, displaying the result and waiting for new input data. Turn the toggle switch to AUTO, press RUN, and try the program for various pairs of digits. (Press RUN after entering each pair of numbers). When STEPping through your program, the monitor displayed its own address (0020) when RST4 was executed. In RUN mode, the calling address is displayed (8204 or 8208).

\subsection*{4.2. THE CARRY AND ZERO FLAGS}

In Chapter 3 we defined the instruction. JNZ, jump if the result of the last operation was not zero. While it might appear as though the jump was conditioned by the contert of \(A\), this is not actually the case. When certain operatiors leave zero in A, a 'flag' is set in the CPU. The flag may be both set and cleared, and JNZ is one of several instructions which detect the state of the zero flag. Not all instructions affect the flag. For example, data transfer instructions never set any flags: these instructions include LDA, STA, MOV, and others.
4.2.1. Carry

If two numbers are added whose sum is greater thar \(F F\), there should be a carry from the addition, e.g.:

\section*{75}

94
109
16

This carry is generated by the ADD instruction, and sets a condition. flag called the carry flag (CY). Like the zero flag which is set when the result of an operation is zero, this flag can be tested to cause a conditional jump to occur.
BINARY CODE: 11010010

HEX CODE: D2
MNEMONIC: JNC
SECOND BYTE: Low-order part of address
THIRD BYTE: High-order part of address
MEANING: Jump if the carry flag is not set.

The instruction cycle of this instruction is the same as that for JMP, except that no jump occurs if the carry flag is set.

Single register counting instructions (INR and DCR) affect the zero flag but not the carry flag. If the result of the count is zero, the zero flag is set, otherwise it is cleared.

Arithmetic and logical instructions affect both zero and carry. If the result of the operation is a zero in the accumulator, the zero flag is set; otherwise it is cleared. If the operation generates a carry out of the highest bit the carry flag is set, otherwise it is cleared. Conditional jumps can be made with tests for the set or clear state of each flag:
\begin{tabular}{lll} 
Hex Code Mnemonic & Meaning \\
C2 & JNZ & Jump if not zero \\
CA & JZ & Jump if zero \\
D2 & JNC & Jump if not carry \\
DA & JC & Jump if carry
\end{tabular}

\subsection*{4.1.5 Comparison Instructions}

In the add and count instructions the flag setting is a result of the operation performed. There is a set of compare instructions whose only function is to set the flags. These instructions permit a program to determine whether the contents of the A register are greater than, equal to, or less than the contents of any specified gereral purpose register.

4
For comparing the \(C\) register with the \(A\) register the instruction is:

BINARY CODE: 10111001
HEX CODE: B9
MNEMONIC: CMP C
MEANING: Compare the conterts
of \(A\) and \(C\) and set
the flags accordingly.

This sets or clears the zero and carry flags as follows:
Zero
Carry

A greater than C
Cleared
Cleared
\(A\) equal to \(C\)
Set
Cleared
A less than C
Cleared
Set

\section*{4.3 IMMEDIATE INSTRUCTIONS}

Although we have distinguished program memory from data memory, it is common to include some data in the program memory. Tables of fixed values such as arguments of furctions (e.g. trigonometric) or calibration data are often stored at the end of a program. Some instructions include data in the second or second and third bytes of the instruction. This is referred to as 'immediate data' and the instructions are called 'immediate instructions'. Such an instruction (ADI) was preserted in the first chapter.
4.3.1 Move Immediate Instructions (MVI r)

The MOV instruction has a complete set of MVI counterparts. The general MVI instructior looks like this:

MNEMONIC: MVI \(r\)
SECOND BYTE: Data
MEANING: Move the content of the following address into register \(r\).

Following is the complete set of MVI instructions:
\begin{tabular}{|l|l|}
\hline MNEMONIC: & HEX CODE : \\
\hline MVI A & \(3 E\) \\
MVI B & 06 \\
MVI C & \(0 E\) \\
MVI D & 16 \\
MVI E & \(1 E\) \\
MVI H & 26 \\
MVI L & \(2 E\) \\
\hline
\end{tabular}

The MVI instruction is often used to initialize a counter. For example, in serial data communications it is necessary to transmit the eight bits of one byte sequentially. A counter is initialized at 8 and successively decremented (using \(D C R\) ) to detect completion of the transmission.

The instruction cycle for MVI is shown in Figure 4-3.

(1) CPO sends PC as address
(2) Memory selects 8205 and returns data

A
B

1

P \(C\)

(3)

CPO loads data to I register and increments PC O6
(4) CPU interprets 38 as a two byte instruction
(5) CPD sends PC as address

(6) Memory selects 8206 and returns data
(7) CPU loads data to \(B\) register and increments PC
\[
4-19
\]

\subsection*{4.3.2 Compare Immediate}

Immediate instructions also provide data for compare and other arithmetic and logical instructions:
```

HEX CODE: FE
SECOND BYTE: Data
MNEMONIC: CPI
MEANING: Subtract the content of the following address
from the A register and set all flags to reflect
the result. Do not modify the content of A.

```

From this point on, we will generally omit the practice of showing the binary code for instructions. The purpose of doing so initially was to stress the fact that binary numbers, not hex characters, are what the computer operates on. The instruction cycle for CPI is shown in Figure 4-4.

PROCESSOR
MEMORY

F
\begin{tabular}{|c|}
\hline 06 \\
\hline \\
\hline \\
\hline \\
\hline 8207 \\
\hline
\end{tabular}
(1)
(1) \(C P U\) sends PC as address
(2) Memory selects 8207 and returns data

P \(\boldsymbol{c}\)

\(F\)
A
TIer
I

(3)
(3)

CPU loads data to I Register and increments PC
(4) CPU interprets \(F E\) as a two byte instruction


7

\begin{tabular}{llll}
8 & 2 & \(F\) & \(F\) \\
8 & 3 & 0 & 0 \\
8 & 3 & 0 & 1
\end{tabular}

For all of the arithmetic and logical instructions that operate on data in the \(A\) register and one general purpose register, there are corresponding immediate instructions. These may be thought of as referring to a phantom register, created just to provide a desired data byte.

\subsection*{4.3.3 Division by Addition}

Integer division, with no fractional result, answers the question "how many times can the divisor be added into a product before the product is greater than the dividend?" If the dividend is 7 and the divisor is 2, the quotient is 3 , not 3.5 , because this is integer division.

We will modify the binary multiplication program to perform integer division. Instead of counting a multiplier down, we will count a quotient up, and stop when the product is greater than the dividend. Figures 4-5 and 4-6 show the process. The initial steps of obtaining two numbers and storing them, and clearing the product in register \(C\), are retained from the multiplication program.

We initialize the quotient, in register \(B\), to \(F F\) rather than zero, because we will increment the quotient at least once, even if the divisor is greater than the dividend. In the loop, we add the divisor into the product, just as in multiplication; increment the quotient, and compare the dividend with the product. Care is needed here to make the correct decision. Since we load the dividend to \(A\) and compare it with the product, carry will be set when the product is greater than the dividend, and cleared when the product is equal to or less than the

\section*{4 - 22}
dividend. Be sure that you get the right answers both wher the integer division is exact and when there is a remainder.



Figure 4-5

Binary Division by Repetitive Addition

4.4 TRANSFER NOTATION

A number of rew instructions have been introduced. Most of these are members of sets that perform similar functions using different registers as a source and destination for data.

In this section the term 'transfer notation' is introduced. A capital letter designates a specific register or a flag; a lower case letter refers to a register which will be identified in the instruction. Parentheses imply 'the content of'. Thus:
\[
\text { ADD } r \quad(A)<-(A)+(r)
\]
states that the content of register \(r\) is added to the content of register \(A\) and the result is placed in register \(A\).

The following register reference instructions and immediate data instructions have been introduced thus far. The list below indicates their effects on the zero (Z) and carry (CY) flags.

INR \(r\)
Increment register \(r\)
(r) <- (r) + 1

If \((r)\) becomes 0 then ( \(Z\) ) <- 1
else (Z) <- 0
The carry flag is not affected.
DCR r

MOV d,s

MVI r,data

ADD r
\(\left(\begin{array}{l}\text { Decrement } \\ \mathrm{r}) \\ <-(r) \quad-1\end{array}\right.\)
If \((r)\) becomes 0 then \((Z)<-1\)
else (Z) <- 0
The carry flag is not affected.
Move data into destinatior.
register d from source register s.
(d) <- (s)

The flags are not affected.
The content of \(s\) is not affected.
Move immediate data into register \(r\). Byte 2 of the instruction contains the data.
(r) <- (byte 2)

The flags are not affected.
Add register to accumulator
(A) \(<-(A)+(r)\)

The content of register \(r\) is added to the content of register \(A\) and the result is placed in the accumulator. The content of register \(r\) is not affected. If (A) becomes 0 then ( \(Z\) ) <- 1 else (Z) <- O
If the result of the addition is greater than FF (ie a carry occurs)
then (CY) <- 1 else (CY) <- O
\begin{tabular}{|c|c|c|}
\hline ADI & data & \begin{tabular}{l}
Add immediate data to accumulator \\
(A) <- (A) + (byte 2) \\
The content of byte 2 of the instruction is added to the content of register \(A\) and the result is placed in the accumulator. Flags are affected as for ADD.
\end{tabular} \\
\hline CMP & r & \begin{tabular}{l}
Compare accumulator with register If \((A)=(r)<-0\) then \((Z)<-1\) \\
If \((A)<(r)\) then \((C Y)<-1\) \\
else (CY) <- 0 \\
The content. of \(A\) is not affeted.
\end{tabular} \\
\hline CPI & data & \begin{tabular}{l}
Compare accumulator with immediate data. \\
If \((A)=\) (byte 2) \\
then (Z) <- 1 \\
If (A) < (byte 2) \\
else (Z) <- 0 \\
The content of \(A\). else (CY) <- 0 \\
is not affected.
\end{tabular} \\
\hline XRA & A & \begin{tabular}{l}
Clear register A \\
(A) \(<-0\) \\
(Z) <- 1 \\
(CY) <- 0
\end{tabular} \\
\hline
\end{tabular}

The content of byte 2 of the the chtent of resister \(A\) and accumulator. Flags are affected as for ADD.

Compare accumulator with register If (A) \(=(r)<-0\) then \((Z)<-1\)
If \((A)<(r) \quad\) then \((C Y)<-1\)
else (CY) <- 0
The content. of \(A\) is not affeted.

Compare accumulator with immediate data.
If \((A)=\) (byte 2) then (Z) \(<-1\)
else (Z) <- 0
else (CY) <- 0
is not affected.

Clear register A
(Z) <- 1
(CY) <- 0
Note XRA \(r\) is a logical instruction which operates on the contents of registers \(r\) and \(A\) and places the result in \(A\). Only when the register specified in the instruction is \(A\) (XRA A) does it have the effect of clearing A.

CMP A

ORA A

Compare register A with itself. Sets the zero flag and clears the carry flag. (Z) \(<-1\)
\((C Y)-0\)
Test register A to set condition flags. clear carry.
If (A) \(=0\)
always
\[
\begin{aligned}
\text { then } & (Z)<1 \\
\text { else } & (Z)=0 \\
(C Y) & =0
\end{aligned}
\]

\subsection*{4.5 REGISTER PAIRS}

In the foregoing instructions the six general purpose registers (B, C, D, E, H, L) are equivalent to each other. They store data, provide operands for arithmetic and logical instructions, and count. Any one of them will serve as well as another. The general purpose registers are paired:
B


C
D

E
H

\(\square\) L

Their arrangement is like that of the \(W\) and \(Z\) registers, and for the same reason: a pair of eight bit registers is able to store a 16-bit memory address.

A number of instructions use register pairs for addressing the data memory. There are several reasons for addressing the memory this way. The least important (but not trivial) reason is efficiency. If the same address is to be accessed repeatedly, it takes less program space and running time to load the address into a register pair than to repeatedly load the memory address f:om the program memory into \(W, Z\). More importantly, if the same operation is to be performed on data in a series of adjacent memory locations, that operation can be performed in a repetitive loop, with the address being modified by incrementing (or
decrementing) the register pair. In many applications a memory address is calculated from variable data.

\subsection*{4.5.1 The LDAX and STAX Instructions}

Register pairs B,C and D,E are used for addressing by the LDAX and STAX instructions. These correspond to the LDA ard STA instructions, differing only in the source of address information. As is the case in all instructions using register pairs, the name of the first register is used to identify the pair, as in LDAX B:

HEX CODE: OA
MNEMONIC: LDAX B
MEANING: Load the \(A\) register with the content of the memory location whose address is contained in register pair B,C.

This is called an indirect instruction, and is expressed as: Load \(A\) indirect from \(B^{\prime}\). The term 'indirect' means simply that the content of the designated register is not to be loaded; rather, its content is the address of a location to be loaded. The address is obtained indirectly, rather than by directly specifying it as the LDA instruction would have done.

The other instructions in this set are:

1A LDAX D Load A indirect from D
(A) <- ( \((\mathrm{D}),(E))\)

The STAX instructions similarly provide for storing data:

02 STAX B Store A indirect at B
( \((B),(C))<-(A)\)
12 STAX D Store A indirect at D
( \((D),(E))<-(A)\)

The content of \(A\) is stored in the memory location whose address is contained in the named register pair. Note that double parentheses such as ( (B), (C)) imply the content of the memory location whose address is contained in register pair \(B, C\).

Figure 4-7 illustrates the instruction cycle for STAX \(D\), which typifies this usage of register pairs.

(4) CPU interprets instruction
(5) CPU sends content of \(D, E\) as an address
(6) Memory selects 8301

(7) CPU sends content of A to memory
4.6 SENSOR CORRECTION EXERCISE, VERSION I

\subsection*{4.6.1 Sensor Characteristics}

A sensor is a device for measuring a physical variable such as temperature, pressure, sound, etc. A thermometer, for example, is a device for measuring temperature. Temperature can vary over a tremendous range, of course, and no thermometer can accurately measure all temperatures. Sensors are designed to operate over a limited range of the physical variable they measure.

Even in this range they are not accurate (linear) over the entire scale. A sensor may be calibrated, however, to determine the magnitude of its deviation from linearity for each value that it does measure. This can be shown on a calibration curve, a hypothetical example of which is shown in Figure 4-8.

Notice that each of the calibration curves in Figure 4-8 provides an output lower than the actual value it is meant to measure for low values of the variable, but that both reach a point where they become linear. From these curves we may construct correction tables, which are shown in Table 4-1.

Sensors are often designed to provide readings which differ from their measurement by some factor. An automobile tachometer, for example, measuring the engine's revolutions per minute, gives a reading on a scale of 0 to 8 (generally). This must be multiplied by a scaling factor of 1000 to obtain actual rpms. For our two hypothetical sensors, a scaling factor is also shown in Table 4-1.


\section*{SENSOR CALIBRATION CURVES}

FIGURE 4-8
\begin{tabular}{|c|c|}
\hline & Sensor \#1 \\
\hline Sensor Value & Corrected Value \\
\hline 0 & 0 \\
1 & 3 \\
2 & 4 \\
3 & 5 \\
4 & 6 \\
5 & 7 \\
6 & 8 \\
7 & 9 \\
8 & A Factor \\
9 & B \\
A & \\
B & \\
B & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline & Sensor \#2 \\
\hline Sensor Value & Corrected Value \\
\hline 0 & 0 \\
1 & 2 \\
2 & 4 \\
3 & 4 \\
4 & 5 \\
5 & 6 \\
6 & 7 \\
7 & Linear \\
\hline
\end{tabular}

Table 4-1

\subsection*{4.6.2 Organizing the Data Structure}

We will develop a program to correct a nor-linear sensor input value and multiply the result by a scalirg factor. In the program the corrected values will be listed in tables. Since the sensors become linear well before full scale, we will store in the table orly data for the non-linear area. This gives different table lengths for the two sensors. We will assume that the programmer does not know the table lengths when he designs the program. Since the tables are contiguous, he also does not know the starting address for the secord table.

Therefore for each sensor we will store the following information:
a) The starting address for its table
b) The sensor input value at which the sensor has become linear (the linear point)
c) The scaling factor for the sensor
d) The list of corrected values

The starting address for each sensor's table must be accessed knowing only which of the sensors is being read. The remaining data can be included with the correction table. Table 4-2 shows the organization and locations for these data in our data memory.


\subsection*{4.6.3 Organizing the Program}

This exercise will be more complete than previous exercises. The basic program specification is simple: Obtain a sensor value input from one of two sensors, retrieve a corrected value from a table if necessary, multiply the value by a scaling factor, and display the result.

In organizing the program, the assumption is made that all data is stored in tables, and that only the address of the first table is known. A further assumption is that the input data will alternate back and forth between sensors \#1 and \#2, starting with \#1.

We will use the multiplication code developed for the last program, and use the monitor for input and display of results. The procedures for accessing tabular data, however, are new. The design of the data structure in Table 4-2 will dictate the principal organization of the program. Before turning to the flow chart of Figure 4-9, sketch one of your own, then compare it. A program solution is given in Figures 4-10 and 4-11.
*



Figure 4-9



Load the program and data tables and verify carefully. Use the solution given first, then try your own solution if it is different. Start at 8203 and press REG A. We will step though the program and describe the operations in some detail. Follow the coding sheet and flow chart as we go:

Move immediate to A
8203 A-??
places 02 in \(A\),
8205 A-02
which is stored in the
8208 A-02
data table as the current sensor
number. This is the Initializing procedure.
From the monitor, we may
\(0020 \quad A-02\)

Input a Sensor Value:

The value 1 will be stored
8209 A-01
in register C. Next we will
Update the Sensor \#,
putting 83 in D
\(820 \mathrm{~A} A-01\)
and 80 in E.
820 C
A-01
820 E
A-01

Look at register pair D, E


8380 DE02

This is a new sequence of keys for inspecting the cortent of a register pair:


The content of the register pair appears at the left. The right four locations display the name of the register pair and the content of the memory location addresses by the pair. The display format is not preserved, and must be keyed in each time.

Now we will load (D, E)
\(820 \mathrm{~F} \quad 3 \mathrm{C}\)


820 F A-02

This part of the code (820a to 8217) updates the current sensor number, which must alternate between 1 and 2 each time.

The sensor number has been
8210
\(A-03\)
incremented from 2 to 3. Now we
will test its magnitude with CPI,
And jump if it is less than 3.
8212
A-03
It is not, so (A) <-1
and will be stored in 8380.
8217 A-01

Satisfy yourself that each time we pass through these instructions, the sensor number will alternate between 1 and 2.

By putting the sensor number in \(E\), we form address 8301 in D,E;

and load its content. The number 08 is an offset (from 8300) which gives us the low-order byte of the address of the first entry of the table for sensor \#1 (8308), thus selecting the correct Sensor Table.

\(821 B\) A-08
8308 DE01

Now we Fetch the Scaling Factor for sensor \#1,

and store it in \(B\).
\(821 \mathrm{C} \quad A-02\)
\(821 \mathrm{D} A-02\)

Register pair \(B, C\) now contains the scaling factor and input value:

\(821 \mathrm{D} B-02\)

821 C C-01

821 E C-01

Register pair D, E, which holds our table pointer (current address in the table), has been incremented to point to the next entry:

\[
4-46
\]

We will load its content, the Linear Point, and
REG

\(821 \mathrm{~F} A-O B\)
\(8220 \mathrm{~A}-0 \mathrm{~B}\)
compare it with the input value.

We are now poised at a decision point. If the sensor value is equal to or greater than the linear point, we do not need to access the correction table.

In this case it is less.
8223 A-0B
To Fetch the Corrected Value, we increment the table pointer,
\(8224 \quad A-0 A\)
move the low byte to \(A\) and
add the sensor input.
8224 A-0A
8226 A-OB
We have computed the value of a table pointer by adding the sensor value to the address of the first correction entry.

Now we return the pointer to \(E\),
8227 A-OB


830 B
DE03
load the corrected value,


We multiply by the Scaling Factor, just as we did in sectior 4.2.
\begin{tabular}{|c|c|c|c|}
\hline The A register is cleared; & & 822 A & A-00 \\
\hline add corrected input, & & 822 B & A-03 \\
\hline decrement the counter ( \(B\) ), & & 822 C & A-03 \\
\hline loop, & & 822 A & A-03 \\
\hline add input again, & & 822 B & A-06 \\
\hline decrement counter & & 822 C & A-06 \\
\hline and jump out of the loop & & 822F & A-06 \\
\hline And so back to the beginning, & & 8208 & A-06 \\
\hline to display the results and & & & \\
\hline get a value for sensor \#2. & & 0020 & A-06 \\
\hline Now RUN the program: & & & \\
\hline RST REG A & RUN & 8209 & A-?? \\
\hline (Sensor \#1) & RUN & 8209 & A-06 \\
\hline (Sensor \#2) 2 & RUN & 8209 & A-06 \\
\hline (Sensor \#1) 2 & RUN & 8209 & A-08 \\
\hline (Sensor \#2) & RUN & 8209 & A-OC \\
\hline
\end{tabular}

This STEP through of your program is keyed to both the flow chart and the coding sheet. If you are at all confused by it, STEP through it again, following both documents carefully. In addition to illustrating the use of new instructions, this program demonstrates two important
concepts: incrementing an address in a register pair to access successive entries in a table, and the computation of addresses.

\subsection*{4.7 ADDITIONAL INSTRUCTIONS FOR REGISTER PAIRS}
4.7.1 Load Immediate, Increment and Decrement

Several additional instructions useful for dealing with register pairs are defined here. They could have been used in the foregoing exercise, although there was no difficulty in programming the problem without them. They are:

LXI rp (rp refers to a register pair.)
INX rp
DCX rp

Example:
\begin{tabular}{ll} 
LXI rp & Load immediate data to register pair: \\
\(x X\) & \((r l)<-\) (byte 2\()\) \\
\(y y\) & \((r h)<-\) (byte 3\()\)
\end{tabular}

The content of byte 2 of the instruction is loaded to the low order register ( \(C, E\), or L) of the register pair. The content of byte 3 is loaded to the high order register(B, D, or \(H\) ). The flags are not affected. The LXI instructions-are:

01 LXI B
11 LXI D
21 LXI H

These instructions are most commonly used to load ar address pair, but they can equally be used to initialize counters or otherwise enter data into a pair of registers.

Increment and Decrement Instructions are:
\begin{tabular}{|c|c|c|c|}
\hline & INX & rp & Increment Register Pair \\
\hline 03 & INX & B & \((r 1)<-(r l)+1\) \\
\hline 13 & INX & D & If ( rl ) becomes 0 ther: \\
\hline \multirow[t]{3}{*}{23} & INX & H & \((r h)<-(r h)+1\) \\
\hline & & & Flags are not affected \\
\hline & DCX & rp & Decrement Register Pair \\
\hline OB & DCX & B & \((r 1)<-(r l)-1\) \\
\hline 1B & DCX & D & If (rl) becomes FF then. \\
\hline 2 B & DCX & H & \((r h)<-(r h)-1\) \\
\hline
\end{tabular}

Flags are not affected.

These instructions are used almost exclusively to change an address held in a register pair. In the foregoing exercise we could have used INX \(B\) instead of INR \(C\), and INX \(D\) instead of INR \(E\), with no change ir the program's operation. Since all of the table addresses were within 830D, there was no need to alter the high byte of the address, but if the table had started within the \(82 x x\) region and ended in the \(83 x x\) region, the INX \(B\) and INX \(D\) instructions would have to be used.

Note that INX and DCX do not affect the flags, whereas INR and DCR affect all flags except carry. This difference is important. In some
applications it is desirable that the flags resulting from a previous operation be retained while a memory address is changed. On the other hand if a loop is to be repeated until a counter reaches zero, the INR or \(\operatorname{DCR}\) instruction must be used to set or clear the zero flag.
4.7.2 Use of a Memory Location as a Register

Register pair \(H, L\) is primarily intended for addressing memory, and the memory location addressed by (H,L) is available to the CPU as though it were another register. All of the register reference instructions (MOV, MVI, INR, DCR, ADD, XRA, ORA, CMP, and others not yet presented) have counterparts that perform the same function using the memory location addressed by (H,L). The flags are affected as though the memory location were a general purpose register.

Before carrying out an exercise involving this type of memory addressing, we will formally define the instructions involving memory reference, and also several instructions specific to register pair H,L.
\begin{tabular}{|c|c|c|}
\hline INR & M & \begin{tabular}{l}
Increment Memory
\[
((H)(L))<-((H)(L))+1
\] \\
Increment the content of the \\
memory location addressed \\
by the cortert of register pair H,L. \\
If \(((H)(L))\) becomes 0 ther (Z) \(<-1\) else (Z) <- 0 \\
The carry flag is not affected.
\end{tabular} \\
\hline DCR & M & \begin{tabular}{l}
Decremer.t Memory
\[
((H)(L))<-((H)(L))-1
\] \\
Decrement the content of the memory location addressed by the content of register pair H,L. \\
If \(((H)(L))\) becomes 0 then ( \(Z\) ) <- 1 \\
The carry flag is not affected.
\end{tabular} \\
\hline MOV & M,s & \begin{tabular}{l}
Move data into memory ( H ) (L) ) <- (s) \\
The memory location addressed by the register pair \(H, L\) is loaded with the content of source register s. \\
The flags are not affected. \\
The content of \(s\) is not affected.
\end{tabular} \\
\hline MOV & d, M & \begin{tabular}{l}
Move data from memory (d) <- ( (H) (L)) \\
Destinatior register \(d\) is loaded with the content of the memory location. addressed by register pair \(H, L\) The flags are not affected. The content of the memory location is not affected.
\end{tabular} \\
\hline MVI & M, data & \begin{tabular}{l}
Move immediate data into memory ( H ) (L) ) <- (byte 2) \\
The memory location addressed by register pair H,L is loaded with the content of byte 2 of the instruction. The flags are not affected.
\end{tabular} \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline ADD & M & \begin{tabular}{l}
Add memory to accumulator \\
(A) \(<-(A)+((H)(L))\) \\
The content of the memory location addressed by register pair H,L is added to the content of register \(A\) and the result is placed in register A. The content of the memory location is not affected. \\
If (A) becomes 0 then ( \(Z\) ) <- 1 else (Z) く-0 \\
If the result of the addition is greater than FF (ie a carry occurs) then \((C Y)<-1\)
else \((C Y)<-0\)
\end{tabular} \\
\hline CMP & M & \begin{tabular}{l}
Compare accumulator with memory If \((A)=(H)(L))\) then (Z) \(<-1\) else (Z) <- 0 If \((A)<((H)(L))\) then (CY) <- \\
The contents of \(A\) and ( H ) (L)) are not affected.
\end{tabular} \\
\hline
\end{tabular}
4.7.4 Additional Instructions for \(\mathrm{H}, \mathrm{L}\)

The following instructions specifically involve register pair H,L. Their primary function is for use in addressing memory, although the DAD instruction is also very useful in arithmetic.

DAD \(r p\) Add the content of register pair rp to the content of \(H, L\).
(H), (L) <- (H), (L) + (rh) (rl)

If the result of the addition is
greater than FFFF, then (CY) <- 1 else (CY) <- O

The HEX codes for DAD instructions are:

09 DAD B
19 DAD D
29 DAD H

In the sensor correction exercise this instruction could have been used to add the table address (in pair \(D, E\) ) to the input value (in register L), but the scaling factor would have to be held elsewhere and register \(H\) set to zero. This will be used in the revised version of the sensor correction problem at the end of this chapter.

The DAD instruction performs a 'double precision' add: two bytes or 16 bits are involved. DAD \(H\) adds the content of \(H, L\) to itself - that is, the content is doubled. Another useful instruction is:

EB XCHG
Exchange H,L with D,E
(E) 〈-> (L)

The contents of registers \(H\) and \(L\) are exchanged with the contents of \(D\) and \(E\). The flags are not affected.

This is one of orly two exchange instructions in the 8080. All other data transfer instructions are oneway: the content of the source register or memory location is duplicated while the previous content of the destination is lost. In the XCHG instruction the previous cortent of all four registers are preserved but in different registers. It is especially useful when two different memory pages are successively accessed.

The content of ( \(H, L\) ) may be loaded and stored using LHLD and SHLD:

2A LHLD
xx
Yy

Load H and L Direct
\(\left(\begin{array}{l}\text { L })<-((\text { byte } 3)(\text { byte } 2)) \\ (H)<-(\text { byte } 3)(\text { byte } 2)+1)\end{array}\right.\)
The content of the location addressed by
byte 3 and byte 2 of the instruction is moved to register L.The content of the memory location at
\begin{tabular}{|c|c|c|}
\hline & & the succeeding address is moved to register \(H\). \\
\hline \multirow[t]{8}{*}{22} & \[
\underset{\mathrm{xx}}{\mathrm{SHLD}}
\] & \begin{tabular}{l}
Store H and L Direct \\
((byte 3)(byte 2)) <- (L)
\end{tabular} \\
\hline & yy & ( \({ }^{\text {byte }} 3\) ) (byte 2) +1 ) <- (H) \\
\hline & & The content of register L \\
\hline & & is moved to the memory \\
\hline & & location addressed by byte 3 \\
\hline & & and byte 2 of the instruction. \\
\hline & & The content of register H \\
\hline & & location at the succeeding address. \\
\hline
\end{tabular}
4.8 SENSOR CORRECTION, VERSION 2

In the following exercise we will duplicate the sensor correction program of Table 4-9 with three exceptions. The data table (Table 4-2) will store the number of sensors which will be used, so that it need not be part of the program. We will address the data table with register pair \(H, L\) instead of \(D, E\) and use memory reference instruction such as MOV A, M, and do a double precision multiply for the scaling.

\subsection*{4.8.1 Double Precision}

Double precision means that a number is stored in two bytes, giving a precision of 16 bits (one part in 65,536 ). It is often the case that one byte (one part in 256) of precision is sufficient, but in multiplication or division we can use double precision in the operation and then discard the less sigrificant part of the result. In our earlier scaling, having only a single precision multiply forced us to restrict the input and scaling factors to single digit values. With a double precision multiply we can use full bytes for both input and scaling factor, multiply to obtain a four byte result, and output the high order byte.

The revised flow chart and coding are presented in Figures 4-12 through 4-14.



Figure 4-12

SENSOR
CORREETIGN PRUGRAM
4-59

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline - 8 - 0 - \(\cdots\) & & & & & & & & & & & \\
\hline 8221 & 23 & & & In & & H & 4 & & & & Address corrected valurs \\
\hline 2 & 09 & & & DA & & B & 3 & & & & Add sensor input \\
\hline 3 & \(4 E\) & & & MO & \(\checkmark\) & C & C & M & & & Corrected value to \(C\) \\
\hline 4 & 60 & & & MO & \(V\) & H & + & \(B\) & & & Clear H and L \\
\hline 5 & 68 & & & 40 & V & L & & B & & & (res B was 0) \\
\hline 6 & 09 & & & DA & D & B & & & & & Add linear input \\
\hline 7 & 1 D & & & C & R & E & E & & & & Decrement multiplier \\
\hline 8 & \(\mathrm{C}_{2}\) & & & N & z & & 82 & & 6 & & Contuene cantil \\
\hline 9 & 26 & & & & & & & & & & Munultiply conupletc \\
\hline A & 82 & & & & & & & & & & \\
\hline B & 71 & & & M 0 & \(\checkmark\) & A & A & 4 & & & Result to A \\
\hline \(\square\) & C3 & & & J & P & 8 & \({ }_{2}\) & 0 & 9 & & Jumy to output \\
\hline \(\square\) & 09 & & & & & & & & & & \\
\hline E & 82 & & & & & & & & & & \\
\hline F & & & & & & & & & & & \\
\hline \(8 \quad 0\) & & & & & & & & & & & \\
\hline 1 & & & & & & & & & & & \\
\hline 2 & & & & & & & & & & & \\
\hline 3 & & & & & & & & & & & \\
\hline 4 & & & & & & & & & & & \\
\hline 5 & & & & & & & & & & & \\
\hline 6 & & & & & & & & & & & \\
\hline 7 & & & & & & & & & & & \\
\hline 8 & & & & & & & & & & & \\
\hline 9 & & & & & & & & & & & \\
\hline A & & & & & & & & & & & \\
\hline B & & & & & & & & & & & \\
\hline c & & & & & & & & & & & \\
\hline D & & & & & & & & & & & \\
\hline E & & & & & & & & & & & \\
\hline & & & & & & & & & & & \\
\hline \(8 \quad 0\) & & & & & & & & & & & \\
\hline 1 & & & & & & & & & & & \\
\hline 2 & & & & & & & & & & & \\
\hline 3 & & & & & & & & & & & \\
\hline 4 & & & & & & & & & & & \\
\hline 5 & & & & & & & & & & & \\
\hline 6 & & & & & & & & & & & \\
\hline 7 & & & & & & & & & & & \\
\hline 8 & & & & & & & & & & & Figure 4-14 \\
\hline
\end{tabular}

\subsection*{4.8.2 Running the Program}

Load the new program. You must also load the data table (Table 4-2) if it is not still in your memory. Enter 02 at location 8300 , for the highest sensor number.

Now reset and press REG, A, RUN to arrive at the data input point. From here we will trace the data in the processor.

\(820 \mathrm{~A} \quad \mathrm{~A}-02\)

Leave 02 as the input value. We are about to move the input value into \(C\), clear \(B\), and load registers \(H\) and \(L\) with an LXI \(H\) instruction.

Step three times and observe the registers:
820 B


The content of register pair \(H, L\) addresses the memory location where the old sensor number is stored:


8380 HLO2


Since the content of 8380 did not reach zero, the JNZ instruction will cause a jump:

The instruction at 8219 is MOV L, M. The content of memory location 8380 will be moved into \(L\), so the memory address will become 8301 , pointing to the table address for sensor number 1:
\(821 \mathrm{~A} \quad 6 \mathrm{E}\)


Another MOV L, M will put the table address into \(H, L\), and point to the scaling factor:

821 B

\section*{5E}


8308 HLO2
At \(821 B\) we have MOV \(E, M\) to save the scaling factor in register \(E\), and then INX \(H\) to address the linear point:
821 C


8309 HLOB
The next instruction (BE at 821D) compares the linear point (OB at 8309) with the content of register \(A\). Before executing it, review the
registers:
\begin{tabular}{|c|c|c|c|c|}
\hline REG & A & (sensor input) & 821D & A-02 \\
\hline NEXT & & (B cleared) & 821D & B-00 \\
\hline NEXT & & (sensor input) & 821D & C-02 \\
\hline NEXT & & (not used) & 821D & D-?? \\
\hline NEXT & & (scaling factor) & 821D & E-02 \\
\hline NEXT & & (flags - ignore) & 821D & F-2A \\
\hline NEXT & & (high address) & 821D & H-83 \\
\hline NEXT & & (low address) & 821D & L-09 \\
\hline
\end{tabular}

The following instructions compare the sensor input. with the linear point, and finding the input not greater the jump to 8224 is not taken:
821 E L-09
\(8221 \mathrm{~L}-09\)

At 8221 register pair \(H\) is incremented to address the first point in the table of corrected values:

At 8222 register pair B,C (contairing 0002) is added to register pair HL (containing 830A):

8223 L-OC

This addresses the linearized value for a sensor input of 02 :

\(830 \mathrm{C} H\)

The following three instructions move that value to \(C\) and clear \(H\) and \(L\). We are finished with \(H\) and \(L\) for addressing and now need them for the double precision multiply:
\(8224 \quad 60\)

8225

Before starting the multiplication review the registers again.


8226 A-02

\[
4-65
\]


In the multiplication we will add \((B C)=0004\) into ( HL ) \(=0000\) as we count down in register \(E\) from 02 to 00 . You can watch this in register L.

Register \(E\) has been counted down to zero and the program has exited from the loop. At \(822 B\) the single precision result is moved into \(A\) from \(L\), and then the jump back to the monitor entry occurs:
\begin{tabular}{|c|c|c|c|}
\hline & & 822 C & L-08 \\
\hline \multirow[t]{2}{*}{REG} & A & 822 C & A-08 \\
\hline & & 8209 & A-08 \\
\hline STEP & & 0020 & A-08 \\
\hline
\end{tabular}

By using DAD B in the multiplication loop we have computed a double precision product, but have only looked at the low-order part (L). Change the scaling factors at 8308 and 8316 to CO (making both the same will produce identical results for each sensor except in their non-linear regions). Run the program for various inputs. Each time the program returns to the monitor, display the contents of \(H, L\) to see the complete multiple precision result.



1080
HLCE

For input values of \(B\) or greater, both sensors give the same result:


RUN

ADDR


820 A
A-16

820 A
A-80

1080 HLCE
4.9 SUMMARY

In this exercise we have seen register pair \(H\), \(L\) used as a store for a memory address, which we modified in four ways:
a) Loading it initially with LXI H
b) Copying data from an addressed memory location into \(L\), with MOV L, M.
c) Incrementing it, with INX H.
d) Adding a variable to the address, with DAD B.

We have also seen the memory location addressed by \(H, L\) used as a counter (DCR M) and for a comparisor. (CMP M), in each case affecting the flags. We have seen it as a source register (MOV L, M; MOV E,M; MOV C,M) and as a destination register (MOV M,A).

Finally we observed register pair \(H, L\) used for addition with DAD \(B\), in the multiplication loop as well as in addressing.

\subsection*{4.10 INSTRUCTION CARD}

The instruction card shows all of the 8080 instructions. Most of the data transfer and counting instructions have now been introduced, as well as a few of the arithmetic and branch instructions. Study the organization of this chart so that you can readily find an instruction when you need it.

HEX CODES FOR 8080 INSTRUCTIONS


445 Overland Avenue / Culver City, California 90230 USA / Tel: (213) 559-9265 / TWX: 910.340-6350
European office: Boulevard Louis Schmidt 84, Bte 6 / 1040 Brussels, Belgium / Tel: (02) 7356003 / Telex: 62473
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CHAPTER 5

MEMORY HARDWARE

Having explored (in Chapters 2 and 4) the ways that programs address the memory, we will now examine the physical addressing of the memory. This chapter discusses the following subjects:

Memory Technology - ROM and RAM
Memory Addressing and Address Decoding
Data Bus Connections and Tri-State Circuits
Direct Memory Access and Interrupt Inputs
Memory Signals and Timing

\title{
RETURN TO \\ ARMAK co. \\ HSTRMMITT SEBTION \\ LIBRARY
}

\subsection*{5.1 MEMORY TECHNOLOGY}

A memory device includes semiconductor circuits or elements to serve four functions:
a) Store data in an ordered array
b) Decode the address inputs to select a certain location
c) Alter the stored data at the selected location upon command
d) Output the data from the selected location upon command

The memory devices used in the MTS each have 256 locations, addressed by the low-order eight bits of the system address bus. The ROM and RAM memories of your MTS system are shown in the schematic diagram, Figure 5-1. The ROM devices store eight bits at each location. The RAM devices store four bits at each location, so two devices are used for the eight bits that must be stored for each address. This convention is illustrated in Figure 5-2.



Figure 5 - 2
5.1.1 Storage Techniques

The electronic means of storing data depends on the kind of memory device used. Permanent (mask) Read Only Memory (ROM) has, for each bit, a transistor that is either created or destroyed during the semiconductor manufacturing process. In electrically eraseable and Programmable Read only Memory (PROM) devices, such as the MTS' 454, a physical quality of the semiconductor material at each bit position is altered by a relatively high voltage pulse during programming. The change is reversible but non-volatile: it will remain indefinitely until a new programming operation is performed. The microcomputer has no facility for applying such high energy signals, so the PROM cannot be altered while it is in the circuit. Other types of PROMs are erased by exposure to an intense ultraviolet light, and may then be reprogrammed electrically.

In read-write memory the data are stored in the form of current or charge in transistors. Static RAMs, such as the MTS' 5101, include a flip flop circuit for each bit. Such a circuit has two stable states; one transistor conducts while a second is cut off. Dynamic RAMs store data in the form of a charge, which gradually leaks away and must be refreshed at approximately one millisecond intervals. Refreshing requires additional external circuits, which is not appropriate in small systems. However, many more bits can be stored in one dynamic device, which is desirable in large systems.

The MTS memory devices have an array of 256 storage locations, each arranged as a square 16 cells high and 16 cells wide. The eight address lines received by the device are divided into two groups of four lines. Each group is decoded to select one of 16 lines, as shown in Figure 5-3. The intersection of the two lines is the selected location. Gates at that location connect the input and output of the storage circuit to the control circuitry within the device. This array is replicated four times at each address to provide the four bits stored by the RAM device, or eight times in the ROM.


Selected Location

INTERNAL ADDRESS DECODING IN A MEMORY DEVICE

Figure 5 - 3

\subsection*{5.1.2 Chip Select Logic}

Every memory device in the system receives the eight low order lines from the address bus, decodes the bit patterns, selects one location and connects it internally. The high order eight bits of the address bus are decoded externally to select one ROM or two RAMs. In an 8080 computer system with 65,536 bytes of memory, the high order address would have to be fully decoded to select among 256 separate memory devices (or pairs of devices).

The MTS is equipped with four ROM chips (1024 bytes) and two pairs of RAM chips ( 512 bytes), with provision for two additional pairs of RAM chips. It is therefore necessary to decode only eight of the possible 256 high order addresses. This is accomplished by a single 2155 address decoder, which has three address inputs and eight decoded outputs. Each output is connected to one ROM chip or to one pair of RAM chips.

The decoding is thus incomplete: three of the high order address bits enter the 2155 and the other five are ignored. In this configuration the physical memory appears to be replicated 32 times. You can test this with your microcomputer. Press ADDR and enter any of these addresses:
\[
0000,0400,0800,0 C 00,1000,1400, \ldots 7 C 00
\]

The same data (31) will be seen at each address because the same monitor (ROM) location has been selected in each case.

In your own program memory (RAM) you may also substitute addresses at
intervals of 400 ; for example:

8600 instead of 8200
\(9 A 01\) instead of 8201
FE02 instead of 8202

The address bits decoded for chip selection are the highest bit (A15), which distinguishes ROM (high bit \(=0\) ) from RAM (high bit \(=1\) ), and the two low order bits (A8 and A9). The following diagram will clarify:


This bit selects ROM or RAM memory:

These five bits are the less significant bits are decoded by the memory device :
ignored by the decoder.

These two bits select the target ROM or RAM device:

Provision is made on the circuit board for an additional input to the 2155 address decoder to disable all of its chip select lines so that external memory can be added using a different decoder, but it is hard to imagine this being appropriate. Programs needing more than 1024 bytes of RAM generally belong in expensive development systems with text editors, assemblers, compilers, and floppy disks.

\subsection*{5.2 MEMORY PAGES}

All 256 bytes of an MTS memory device have the same high address (e.g. 82) and all possible low addresses (i.e. 00 through FF). This is called a page of memory. With small memory devices it corresponds to a physical separation: a single 454 ROM chip or a pair of 5101 RAM chips is one page. This affects addressing, since only the low-order bytes of addresses change within a given page.

For example, you could clear data memory ( 8300 through 839F) with this program:

8203
LXI H,83AO
Load address \(83 A 0\) in \(H, L\)
8204
AO
8205
83
8206 DCR L
Decrement L
8207 MVI M,00
Store zero in address (H,L)
8208
00
8209 JNZ 8206 Loop until L = zero
820A 06
\(820 \mathrm{~B} \quad 82\)

There may be occasion to use addresses with the same low-order byte in two separate pages for data, e.g. for storing argument pairs. This involves a violation of the division suggested above between program and memory. That division is not sacred, however, and memory should be used as efficiently as possibile. It is often useful to make a memory map for any program that is divided into modules, or if large areas of memory are used for variable data. Figure 5-4 illustrates such a map.

\[
8210-821 F
\]
\[
8220-822 F
\]
\[
8230-823 F
\]
\[
8240-824 F
\]
\[
3250-826 F
\]
\[
8270-827 E
\]
\[
8280-828 F
\]
\[
8290-829 F
\]
\[
8240-82 A F
\]
\[
82 \mathrm{BO}-82 \mathrm{BF}
\]
\[
82 C D-82 C F
\]
82DO - 82DF
\[
82 E O-82 E F
\]
\[
82 F O-82 F E
\]
\[
8300-830 F
\]
\[
8320-832 F
\]
\[
8330-833 F
\]
\[
8340-834 F
\]
\[
8360-836 F
\]
\[
8370-837 F
\]
\[
8380-838 F
\]
\[
8390-839 F
\]
83AO - 83A돋
\[
83 B 0-83 B F
\]
83CO - 83CF
83DO - 83DF
\[
83 F O-83 F F
\]

MEMORY MAP
READ WRITE MEMORY

\section*{\(5-13\)}
* 5.3 DATA BUS CONNECTIONS

Figure 5-1 shows that the inputs and outputs of all the memory devices are connected to a common data bus. Only the chip (or pair of RAM chips) that has been enabled by the high address decoder is allowed to use the data bus: when the bus is active it is driven by one device (memory, CPU, or input) and it drives one device (memory, CPU, or output).

\subsection*{5.3.1 Tri-State Circuits}

The device that is to receive data from the bus expects each line of the bus to be in a clearly defined state - one or zero. To achieve this the driving device either pulis the bus down to a voltage level close to 0 volts or pulls it up to a voltage level well above 0 volts - between about 2.5 and 5 volts. Other devices that are capable of driving the bus must not interfere with this operation. A semiconductor circuit for this purpose is called a \(\operatorname{Tri-State}\) circuit: it has three output states, high, low, and off, and is analogous to a three-way on-off-on toggle switch.

No Connection
+5 Volts
0
Data Bus Connection


Clearly we could connect many such switches to a data bus line and if exactly one switch is high or low the line will be in a well defined state. The circuit used in the memory uses MOS transistors. If the high transistor is turned on, the circuit delivers current to the line from the 5 volt supply. If the low transistor is turned on, the circuit sinks current to ground. If both are off, the circuit exhibits a high impedance to the line.

Tri-state circuits are used for all connections capable of driving the address bus or the data bus. This includes the 8080 CPU , the 8228 System Controller, each 454 ROM and 5101 RAM (on the data bus only), and the 8255 Peripheral Interface.

\subsection*{5.3.2 Read-Write Control}

In addition to allowing many devices to share the data bus, the tri-state circuit allows the individual device to use the same pins for input and output. When a device has been selected by the address bus decoder it observes the control lines from the 8228 system controller (the control bus), signals which are derived from the CPU.

A memory read operation causes the selected memory device to connect the outputs of the selected memory location to the system data bus by enabling the tri-state output to enter its high or low state.

When its tri-state circuits are in the high impedance state the device can sense data that the CPU has placed on the data bus. When a signal from the CPU (via the 8228 and the control bus) commands a memory write operation, the selected device copies data from the bus to the inputs of
the storage flip flops addressed by its internal decoder.

A similar operation occurs in the 8255 Peripheral Interface device when the CPU commands an input or output operation. On input the 8255 copies data from its external ports (from the keyboard, for instance) onto the data bus. On output the 8255 senses the data bus and copies the data to the output ports.

\subsection*{5.3.3 DMA and Interrupts - Introduction}

The 8255 provides for programmed input and output. It sends data to the CPU from the external world when the program requests it, and it sends data to the external world when the program so specifies. There are two other means of input and output used in computers, and the MTS employs both of them. Direct Memory Access and Interrupts both provide for input or output on demand of an external device instead of on demand by a program. These subjects are discussed in detail in a later chapter; at the moment we are concerned with their relationship to memory and the buses.

Direct memory access permits an external device to read or write to the computer's memory without program control or CPU intervention. When the device needs access to the memory it generates a signal to the CPU requesting a HOLD state. When the CPU finishes the current machine cycle it acknowledges the hold and relinquishes control of the memory, placing its address and data bus drivers into the high impedance condition. The external device- the DMA channel- now drives the address lines and the read and write control lines. If memory read is being
requested, the selected memory device drives the data bus just as if the CPU had commanded a memory read - the memory does not know the difference. The DMA channel accepts the data from the bus, then returns control to the CPU by dropping the hold request.

The Interrupt method of externally controlled input and output involves only the data bus. An interrupt request is delivered to the CPU, which finishes the current instruction and relinquishes control of the buses. The interrupting device proceeds to place an instruction on the data bus, and the CPU treats this as though it were an instruction read from the program memory. Eight RST instructions are provided for this purpose. As you have seen, RST4 as an instruction in your program causes an entry to the monitor program. If it were entered by means of an external interrupt, exactly the same process would occur. Usually the interrupt initiates a programmed input or output operation; this is treated in chapter 8.
* 5.4 MEMORY SIGNALS AND TIMING
5.4.1 Machine States and Transitions

Figure 5-5 shows the signals involved in memory access during the MOV M, A instruction cycle. The system clock is driven by the 8224 clock generator, which includes an oscillator controlled by an external crystal. The oscillator is counted down and divided into a two phase clock: the \(\varnothing 1\) and \(\varnothing 2\) clocks, as shown. SYNC is generated by the CPU at the beginning of each machine cycle. The \(\varnothing 1\) clock period marks "states" of the processor. Each machine cycle has three or more states (clock periods). Each instruction cycle has one or more machine cycles. We will proceed along the time axis and explain the states as we meet them.
5.4.2 First State (T1)

During the last half of state \(T 1\) and the first half of state T2, the CPU generates a SYNC signal, and outputs on the data bus an eight-bit status word designating the kind of machine cycle that is being performed. In the first machine cycle of any instruction this is always an instruction FETCH.

Clock - 1 (8224)

Clock ø 2 (8224)

Sync (CPU)

Status Stroke (8224)

Address Bus

Data Bus (CPU)

Data Bus (Mamory)

DBIN (CPU)
Nemory Read (8228)
Write (CPU)

Memory Write (8228)

Ready/Wait

Figure 5-5


0

The clock generator receives the SYNC signal and generates a status strobe in response: this is a narrow pulse which the system controller uses to latch the status data.

The CPU also connects its program counter outputs onto the address bus during the instruction FETCH machine cycle. This connection is retained through most of the machine cycle. All of the memory devices receive the address (8 low-order bits) and decode it, and the external decoder selects one of the memory devices.

The system controller recognizes that this is an instruction FETCH cycle and generates the MEMORY READ signal. This is an active low signal; the near 0 volts condition tells the memory to read. Because the controller also isolates the CPU data bus from the system. data bus, it is permissible for the memory read to overlap the status output from the CPU.

\subsection*{5.4.3 Second State (T2) and Wait State (TW)}

During state T2 a signal (DBIN) is raised to indicate that the processor is ready to receive data. The DBIN signal is terminated during state T3. CMOS RAM is relatively slow: it may not have data ready and on the data bus by the time the \(C P U\) is ready for it at the end of \(T 2\). To provide for this, if the 8080 READY signal is low at the end of \(T 2\) the CPU enters a WAIT state, Tw. If the READY signal is generated externally the WAIT state lasts indefinitely (but always an integral number of clock periods) until the READY signal becomes high. When it enters this state the CPU outputs a WAIT signal.

In the MTS the READY signal is not generated externally. It simply connects the CPU's WAIT output to its READY input. Therefore the CPU always finds READY low (i.e. not ready) at the end of \(T 2\), enters the WAIT state \(T w\), raises the WAIT signal, and at the end of one clock period finds the READY signal high. It then enters T3, drops the WAIT output, and proceeds to read data from the data bus. Even though the ROM is fast enough to need no waiting period this system always provides it, since it does not know the source of the instruction: RAM or ROM.
5.4.4 States T3, T4 and T5

During \(T 3\) the data bus is read by the \(C P U\), and since this is an instruction FETCH it is loaded to the I register. The instruction is interpreted during \(T 4\), at the end of which a new machine cycle begins. The \(T 5\) state is available for certain instructions, but if not required T1 follows T4.

Since the instruction in Figure \(5-5\) is MOV M, A a MEMORY WRITE cycle is required. The CPU again outputs SYNC, Status and an address, but now the address is the content of ( \(\mathrm{H}, \mathrm{L}\) ). During \(T 2\) the CPU places the content of register \(A\) on its data bus and the 8228 passes it on to the system data bus. The CPU generates a WRITE command and the 8228 copies it to the memory devices. Once again a WAIT state is entered. After Tw the standard T3 state occurs. With a fast memory the T3 state would provide time enough for writing. The Tw state doubles that time, while reducing the processor's speed by about \(25 \%\).

The reason for using CMOS memory is that it can retain its data with a single low voltage power source and extremely low current. This makes it practical to provide battery backup for the memory of the MTS with two small dry cells (AA or AAA cells will do). The MTS includes connection points, two diodes and a toggle switch as shown below. When the toggle switch is open, the diodes isolate one power source or the other. When the external power supply delivers 5 volts, the 3 volt battery is isolated by the back biased diode CR2. When the external supply is off or disconnected the battery delivers about 2.4 volts to the memory alone, the other loads being isolated by CR1. When the memory is to be used by the microprocessor, the switch must be closed to avoid a diode drop from reducing the voltage delivered to the memory. When the power is to be disconnected the switch should be opened to minimize the load on the battery. It is recommended that the RST key be depressed while the switch is being toggled, to protect data in the memory from possible transient voltage pulses. If you choose to rewire the circuit and use a rechargeable Ni-Cad battery, the reprint from Electronics magazine on the following page may be of interest.


BATIEETY BACKUP FOR MEMDEY POWER

Figure 5-6
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24-V battery backup protects microprocessor memory
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\author{
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Advanced Tochnology Laboratories Inc., Bellevie. Wash.


Mennery saver. A series pair of nickel-cadmium "C" cells, each nominally rated at 1.25 volts, puts out about 2.4 volts and can deliver 2.3 volts to microprocessor memories to prevent loss of data in the event of supply fallure. Transistors saturate to less than 100 mv .

Using diodes to isolate a backup battery from the power supply of microprocessor memories works fine-if the 0.7 - to 1.0 -volt drop across each diode can be tolerated. A more efficient circuit (see figure) substitutes saturable switching transistors that have a drop of less than 100 millivolts, which minimizes current drain and therefore extends battery life.

Moreover, the voltage of the nickel-cadmium battery supply need only be 2.4 volts, since during a power failure a saturated transistor then delivers all of 2.3 v to the memories. That is more than enough for such metal-oxide-semiconductor devices as the 2102 static randomaccess memory, which begins to lose data if its supply drops below about 2 v .

The circuit shown in the figure is connected between the +5 -v power-supply line and the supply input of the memories. When the \(5-v\) supply is functioning normally, transistor \(\mathrm{Q}_{1}\) is biased heavily into conduction by the difference between the supply voltage and that of the Ni Cad batteries: \(5 \mathrm{v}-2.4 \mathrm{v}=2.6 \mathrm{v}\). The voltage delivered to the memories is then about 4.9 v , since the drop across \(\mathrm{Q}_{1}\) is at most 100 millivolts. During this time, the \(\mathrm{R}_{1}-\mathrm{R}_{2}\) voltage divider holds transistor \(Q_{2}\) off, and the batteries receive a charge of about 20 milliamperes through \(R_{3}\) and the base-emitter junction of \(\mathrm{Q}_{1}\).

When power failure occurs and the \(5-\mathrm{v}\) supply drops below about 3.1 v (which is \(2.4 \mathrm{v}+\mathrm{V}_{\mathrm{BE}}\) ), Q , begins to cut off, isolating the dying \(5-\mathrm{v}\) supply from the load. At the same time, \(Q_{2}\), biased by the \(R_{1}-R_{2}\) voltage divider, begins to conduct, connecting the backup batteries to the load. The reverse bias on transistor \(\mathrm{Q}_{1}\) prevents the Ni Cads from discharging through the supply circuit.

Both \(\mathrm{Q}_{1}\) and \(\mathrm{Q}_{2}\) were chosen for their very low saturation characteristics. Although their current ratings scem far in excess of what is needed, the result is that they exhibit a \(\mathrm{V}_{\text {CESAT }}\) of less than 100 millivolts. But any pnp power transistors of the same general qualifications as those specified, such as the GE Powertab series, should suffice.

The standby switch has been included to permit defeating of the battery backup feature.
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\section*{CHAPTER 6}

MODULES, SUB-ROUTINES AND THE STACK

\subsection*{6.1 PROGRAM MODULES}

The design and hardware of a complex machine are always divided into modules, each having a limited function and a limited set of inputs and outputs. The purpose is to make each module comprehensible to the designer and to make it fit within a physically realizable structure (such as a circuit board). Often modules operate in parallel because their functions are separable but must or can overlap in time.

The design of a machine that uses a microprocessor is handled the same way. The microprocessor is part of a solution; it is surrounded by other hardware modules that relate to it. The program of the microprocessor is similarly divided into modules, which relate to each other and to the surrounding hardware. Your microcomputer training system and its monitor program include a clear example of this: when you press numeric keys they are displayed, but in the hardware there is no physical connection between the keyboard and display. There is a program module which services the keyboard and a program module which services the display. These operate independently, and other program modules determine their interactions, which vary with time and history. When you press a hexadecimal key it may be displayed in any of six positions depending on what command key and other hexadecimal keys you pressed before. In a later chapter we will examine the design of the MTS and its input and output electronics and programming.

\subsection*{6.1.1. IN-LINE PROGRAMMING}

Consider the sensor correction program:
If the input and output functions were part of your program you might program them all 'in-line', with a series of instructions to accept hexadecimal keys and display them (possibly with a loop for input of two or more keys), followed by the instructions for the table lookup for a linearized value, followed by the multiplication for scaling, then the commards to output the result, and finally a jump back to the beginning.

6.1.2 Creating Program Modules

As these procedures become sufficiently complex, it is desirable to distinguish each of them as separate modules and develop them independently. This could be done with a subsequent integration of the several modules into an in-line program. Alternatively we could put them into separate places in the program memory and write a control program that would jump into each of them. Consider a very simple
linear procedure comprising input, process, and output.


The input may involve several data items (as for instance in the addition and multiplication problems), and the input program module retains control until the requisite data items have been obtained. There may be loops and decision points within the module, but control stays there until the task has been completed. Then some data processing occurs, which may involve loops, table lookup, and perhaps
use of previous data. Again, control remains with this program module until its task is done. Finally results are passed to an output module which sends out the data. Such a procedure is exemplified by the sensor correction problem in Chapter 4, except that we used only one entry to the monitor both for output of a result and input of new data. By the end of this chapter you will have learned ways to call upon the monitor for input and output as separate functions.

Why would we do this? In Chapter 4 we started with a multiplication that was valid only for single digit inputs. Then we improved it to hande two digit inputs. If the program had been organized as in figure 6-1 we could have rewritten the multiplication module with no effect on the table lookup module. If we decided to reorganize the data tables the table lookup module could be revised with no effect on the multiplication module. If we decided to take sensor identification as an input, instead of processing the sensors sequentially, we could add another input module and modify the main program.


Figure 6-1

As long as the overall function remains unchanged and no new modules are added, the main program retains the same jumps - one to the start of eash module. Each module jumps back to the main program following the instruction that jumped to the module. When each jump occurs, there usually is some information to be passed to the module or back to the main program: at least the inputs and results. These data may be in registers ( the inputs and outputs, for instance) while other data might be in a specified memory address.
6.1.3 Module Specification

Now consider the program specification for each module. Suppose each were to be designed independently; what must its designer be given? Here are some of the important considerations:

Function:

Specify the "black box" algorithm for the module.

Call:

The address of the module.

\section*{Extert:}

The range of program memory allotted to the module (starting and ending addresses or number of memory words used).

\section*{Inputs:}

Identify the inputs to be given to the module. What are they, and
where will they be? In what register or memory location? How many bytes?

\section*{Outputs:}

Identify the results the module is to generate. What are they, and where must the module place them?

\section*{Registers:}

What registers are used or preserved?

\section*{Constraints:}

What memory areas may the module use for data storage, either temporary or permanent? Is the module permitted to use all of the registers, or must certain ones be preserved? How much time is permitted for the module's function?
N.B. A calling program should rot have to worry about protecting the content of its registers when it calls a subroutine. The subroutine specifications should state which registers will be used to return results. All others should be returned without modification.

It may appear that the need to specify all of this (and often much more) makes the use of program modules a nuisance. In fact it is one of the best reasons for modular design: it forces a discipline that may otherwise be neglected. When such items are well-defined, many programming errors may be avoided.

Suppose that one module serves a function that is needed several times in the program - displaying data, for instance. In the sensor correction program we want to display the input, and also the result. If we jumped to the display module with an additional variable (perhaps in an unused register) indicating whether the entry is for input or result, the display module could test that variable and decide where to return. This demands that the specification include two return addresses and a definition of the new control variable.

A much better procedure is for the main program to pass the return address as a variable. Then we need a jump instruction that can use a variable address. We have such an instruction:

HEX CODE: E9
MNEMONIC: PCHL
MEANING: Move the contents of register pair H,L into the program counter and continue program execution from that address.

To experiment with this we will write a trivial program that does nothing except load a variable return address and jump to a module, which does nothing except jump back. Figure 6-2 is a flow chart of the program shown in Figure 6-3. The return address to be loaded must be the address of the instruction following the jump into the module.


Do Nothing Program with Do Nothing Module
Figure 6-2

D 0
NOTHING PROGNAH
6-11
*

\[
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When you have loaded the program, step though it. The program counter should show this sequence:
\begin{tabular}{lrr} 
NOP & 8200 & 00 \\
NOP & 8201 & 00 \\
NOP & 8202 & 00 \\
LXI H & 8203 & 21 \\
JMP & 8206 & C3 \\
NOP & 8220 & 00 \\
PCHL & 8221 & E9 \\
NOP & 8209 & 00 \\
LXI H & 820 A & 21 \\
JMP & \(820 D\) & C3 \\
NOP & 8220 & 00 \\
PCHL & 8221 & E9 \\
NOP & 8210 & 00 \\
JMP & 8211 & C3 \\
NOP & 8200 & 00 \\
NOP & 8201 & 00 \\
& etc &
\end{tabular}

Of course if \(H, L\) were needed for other purposes we could have stored the return address in memory. In fact, the use of a variable return address is so common that the microprocessor has special jump instructions that do that for us automatically. When these are used the module becomes a subroutine.
6.2.1 Subroutine Access

The entry to a subroutine is made by a special kind of jump instruction, CALL, which includes the address of the subroutine just as an ordinary jump instruction includes an address. The microprocessor automatically generates and saves an address for a subsequent jump back to the calling program, executed at a RETurn instruction.

SUBROUTINE: A program module which is entered by means of a CALL instruction and which normally returns to the calling program by means of a RETurn instruction.

CALLING PROGRAM: The program module which has called a subroutine. The calling program may be the main program or another subroutine.

The CALL instruction is fundamental to program architecture:

HEX CODE: CD
MNEMONIC: CALL
SECOND BYTE: Low address
THIRD BYTE: High address
MEANING: Call the subroutine whose first
instruction is located at the
address given in bytes 2 and 3.

The CALL instruction executes a jump, but instead of discarding the present content of the program counter it stores (PC) in an assigned memory area called the stack.

STACK: An area of memory assigned by the programmer for the temporary storage of return addresses or other data. It is addressed by a dedicated 16-bit counter called the Stack Pointer.

The jump back to the calling program is made by the Return instruction:

HEX CODE: C9
MNEMONIC: RET
MEANING: Recover the address stored by
CALI and jump to that location.
-
6.2.2 Tracing the Program

Revise the Do Nothing program (Figure 6-3) by replacing the following op-codes:
\begin{tabular}{lllll} 
Address & Was & & \multicolumn{2}{c}{ Change } \\
\cline { 1 - 1 } & C3 & JMP & CD & CALL \\
8206 & C3 & JMP & CD & CALL \\
8221 & E9 & PCHL & C9 & RET
\end{tabular}

Again trace the program flow and observe that the program counter sequence is the same; only the instructions change. The two LXI H instructions could be changed or removed with no effect. Now we will examine and define the CALL and RET instructions more thoroughiy, and discuss the stack.

Now use the program we have in the MTS to follow this. Step though your program to 8206 , the CALL:
```

STEP

```

8206

The monitor can display the stack pointer as a register pair:


Now step to execute the CALL instruction:
```

STEP

```

8220

Display the stack pointer again:
ADDR \(1 / P\) BEM SPO

The next memory location contains the high byte of the return address:

83D2 82

Any time that you display a register pair you can see the following sequential memory pairs by pressing NEXT. In debugging programs you will more often be interested in the return address than the value of the stack pointer:


Now step twice to return to the main program:


The return address has been placed in the program counter.

\subsection*{6.2.3 CALL Execution}

Figure 6-4 shows the program counter addressing 8206 and the CALL instruction being loaded into the instruction register. The program counter is incremented twice as the following two bytes are loaded into registers \(Z\) and \(W\) respectively. So far the process is identical to that of a JMP instruction, as described in Chapter 2. We see that the program counter now addresses the next instruction following CALL, which is to be the return address. Registers \(W\) and \(Z\) contain the jump address. The stack pointer addresses a location (83D3) near the top of memory: this was loaded by the monitor program when power was turned on.

PROCESSOR
MEMORY
*

Figure 6-5 shows the stack writing operation in a CALL instruction. The content of the stack pointer is decremented and sent out on the address bus. The high byte of the program counter is sent out on the data bus to be written to the selected location in the stack area of the memory. Now the stack pointer is decremented again and the low byte of the program counter is written to the memory at the next location below the high byte. Any 8080 instruction that stores an address places it in the same position sequence - low byte at the lower memory location.

Finally the subroutine address is moved from registers \(W\) and \(Z\) into the program counter, as in a normal jump, and program execution continues with the instruction there.

PROCESSOR

MEMORY
The NøP instruction at 8220 is fetched and executed and the return instruction at 8221 is fetched.
\begin{tabular}{|lllll}
\hline & 8 & 3 & \(C\) & 0 \\
8 & 3 & \(C\) & \(E\) \\
8 & 3 & \(C\) & \(F\) \\
\hline & 3 & 0 & 0 \\
\hline & 3 & 3 & 0 & 1 \\
\hline & 8 & 3 & \(D\) & 2 \\
\hline 8 & 3 & 0 & 3 \\
\hline & 3 & 3 & 0 & 4 \\
\hline & \\
\hline
\end{tabular}

Figure 6-6

The RET instruction recovers the last address entered in the stack and executes a jump to that address. Note that although RET is a jump it only requires one byte in the program (like PCHL) because the address to which it jumps is a variable stored by the CALL. The RET instruction cycle is shown in Figures 6-6 and \(\mathbf{6}-7\).
```

HEX CODE: C9
MNEMONIC: RET
MEANING : Return to the calling program

```

Figure 6-6 shows the fetch and execution of the NOP instruction at 8220 and fetch of the RET instruction (C9) at 8221. Execution of the return is shown in the next two pages.

\subsection*{6.2.4. Execution of Return}

In Figure 6-6 we saw the RET instruction loaded to the \(I\) register. Its execution appears in Figure 6-7. The stack pointer provides a memory address, and the low byte of the return address is moved into \(Z\). The stack pointer is incremented to address the high byte, which is moved into \(W\). The stack pointer is incremented again and the content of \(W\) and \(Z\) is moved to the program counter to accomplish the jump. Notice that this process is identical to a normal jump except that after the instruction fetch, the stack pointer is used instead of the program counter to read the jump address:

PROCESSOR
0

The stack pointer addresses the low byte of the return address which is loaded to \(Z(7,8)\). The stack pointer is incremented (9) and the high byte is loaded to \(\mathrm{W}(10,11)\). The stack pointer is incremented again (12) and the program counter is loaded from \(W\) and \(z\).

Why is the return address stored in memory? Since a 16 bit register exists (the stack pointer), why rot simply place the returr address in that register? In fact this scheme was used ir early computers, and still appears in such small microprocessors as the 4004 and 4040. The problem is that if orly one register exists there can be only one level of subroutine: one subroutine cannot call another subroutine. The 4004 and 4040 have four return address registers, so that four levels of subroutines can be used.

This is still a noticeable limitatior. Using a memory stack permits un limited subroutine nesting. Figure 6-8 shows some nested subroutines. Note that there is no inherent 'level' to a subroutine - any subroutine can be called from the main program or from ary other subroutine. Load the program (Figure 6-9) and trace the program flow. Display the stack pointer and then up through the stack (using NEXT) wher the program counter is at 821 C .
\[
6-25
\]


Figure 6-8


Trace the Program flow through the dummy subroutines of Figure 6-9:



\subsection*{6.3 SUBROUTINE SPECIFICATION}

Figure 6-10 shows a flow chart for the sensor correction problem written as a series of subroutines and a main program. We will develop these modules separately and then integrate the complete program.

\subsection*{6.3.1 Subroutine Development}

The chief reason for writing modules as subroutines is to permit the same module to be called from various program locations. There are two extra advantages: the single byte RET saves program space, and it avoids the need to specify the return address during program design. Therefore most program modules are written as subroutines ever if they are to be used only once.

We commonly give a name to a subroutine (INPUT, DISPLAY, TABLELOOKUP, MULTIPLY). This is a convenience for the programmer, like the mremonic names of instructions. It is much easier to remember a name than an address, and the name conveys some meaning. However, a subroutine has an address, the address of its first instruction. When you write the CALL instruction you must, of course, use the hexadecimal address of the subroutine, just as you would use an address in a jump instruction.


Figure 6-10

Developing a program generally involves these steps:
a) Define the problem
b) Conceive a program solution
c) Divide the solution into comprehensible and realizable program modules
d) Specify the modular functions
e) Specify the interfaces
f) Develop and test the modules
g) Integrate and test the system.

In Chapter 4 we defined the sensor correction problem and conceived a solution. Now we have divided the program into modules. It remains to specify the functions and interfaces of the modules, to develop and integrate them. First we will give brief functional specifications. These will be developed more fully later.

\section*{Input:}

Accept two keys as a one byte sensor input.
Display Input:
Display the input in the third and fourth locations of the display.

Table Lookup:
Obtain the scaling factor and linearized value of the input from a data table

Multiply:
Generate the product of the scaling factor and the linearized value of the input as a double precision result.

Display Result:

Display the double precision result in the four right hand digits of the display.
6.3.2 Two Monitor Subroutines, GETKY and DBY2

Section 6.10 of this chapter presents the specifications for a number of monitor subroutines which are available to the user. We will use two of the subroutines described there: GETKY (6.10.2) and DBY2 (6.10.6). Read the specifications carefully. These routines should be tested, both to be sure that they fit the needs of the sensor correction program and to gain familiarity with them. The test is simple:
\begin{tabular}{rll}
8200 & CD & CALL GETKY - Get a key \\
01 & \(3 D\) & \\
02 & 02 & \\
03 & 11 & LXI D, 83FB- Address for display \\
04 & FB & (Why? Change it and see what happens) \\
05 & 83 & \\
06 & \(C D\) & CALL DBY2 \\
07 & 98 & \\
08 & 02 & \\
09 & \(C 3\) & JMP 8200 \\
\(0 A\) & 00 & \\
\(0 B\) & 82 &
\end{tabular}

You cannot step through this program because the monitor will not know that a key you press is intended for your programmed call to GETKY. It supposes you are giving commands or data to the monitor program. After loading the program, operate it with RUN, but with the STEP/AUTO toggle switch still in STEP position. Then try it in AUTO (return to STEP position when done).

The output will appear in the third and fourth locations of your display. You can now see the hex value that is assigned to the command keys. Note that RST is not a key that can be detected by GETKY; it
*
serves a hardware function much like a power on/off switch.
*

\subsection*{6.4 MONITOR BREAKPOINTS}

It is often desirable to trace program flow without the tedious task of stepping through lengthy loops, or through previously tested and proven program modules. Breakpoints permit you to use the RUN key (but only with the toggle switch in STEP position) to cause your program to run without apparent interference until you reach a specific instruction. Breakpoints also permit you to call GETKY and other monitor input subroutines, but still step through you own program instructions.
6.4.1 Using Breakpoints

With the above program loaded, do this:


8200 \(\square\)

\section*{RUN}

Now your program is running, with control in the GETKY subroutine, waiting for a key. Press a hex key:

\[
6-35
\]
-
the toggle switch is at STEP, the monitor is constantly monitoring your program execution (hence its name) and it finds that you have entered a breakpoint at 8206. It now behaves as though you had stepped to this point. Display register \(A\) and you will see the key you entered:


8206 A-03

Now press RUN again and your program calls DBY2 to display the input.

RUN
03


Press another hex key:

5
8206
\(A-05\)

Just as if you had used STEP, the monitor retains your request to display A.

You can enter up to eight breakpoints:


8203 BP.
and you can look at the list of breakpoints:


Now program execution will stop at each of these points.

RUN


Your program has called DBY2 and GETKY, so press another key:
\[
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\section*{9} 8203 A-09

There are two ways of clearing breakpoints.
\begin{tabular}{|ccc|}
\hline BRK & 8203 & BPOO \\
\hline CLR & 8206 & BPOO
\end{tabular}

The breakpoint at 8203 has been cleared; the one at 8206 remains. A reset clears all breakpoints:
 0000 BP00

Now enter a break at 8206 again.


The right hand digits are blank; you can enter a number here:

3
8206 BPO3

Now program execution will stop after the instruction at 8206 has been executed three times and is about to be executed again:


The count you entered has been decremented to zero; now program execution will stop here every time, before executing the instruction.

RUN

5

04 8206 \(C D\)

You can easily restore a count by pressing BRK and the count you want.
\begin{tabular}{|c|}
\hline BRK \\
\hline 3 \\
\hline
\end{tabular}

8206
BPOO

8206 BPO 3

Each breakpoint has a separate count so you can manipulate them to stop at one location each time it is reached, at another location after 5 repetitions, etc.

Remember that if you are using breakpoints you must avoid using RST to go back to starting address 8200; use ADDR 8200 instead. RST clears all breakpoints.

You will want to use breakpoints if you have trouble with your development of the sensor correction program because of the use of GETKY for input. We now proceed to develop the input subroutine module. Practice the use of breakpoints here even if you have no trouble.

\subsection*{6.5 SENSOR PROGRAM SUBROUTINES}
6.5.1 The INPUT Subroutine

Since GETKY only gets one key - one hex digit - we must call it twice. But we want the two keys combined into one byte, not treated as two separate bytes.

Let us review the relationship between two hexadecimal nibbles (a nibble is half a byte, or one four bit hex character) and a byte.
Value of Nibble \(=B_{3} \times 2^{3}+B_{2} \times 2^{2}+B_{1} \times 2^{1}+B_{0} \times 2^{0}\)
\(\begin{aligned} \text { Value of Byte } & =B_{7} \times 2^{7}+B_{6} \times 2^{6}+B_{5} \times 2^{5}+B_{4} \times 2^{4} \\ & +B_{3} \times 2^{3}+B_{2} \times 2^{2}+B_{1} \times 2^{1}+B_{0} \times 2^{0}\end{aligned}\)
\(\begin{aligned} \text { Value of Byte } & =\left(B_{3} \times 2^{3}+B_{2} \times 2^{2}+B_{1} \times 2^{1}+B_{0} \times 2^{0}\right) \times 2^{4} \\ & +\left(B_{3} \times 2^{3}+B_{2} \times 2^{2}+B_{1} \times 2^{1}+B_{0} \times 2^{0}\right)\end{aligned}\)
Therefore we can say:
Value of Byte \(=\left(\right.\) Nibble 1) \(\times 2^{4}+\) Nibble 0
By convention nibble 1 is the first key entered and nibble 0 is the second. What we must do is read two keys; multiply the first by \(2^{4}=\) \({ }_{10}{ }_{10}={ }_{16}\) and add the second.
\[
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The procedure for input will be this:

Call GETKY for nibble 1
Multiply by 10
16
Save result in a register
Call GETKY for nibble 0
Add it to previous result.

Since we will have a multiplication subroutine we can call it for the multiplication. What will that require? If we are able to specify MULT so that no extra moving of data between registers is necessary, the procedure will be:

CALL GETKY
(C) <- Key (done by GETKY).

MVI E, 10 (multiplier)
CALL MULT
(L) <- \(10_{16} \quad X \quad K e y\) (done by MULT)
(H) <- 0 (since the product cannot exceed FO )

The result is in \(L\), which is preserved during subsequent calls to GETKY. We should recognize, though, that multiplication by 10 in a binary computer is just about as easy as manual multiplication by 10 Remember that the set of \(A D D\) instructions includes:
\[
\begin{aligned}
& \text { ADD } A(A)<-(A)+(A) \\
& \text { or } \\
&A)<-2 \times(A)
\end{aligned}
\]

If we do this repeatedly, we get the following results:
\begin{tabular}{rrr} 
ADD \(A\) & \(2 \times(A)\) \\
ADD A & \(4 \times(A)\) \\
ADD A & \(8 \times(A)\) \\
ADD \(A\) & \(16 \times(A)\)
\end{tabular}

Now MOV L, A will place the result in \(L\) just as MULT would have done. This procedure takes the same program space (five bytes) as:

MVI E, 10 (two bytes)
CALL MULT (three bytes)

Therefore we will use the ADD A procedure instead of a call to MULT.
*
Now we can specify the INPUT Subroutine:

\section*{Function}

Accept two keys and form a one byte sensor input value, using the first key as the high order digit.

Call
CD CALL INPUT
. F 0
82
Inputs
From keyboard
Outputs
Sensor input in register A
Extent
82FO through 82FD
Calls GETKY
Registers Used
A, B, C, D, L
Registers \(E\) and \(H\) are preserved.
Constraints
GETKY retains control until a key has been pressed and released, and for 20 milliseconds thereafter. The delay is exaggerated in STEP mode.

Try writing an INPUT subroutine on your own, and test it with a CALL to DBY2. Then look at the coding presented in Figure 6-11.


\section*{\(6-43\)}

\subsection*{6.5.2 Display Result Subroutine - DRES}

We have programmed a double precision multiplication in Chapter 4. Its result appears in registers (H,L) and since the specification for DBY2 states that those registers are preserved, it seems appropriate to specify that the double precision result to be displayed by DRES will be placed in (H,L) at input.

\section*{Function}

Display a four digit number in the right hand four digits of the display, using DBY2 as a subroutine.

Call
\(C D\)
CALL DRES
EO
82
Inputs
Four digit number in \(H, L\)
Outputs
Seven segment codes for four digits are stored at 83FC-83FF
Extent
82E0 through 82EB
Calls DBY2
Registers
\(A, B, D, E\) are used
Registers \(H\) and \(L\) are preserved.
Write a DRES subroutine (check the specs again) and test it. Then look at Fig 6-12.


\author{
6.5.3 Table Lookup Subroutine (TABLU)
}

The Table Lookup Subroutine Specification is:

\section*{Function}

Given a sensor number and a one byte input, obtain a scaling factor and a linear point for the sensor. If the input is in the non-linear region, obtain a linearized value.

Call
CD
CALL TABLU
B0
82

\section*{Inputs}

Register C Input value
Pair H,L Memory Address
( H ) , (L) ) Sensor Number

\section*{Outputs}

Register \(E \quad\) Scaling Factor
Register \(C\) Linearized Input
Extent
82B0 through 82C0
Registers Used
A, B, C, E, H, L
Register \(D\) is preserved
Constraints
A table of scaling factors, linear points and corrected values must be in memory within locations 8301 to 83 BF . The format is to be in accordance with figure 4-17.

Look at the code in the final program of Chapter 4 , extract the table look-up portion, and write it in the form of a subroutine, originating at 82B0. A solution is shown in Figure 6-13. We will test this with the calling program after integration.

* 6.5.4 Double Precision Multiply Subroutine (MULT)

\section*{Function}

Multiply two input bytes and return the double precision product. Call

CD CALL MULT
DO
82

\section*{Inputs}
\[
\begin{array}{ll}
\text { Register (E) } & \text { Multiplier } \\
\text { Register (C) } & \text { Multiplicand }
\end{array}
\]

\section*{Outputs}

Registers (H,L) Product

\section*{Extent}

82D0 through 82DA
Registers Used
B, C, E, H, L
Registers \(A\) and \(D\) are preserved
You have used this routine often enough to know it by heart. But what happens if one of the inputs is zero? Write a MULT subroutine which checks for this. Then compare it with Figure 6-14.

-

\subsection*{6.5.5 The Integrated Program}

We now have all of the modules needed to integrate the final sensor correction program. We did not specify a routine for displaying the input, as DBY2 will do that and is fully defined. Draw a flow chart and write the main calling program. Make sure before each call that you are passing the proper arguments to the subroutine, i.e. that all required values are in the proper registers. Then compare your work with Figures 6-15 and 6-16.

SENSOR CORRECTION - MAIN FLOW DIAGRAM


Figure 6-15

SE゙NSOR
CORRECTION - MAIN


Enter the code, verify it, then verify that all your subroutines are still loaded and intact. As we have already STEPed through much of the code on these pages, you understand the dynamics of all of the instructions. If your program fails, debug it using breakpoints, or recheck your memory locations.

When you press RUN, the display will go blank. Enter two numbers. The entered numbers and the results will appear (to the eye) simultaneously, and will remain until the next two numbers are pressed. Remember that you are toggling back and forth between sensor \#1 and sensor \#2. If you lose track of which is which, restart. Place OC in the scaling factor for sensor \#1 (8208), and \(O B\) for the factor in sensor \#2 (8316). Then try some of the following inputs:
\begin{tabular}{ccc} 
Input & Sensor \#1 Sensor \#2 \\
O1 & 24 & 16 \\
05 & 54 & 42 \\
\(0 B\) & 84 & 79 \\
12 & D8 & C6 \\
4B & 384 & 339 \\
D6 & A08 & 932 \\
FF & AF5 & BF4
\end{tabular}

Try various calibration factors. You can select values which will allow you to construct the entire hexadecimal multiplication table. Do this for an exercise. (Hint: change the linear point, and use different calibration factors).

\section*{0}

\subsection*{6.5.6 Alternate Subroutine Entries}

It is often very useful to design a subroutine to permit several entry points. As an example, consider the multiplication subroutine. Suppose we wish to generate the function:
\[
z=a \dot{x}+b y
\]

This can be done by the following procedure:
(C) <- a
(E) <- \(x\)

CALL 82DO
(C) <- b
(E) <- y

CALL 82D3

The second call enters the subroutine beyond the instruction that clears the product, so the partial product from the first multiplication is preserved, and the second product is added to it.
\(\qquad\)

We have been using the monitor subroutine DBY2, and loading an address for the digits to be displayed. In fact the subroutine has two preceding entry points, as you saw from the specifications:
\begin{tabular}{lllll}
0294 & \(7 E\) & MOV A,M & (DMEM) \\
0295 & 11 & LXI \(\quad\) D, 83FF & (DBYTE) \\
& FF & & & \\
& 83 & & & \\
0298 & \(E 5\) & (save H,L) & (DBY2)
\end{tabular}

Entering at DMEM (by CALL 0294) will display the content of the memory location addressed by (HL), in the right hand two digits of the display. Entering at DBYTE (by CALL 0295) will display the content of register A in the right hand two digits. Entering at DBY2 (by CALL 0298) will display the content of register \(A\) in the digits addressed by (DE).

\subsection*{6.5.7 Conditional Call and Return}

We have been using five jump instructions: JMP, JNZ, JZ, JNC, JC. Four more will be introduced later. Since CALL and RET instructions are special jumps, they also have corresponding conditional versions:
\begin{tabular}{lll} 
CD & CALL & Call (unconditional) \\
C4 & CNZ & Call if not zero \\
CC & CZ & Call if zero \\
D4 & CNC & Call if not carry \\
DC & CC & Call if carry set \\
C9 & RET & Return (unconditional) \\
C0 & RNZ & Return if not zero \\
C8 & RZ & Return if zero \\
D0 & RNC & Return not carry \\
D8 & RC & Return if carry set
\end{tabular}

The conditional calls are infrequently used. Conditional returns more of ten have some value. Both in TABLU and MULT given as solutions to the preceding exercise, there are conditional jumps to the return instruction which could be replaced by the corresponding conditional returns. A version of the multiplication subroutine using two conditional returns is shown in Figure 6-17. At 82D5 the program tests register \(E\); the conditional return \(R Z\) at \(82 D 6\) returns if \(E\) is zero. Then the double precision \(A D D\) is performed at 82D7, and if a carry occurs the conditional return RC at 82D8 terminates the multiplication. The calling program can also test the carry flag at return, either by a conditional jump or a conditional call to an error processing subroutine. An interesting feature is that the RZ instruction serves double duty here; it returns either if the multiplier is zero initially, or when it has been decremented to zero.


The stack can provide temporary storage of data as well as storage of return addresses. You have probably seen a spring loaded stack of dishes in a restaurant. The busboy puts clean dishes on top and their weight pushes them down. When one is taken down from the top, the spring pops the next one up. The microprocessor has PUSH and POP instructions to place data into the stack, and remove it. Since the stack exists mainly to hold addresses, the data are entered and recovered two bytes at a time, from and to register pairs:
\begin{tabular}{lll} 
C5 & PUSH B & Push data into the stack from \\
D5 & PUSH D & register pair \((B, C),(D, E)\) or (H,L). \\
E5 & PUSH H & \\
C1 & POP B & Pop data into register pair (B,C), (D, E) \\
D1 & POP D & or (H,L) from the stack. \\
E1 & POP H &
\end{tabular}

Suppose that a program needs to call MULT, then DRES, but also needs to retain the content of (H,L). Since each of the registers is used in at least one of these subroutines, we must save the address in memory. We could do this with SHLD and LHLD, but at the expense of three bytes for each instruction and two bytes in data memory at least partially dedicated to this purpose. PUSH H before the call to MULT and POP \(H\) after return from DRES will save and recover the data. The content of any of the three register pairs can be saved in this manner.

The program listed in Figure 6-18 uses the data table, MULT and DRES from the preceeding exercise. Register pair \(H, L\) addresses the table of linearized values for sensor number 1 and \(B, C\) addresses the table for sensor number 2. These addresses are saved while MULT, DRES and GETKY are called, then restored after the call (GETKY is used merely to signal that you are ready for the next data pair). Load the program and check for the following results; then we will trace the stack:


MULTIHLIGATION OF TLJOTABLES
6 - 59


Enter a breakpoint at 8211, just before the first PUSH is executed; and another at 82E0, the start of DRES. Press RUN, and at 8211 observe the stack pointer:

\(83 D 3\) SP??

The stack is empty. Now execute the PUSH \(H\), and check it again.

821205

\(83 D 1\) SPOB

The stack top contains the address from \(H, L\) and points to the data entry, 03:


830 B STO3

Now execute PUSH B:
\begin{tabular}{|l|l|ll}
\hline ADDR & P & MEM & \\
\hline ADDR & T & MEM & \\
\hline
\end{tabular}

Step into subroutine MULT.
\(8214 \quad C D\)

8200 21

\(83 C D\)

The stack now contains the following, which you can check by pressing NEXT:

Stack Address Data


Now press RUN to reach your breakpoint at \(82 E 0\), and review the stack again.
\(\left.\left.\begin{array}{lr}83 C D & S P .1 A \\ 83 C E & 82 \\ 83 C F & 19 \\ 83 D 0 & 83 \\ 83 D 1 & 0 B \\ 83 D 2\end{array}\right\} \quad \begin{array}{l}\text { Return } \\ \text { address }\end{array}\right\}\)

The top of the stack has been replaced with the return address for DRES.

Another RUN will display the result, and wait for any key to command continue.


The stack is empty again: that is, the pointer is at the top. If you review the empty part of the stack (starting at 83CF) you will see the present contents of \(L, H, C\) and \(B\), but this is not because you placed them there; it happens that the monitor pushes data into them in the same sequence that you used. The monitor shares your stack, so you will find various other data at lower addresses, even though your RET and POP instructions do not themselves alter the stack contents, but only the pointer.

\subsection*{6.7 PROCESSOR STATUS WORD (PSW)}

For the PUSH and POP instructions only, register \(A\) and the flags are treated as a register pair, with A the high order member. This permits register \(A\) and the flags to be saved and recovered despite intervening steps that affect them. Consider this program segment:
\begin{tabular}{|c|c|c|c|}
\hline 8200 & ADD & D & (A) \(<-(A)+(D)\) \\
\hline 01 & PUSH & PSW & Save A, F \\
\hline 02 & INR & E & Count \\
\hline 03 & MOV & A, E & Move counter to A \\
\hline 04 & CPI & 06 & Test for end \\
\hline 05 & JZ & 8209 & Jump if end (zero) to POP and exit \\
\hline 06 & POP & PSW & Restore A, F \\
\hline 07 & JNC & 8200 & Jump if no ADD carry to start of loop \\
\hline 08 & JMP & 820B & Else go to carry handling section. \\
\hline 09 & POP & PSW & Restore A,F \\
\hline OA & RET & (exit fro & op) \\
\hline OB & (proc & cess ca & om ADD) \\
\hline
\end{tabular}

The A register and flags are affected in testing for the end of the loop, and that test is to take precedence over the test for a carry from the ADD. PUSH PSW saves the flags for the test; it also saves register A for the next addition. Note that we have one PUSH and two POP instructions, but only one POP will be executed. The instructions are:

F5 PUSH PSW Push \(A\) and \(F\)
into the stack.
\[
\begin{aligned}
& \text { Pop } A \text { and } F \\
& \text { from the stack. }
\end{aligned}
\]

\subsection*{6.8 STACK POINTER INSTRUCTIONS}

These instructions are defined for completeness. You are urged not to use them when working with MTS until you fully understand the monitor program. The first, however, is a vital part of any real program:
\begin{tabular}{lll}
31 & LXI SP & Load an initial \\
\(x x\) & low address & value to the \\
\(y y\) & high address & stack pointer.
\end{tabular}

This instruction must be executed before the stack can be used for data storage or for subroutine calls. Address 0000 to see it: it is the first instruction in the monitor, and initializes the stack at power-on or restart. Other instructions include:
\begin{tabular}{llll}
33 & INX & SP & Increment stack pointer \\
3B & DCX & SP & Decrement stack pointer \\
39 & DAD & SP & \(((H),,(L))<-((H),(L))+(S P)\) \\
F9 & SPHL & \((S P)<-((H),(L))\)
\end{tabular}

These manipulate the stack pointer. It may be incremented (with INX SP) to discard data or a return address that has been pushed into the stack, or decremented (with DCX SP) to recover data that has been pushed and popped. You can maintain two separate stacks by using SPHL.

\subsection*{6.8.1 Exchange Stack Top with H,L}

The 'Stack Top' refers to two bytes: the byte addressed by the stack pointer and the byte at the next higher address. On a RET instruction these provide the return address; a POP instruction brings them to the
designated register pair. Either of those instructions increments the stack pointer twice, so a new stack top is addressed. We have another way of accessing the stack top:

E3 XTHL Exchange stack top with \(H\) and L.
\((S P)\langle->(L)\)
\((S P)+1\langle-\rangle\)
The stack pointer content is unchanged.
No flags are affected.

This is often used to provide two more bytes of readily available storage when a program requires more than six general purpose registers. For instance if four different memory locations must be accessed we can use \(B C\) for one address, \(D E\) for a second, and HL for two more by use of XTHL.

\subsection*{6.8.2 Using the Stack}

There are some restrictions on use of the stack.
a) For every CALL there must be a RETURN. You must not jump into or out of a subroutine except by CALL and RETURN.
b) For every PUSH there must be a POP. You must not repeatedly push data onto the stack, or you will write into your program memory.
c) To restore registers saved by PUSH, the POP instructions must be in reverse order from the PUSH instructions, because the last
data entered is the first data returned.
d) PUSH and POP must be in the same program module. If a subroutine executes a POP with no preceeding PUSH, the data recovered will be the return address.

These rules are not absolute: if you understand what you are doing you may use violations of the rules to good purpose. For instance, one program module might push data into the stack for retrieval by another module. This is referred to as unbalanced usage of the stack. However, it is a poor general practice, and should be used only when trying to save space and squeeze the last instruction of a program, developed in RAM, into a ROM production model.

It may be desirable to jump from any of several subroutines to a special location in the main program when an error is detected. This is called an abnormal return. The error handing module may then return to the calling program, it may POP the return address to a register pair and discard it, or it may initialize the stack. Avoid such procedures until you are reasonably expert.

\subsection*{6.9 SUBROUTINE CLASSIFICATION}

We will define four kinds of subroutines, which are not mutually exclusive.

Global Subroutines

Local Subroutines

Reentrant Subroutines

Interrupt Service Routines

\subsection*{6.9.1 Global Subroutines}

A global subroutine is one which is available to be called from any other program module. Typically it serves a general purpose function such as multiplication, exponentiation, etc. It must be fully specified so that other programmers may use it. A number of restrictiors are usually applied, although none are absolute:
a) It always returns to the calling program - it does not make abnormal returns.
b) Any use of the stack is balanced.
c) No data are preserved from one call to the next, except in memory locations specified by the calling program.
d) Global subroutines are almost always transparent to the user, i.e. all registers returned with their content unchanged, except as they are used to return results.


\subsection*{6.9.2 Local Subroutines}

A local subroutine has restrictions that limit its use by other program modules. Typically it is a small or special purpose procedure. It may have restrictions on entry, abnormal returns, unbalanced stack usage, or it may preserve variable data in permanently assigned memory locations.

Of the subroutines used in the sensor correction problem, clearly INPUT, MULT and DRES could be treated as global subroutines. In fact, you will use them again in a later exercise. TABLU is too specialized: it demands a particular data table organization.

\subsection*{6.9.3 Re-Entrant Subroutines}

A reentrant subroutine is one that can be called even though it is already in use. A number of the monitor subroutines exemplify this. Any subroutine that is subject to interrupts and which is called by an interrupt service routine must be reentrant. Full discussion of this type of subroutine is beyond the scope of this text.
6.9.4 Interrupt Service Routine

An interrupt service routine is executed when an exterral interrupt occurs. There are very special requirements for interrupt servicing, which we will present in chapter 8 with other input and output functions.

\subsection*{6.10 MONITOR SUBROUTINES}

\title{
The remainder of this chapter describes monitor subroutines that are available to you.
}
6.10.1 Monitor Keyboard Scan Subroutine (SCAN)

\section*{Function}

Scan the keyboard once, and if a key is pressed decode it and return with the key value in register \(A\), and the \(C Y\) flag set. If no key is pressed return with CY clear.

\section*{CALL}
CD
CALL SCAN

57
02
Extent
0257 through 0281

\section*{Irputs}

Keyboard
Outputs
No key pressed: CY clear
Key pressed: Key value ir A; CY set
Registers:
\(A\) and \(B\)

\section*{Constraints}

Uses output port \(C\) and input port A. Interface adaptor must be programmed for these port assignments, which is done by the monitor at power on or Reset.

Leaves output port \(C\) loaded with different data depending on which key was pressed.

\subsection*{6.10.2 Monitor Key Entry Subroutine (GETKY)}

\section*{Function}

Obtain one key input from the keyboard. Return when a key has been pressed and released.

Call
CD CALL GETKY
3D
02
Extent
023 D through 0256.
Calls SCAN and DELAY
Inputs
Keyboard

\section*{Outputs}
a) Value of the key entered, duplicated in registers A and C. A hexadecimal key returns the hexadecimal value as the low four bits. Command keys return the following:

MEM 10
REG 11
ADDR 12
STEP 13
RUN 14
NEXT 15
BRK 16
CLR 17
RST causes a general reset to the processor and is not handled by
the subroutine.
b) The carry flag is cleared if a command key is entered; it is set if a hexadecimal key is entered.

Registers
Registers \(A, B, C\) and \(D\) are used. The contents of registers \(E, H\) and \(L\) are preserved.
\[
6-72
\]
a) Input port \(A\) and output port \(C\) are used.
b) GETKY retains control until a key has been pressed and released. It delays until release has been continuously detected for 20 milliseconds (debouncing).
Note: If GETKY is called by a user program while the AUTO/STEP toggle switch is in STEP mode, the delay is exaggerated to about two seconds.

\section*{6 - 73}
6.10.3 Monitor Data Byte Input Subroutine (ENTBY)

\section*{Function}

Accepts hexadecimal keys and one command key. Successive hexadecimal keys are combined into a byte and the last two keys pressed are displayed and returned in register L. The preceding two keys (if any) are returned in register H. Returns when a command key has been pressed, released and debounced, with the command key value in register \(A\).

Call
CD CALL ENTBY
36
03
Extent
0336 through 0374, including local subroutines. Also calls DBYTE and GETKY

Inputs
Keyboard
Outputs
Command key in register \(A\) and \(B\). Last two hexadecimal keys combined as a byte in L. Two preceding hexadecimal keys combined as a byte in H. Number of hexadecimal keys pressed in register D.

Registers
\(A, B, C, D, H, L\)
6.10.4 Monitor Data Word Input Subroutine (ENTWD)

\section*{Function}

Accepts hexadecimal keys and one command key. Successive hexadecimal keys are combined into two bytes, and the last four keys pressed are displayed and returned in registers \(H\) and L. When four or more keys have been pressed the content of the memory location addressed by those keys is displayed. Returns when a command key has been pressed, released and debounced, with the command key value in register \(A\).

Call
CD CALL ENTWD
46
03
Extent
0346 through 0374
Ircluding local subroutine. Also calls DWORD, DMEM, and GETKY
Inputs
Keyboard

\section*{Outputs}

Command key in registers \(A\) and \(B\). Last four hexadecimal keys in registers \(H\) and L. Number of hexadecimal keys pressed in register D.

\section*{Registers}

A, B, C, D, H, L
6.10.5 Monitor Display Digit Subroutine (OFFSET)

Function
Display one hexadecimal digit at a specified display position. The input is a hexadecimal value; the output to the display is encoded in the seven segment format.

Call
CD CALL OFFSET
A9
02

\section*{Extent}

02A9 through 02C1

\section*{Inputs}
a) Hexadecimal value in register \(A\). (Note: a value greater than OF will result in an erroneous display.)
b) Display digit address stored in register pair \(D, E\) as follows:
(D, E)
\begin{tabular}{ll} 
83F8 & Left digit \\
83F9 & Second digit \\
83FA & Third digit \\
83FB & Fourth digit \\
83FC & Fifth digit \\
83FD & Sixth digit \\
83FE & Seventh digit \\
83FF & Right digit
\end{tabular}

\section*{Outputs}
a) The seven segment code for the hexadecimal input value is placed in the address provided. If the address is one of those listed above the value will be displayed by the DMA channel, provided that the channel has been turned on. (Note: the monitor leaves the DMA channel turned on, so unless you use other outputs this need not concern you.) If a different address is specified, the seven segment value will be stored there.
b) The seven segment code is also returned in register \(A\).
C) The address in register \(D, E\) is decremented by one.

\section*{\(6-76\)}

\section*{Registers}
a) Register pair \(H, L\) is used, in addition to \(D, E\) and \(A\).
b) Only the memory location addressed by \(D, E\) is affected.
6.10.6 Monitor Display Byte Subroutine - DMEM, DBYTE, DBY2

\section*{Function}

Display a byte of data as two hexadecimal digits. The display is coded in seven segment format; decimal points are off.

Calls
CD
CALL DMEM
94 Display ( H ), (L)) in right hard digits
02
CD
95
02
98
02

\section*{Extent}

0294 through 02A8
Calls SPLIT and OFFSET

\section*{Inputs}

DMEM - Memory address in \(H, L\)
Byte in A
DBY2 - Byte in \(A\) and memory address for display in D,E.
DMEM and DBYTE initialize register pair DE to 83FF to display the byte in the right hand positions.

\section*{Outputs}

Register \(C\) contains byte displayed.
Register pair D,E is decremented by two.
Memory location addressed by contents of register pair DE (at entry) is loaded with the seven segment code for the low order four bits of the input byte.

The next lower memory location (DE) - 1 is loaded with the seven segment code for the high order four bits of the input byte.

Registers
Registers \(A, B, C, D, E\) are used
Registers \(H\), L are preserved

\section*{Constraints}

Successive calls to DBY2 will display bytes in successive pairs of digits. DBY2 does not test the address, so the codes may be stored in other memory locations. If data are stored in locations between \(83 C 0\) and \(83 F 8\) the monitor operation may be disrupted.

Output port \(C\) is loaded with 80 , to turn on the display and energize all keyboard input lines. Register A contains 80 at return.
6.10.7 Monitor Display Word Subroutine - DYPC, DWORD, DWD2

Function
Display two bytes of data as four hexadecimal digits.

\section*{Calls}

CD CALL DYPC
CE \(\quad\) Displays content of program
02 counter at last RST4 or RST7
CD CALL DWORD
D1 Displays content of
02 register pair H,L in four left digits.

CD CALL DWD2
D4 Displays content of
02 register pair H,L
in specified digits

\section*{Extent}

02CE through 02DC
Calls DBY2

\section*{Inputs}

Data to be displayed (two bytes):
a) for DYPC: stored at 83DA, 83DB
b) for DWORD and DWD2: in HL
c) for DWD2 only: display address in register pair DE

Outputs
Register C contains more significant byte of display. Register pair \(D E\) is decremented by 4 from the initial value provided by DYPC or DWORD or at entry to DWD2.

\section*{Registers}

All registers are used.
Registers \(\mathrm{H}, \mathrm{L}\) are preserved.

\section*{Constraints}

Successive calls to DWD2 may be made without re-initializing ( \(D, E\) ), provided the first call addressed 83FF. The address supplied in DE is not tested, so the seven segment codes may be stored in other memory locations. If data are stored in locations between \(83 C 0\) and \(83 F 8\) the monitor operation may be disrupted.

\subsection*{6.10.8 Monitor Subroutine CLRGT, CLEAR, CLRLP}

\section*{Function}

Clear part or all of the display or memory.
Calls
\(\begin{array}{ll}\text { CD } & \text { CALL CLRGT } \\ \text { Clears four right hand }\end{array}\)
02 display digits
CD
CALL CLEAR
87
Clears entire display
02
CD CALL CLRLP
8C Enter with number of
02 digits to be cleared in \(B\)
Extent
0282 through 0293
Inputs
CLEAR, CLRGT - none
CLRLP - number of digits in B
highest address in ( \(H, L\) )
Output
Contents of display memory area starting at right are set to 0 . Registers

B, H, L

\subsection*{6.10.9 Monitor Subroutine Display Enable (DYEN)}

\section*{Function}

Enable the DMA channel for display. Also causes all keys to be enabled for input test.

Call
CD CALL DYEN
A4
02
Extent
02A4 through 02A8
Input
None
Output
Outputs 80 to port C.
Returns 80 in register \(A\)
Registers
A is used

\section*{Comment}

If output port \(C\) is used for other purposes the most significant bit must be set high to enable the display. DYEN accompiishes this. After a call to DYEN the input instruction IN PORTA (DB00) Will load FF to the A register if no key is pressed; if any key is pressed at least one bit will be zero.

\subsection*{6.10.10 Monitor Subroutine SPLIT}

\section*{Function}

Separate a byte into two hexadecimal digits, each right justified. Call
\(C D\)
CALL SPLIT
C2
02
Extert
\(02 C 2\) through 02CD
Input
Data byte in register \(A\)
Outputs
Data byte in register C. More significant digit in register B. Least significant digit in register A.

Registers
\[
\mathrm{A}, \mathrm{~B}, \mathrm{C}
\]

\author{
6.10.11 Monitor Subroutine DELAY, DEL1
}
FunctionWait in a loop for a defined time.
Call
CD CALL DELAY ..... 36 . Wait 1.3 millisecondsCALL DEL 1Wait for a timeset in register A
Extent0236 through 023C
Input
DELAY - NoneDEL1 - Enter with a value in register A, proportionalto the delay desired.
Output
None
Registers ..... Used
A
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\section*{CHAPTER 7}

\section*{LOGIC AND BIT MANIPULATION}

It is often necessary to perform functions that depend on individual bits in a byte. This is common, for example, in control problems, where data bits may represent discrete signals rather than numeric values.

In this cheater two sets of instructions will be introduced: rotate commands, which work on the accumulator and carry flag only; and logical functions, which generally involve the accumulator and another register.

\subsection*{7.1 ROTATE COMMANDS}

Rotate is a command to move each bit in the accumulator to an adjacent position.

Rotate Accumulator Left Through Carry

Move each bit in register \(A\) to the next higher position. Move the most significant bit into the carry flag. Move the contents of the carry flag into the least significant bit. Carry is the only flag affected.


Move each bit in register \(A\) to the next lower position. Move the least significant bit into the carry flag. Move the content of the carry flag into the most significant bit. Carry is the only flag affected.


These two rotate commands are sometimes called 'arithmetic shift' because they can be used to double or halve the value of the \(A\) register content, and are used in multiplication and division. They car also be used to obtain access to an individual bit. To illustrate the arithmetic properties of rotate, consider the following simple binary numbers:

0111 1110

They are identical, except that the second rumber has been shifted left ore bit, ard as a result has beer doubled ir magnitude.

O7.1.1 Rotate Exercise

A byte can be doubled by moving it into register \(A\), clearirg the carry, and rotating left. This places its most sigrificant bit (MSB) ir the carry. To double a two byte value, perform this operation on the less significant byte (register L), move the result back to L, and repeat or the more sigrificant byte (register H), but without clearirig the carry:


The result is that each bit in the sixteen bit word has beer shifted left one position.

The word car be halved by the reverse process. It must start with the more significant byte and shift right:


We will use the monitor subroutine ENTWD to obtain two data bytes and a command key, and act on the data word according to the command key entered. If LSB is 1 , we will double the value. If LSB is 0 , we will halve the value. Place the result in \(H, L\) and use DWD2 to display the result at the right side of the display (set \((D, E)=83 F F\) ). The calls to ENTWD and DWD2 are:

CD CALL ENTWD
46
03

CD CALL DWD2
D4
02

You can use REG and MEM as the two command keys for double and halve. (When you enter four or more hexadecimal keys, using ENTWD, you will see two digits appear in the right hand position of the display. These show the contert of the memory location you have addressed, which is not of interest here but is part of the function of ENTWD). Flow chart and code this exercise yourself, then look at the solution given. If there are differences, try both programs. You will soon realize that a problem solution can be implemented with a variety of programs. A flow chart is shown ir. Figure 7-1, and a coding sheet in Figure 7-2.

0


Figure 7-1

ARITHMETIC SHIFT
7-6

7.1.2 Multiplication and Divisior by Two

Now we will modify the program to allow repeated multiplicatior or division by 2. At the end of your program replace the final jump with SHLD, to store the content of (H,L) in two memory locatiors (SHLD 8300). Now call ENTWD by placing another call at the next location in your program, 8223. Test the second least significant bit in the command. If it is zero, use the new value of \(H, L\). If it is one, recover the old value, using LHLD.

To test the second least significant bit in the command requires two right shift commands. Now restore the least sigrificant bit to the carry flag by a left shift command, and jump back to decide whether to
(1) multiply or divide by 2 .

Now we will define command key functiors, as follows:

> REG (or NEXT) New Data \(\times 2\)
> MEM (or RUN) New Data / 2
> CLR (or STEP) Old Data \(\times 2\)
> BRK (or ADDR) Old Data / 2

After entering data once using REG or MEM, repeated depressions of CLR or BRK will successively multiply (or divide) the ertry number. Note that this type of division is by truncation, e.g. \(5 / 2=2\), not 2.5 , and \(1 / 2=0\).

Ar extensior of the flow chart of Figure 7-1, to follow the CALL DWD2 (instead of returning to start) is shown in Figure 7-3, and the code in Figure 7-4.



Two other rotate commands are provided in the 8080 , which are similar to RAL and RAR except for their handling of the carry and the most and least significant bits.

07 RLC Rotate Left

Move each bit in register \(A\) to the next higher position. Move MSB into the carry flag and ir.to LSB. Only the carry flag is affected.


OF
RR
Rotate Right

Move each bit in register \(A\) to the next lower position. Move LSB into the carry flag and into MSB. Oily the carry flag is affected.


These two instructions are called logical rotate because they treat the accumulator as an eight bit ring in which MSB and LSB are conceptually juxtaposed. The operation does not have an arithmetic equivalent.

The logical shifts discard the old value of the carry flag. If in the Double and Halve parts of the program you replace both RAL commands (17) with RLC (07) and both RAR commands (1F) with RRC (OF) you will see that the two bytes are now independent of each other. If you enter two new bytes, using REG to shift left, and then BRK to shift the same data right, the input value will be restored. Now if you use either BRK or CLR eight times each byte will be shifted back to its original value. After four shifts in one direction the digits of each byte are interchanged:
\begin{tabular}{llll}
1234 & REG & 1234 & 2468 \\
CLR & & 1234 & \(48 D 0\) \\
CLR & 1234 & \(90 A 1\) \\
CLR & 1234 & 2143
\end{tabular}
7.1.4 Other Shift Functions

A left shift of the accumulator, since it doubles the value of its content, can be duplicated by adding it to itself using the ADD A instruction. . This differs from the rotate left command in that it always leaves zero in the least significant bit. It also sets or clears all flags, while the rotate instructions affect only the carry flag. The double precision add instruction DADH can be used to duplicate shifting left in the \(H, L\) register pair.

The addition with carry instructions will be covered in another chapter, but one of them is similar to \(A D D A\) and so we introduce it here:

HEX CODE: 8F
MNEMONIC: ADC A
MEANING: Add the content of register \(A\) and the content of the carry flag to the content of register A and place the result in register A. All flags are affected.

The result is identical to RAL except that all flags are affected, because the old carry is added in.

\subsection*{7.1.5 Carry Flag Controls}

The commands RAR, RAL and \(A D C A\) all enter the carry flag into register A. It is often necessary to operate on the carry flag before using ore of these. The carry flag can be cleared, set, or complemented, by the following instructions:

B7 ORA A Clears the carry flag.
Sets or clears other flags
according to the content of register \(A\).
(CY) <- 0 (see Section 7.3 .3 for more detail)

37
STC
Set the carry flag.
(CY) <- 1
\(3 F\)
CMC Complement the carry flag.
\[
\begin{aligned}
& \text { If }(C Y)=1, \quad(C Y)<-0 \\
& \text { if }(C Y)=0,(C Y)<-1
\end{aligned}
\]

\subsection*{7.2 PROGRAM EXERCISE I}

We will plan a program which will display the cortent of a register in binary form. Instead of calling a monitor subroutire to display a byte as two hexadecimal digits, we will assign a digit to represent each bit. Then according to whether that bit is 1 or 0 we will store a symbol ir. the memory location that is accessed by the DMA chanrel for the corresponding digit.

\subsection*{7.2.1 Display Segments}

In order to choose symbols for 0 and 1 you need to know how the individual segments of the display are controlled. Each of the eight display locations on your MTS has seven line segments and a decimal point, a total of eight elements. The DMA and display hardware are designed so that each location is controlled by one byte of memory and each element by one bit.

First we will write a program to find out how the bits are assigned, and which memory location controls which display location. You will reed this monitor input subroutine:

ENTBY accepts data from the keyboard, displaying the value of the hexadecimal key(s) depressed in the rightmost two locations of the MTS
display. This is the subroutine used by the monitor to enter data using the MEM command, so you are familiar with its operation. ENTBY exits whenever a command key is depressed, with the values entered in register L.

The eight display locations are controlled by the contents of memory addresses \(83 F 8\) - \(83 F F\). Loadirg a byte (two hex keys) in one of these locations will turn on each display element whose controlling bit is set to 1. Write a simple program to test the assignment of display elemerts of each bit. A simple solution is shown in Figure 7-5. Load the program and experiment, then try displaying in different locations. After you have experimented look at Figure \(7-6\) and try some of the examples presented.

0


Bytes to Generate Various Symbols Byte Value for each Segment


\(\square \quad 5 C\)
Q 77
P 73
可 \({ }^{50}\)
\(\Gamma 50\)
[ \({ }^{39}\)
\(\mathrm{F}^{31}\)
\(\vdash 70\)
\({ }^{-1}\)
\(\square^{37}\)
LI \(1 C\)
\(\underset{{ }_{F}^{E}}{ }{ }^{79}\)

Now with some suitable symbols we can create the display of a byte in its eight-bit binary form, with a symbol for one or zero shown in each display location. What we need are symbols to represent 0 s and 1 s , and a program which will display the symbols in the eight display locations. In preparing a flow chart and coding your program, use these hints:
a) Use ENTBY to fetch a byte
b) Initialize addresses and counters
c) Write a loop to store the appropriate symbol in the display location corresponding to each bit in the byte.

It is tricky, but try to devise a solution of your own. Figure 7-7 shows a flow diagram for the program and a coding solution is given in Figure 7-8. The program can run equally well run from most significant bit to least sigrificant or vice versa. This will determine the first display address, whether it is to be incremented or decremented, and whether the shifting is to be left or right. For this program it does not matter which of the six methods of shifting register \(A\) we choose, except that there may be some reason to wart the original byte restored at the end.

Load and test your program. If you have problems, you may meet a difficulty in using the monitor with a program that operates the display. Each time you step, or reach a breakpoirt, the moritor will destroy your display data, since it writes to the same locatior.s. This
becomes a nuisance if a program executes several instructions, stores data in a display position, and repeats a loop with conditioral jumps. It is often wiser to place your display data in some differert memory area (say 83 A 8 to 83 AF ), so that you can inspect those memory locations to see what your display data was. Then change that address to 83 F 8 when the program is successful.

You may wish to exercise the program using different symbols for 0 and 1. Look again at Figure 7-6, or use your imaginatior. Save this program - we will use it in the next exercise.


FIGURE 7-7

\section*{BINARY DISPLAY}


\subsection*{7.3 LOGICAL FUNCTIONS}

Logical functiors operate or irdividual bits or pairs of bits. The defined functions are:

Complement

AND

Inclusive \(O R\)

Exclusive \(O R\)

\subsection*{7.3.1. Complement (CMA)}

If a bit is 0 , its complement is 1 ; if a bit is 1 , its complement is 0 . The complement is often symbolized by a bar, read as NOT. Thus:
\begin{tabular}{ll} 
If \(X=1, \bar{X}=0\) & (If \(X\) equals one, NOT \(X\) equals zero) \\
If \(X=0, \bar{X}=1\) & (If \(X\) equals zero, NOT \(X\) equals ore)
\end{tabular}

The complement of a byte is the byte comprising the complements of each of the bits of the original byte. For example:
\[
\overline{01101100}=10010011
\]
\[
\text { or } \overline{6 C}=93
\]

This function is generated in the 8080 by the instruction:
2F CMA \(\quad\) Complement Accumulator
\((A)<-\overline{(A)}\)

No flags are affected.

The complement function is also involved in arithmetic, as you will see in later chapters.

\subsection*{7.3.2 AND (ANA)}

The AND of two bits is 1 if and only if both bits are 1. The AND is symbolized by a dot, or by the intersection symbol , or simply by placing two symbolic characters next to each other. Since we will be dealing with bytes for which multiplication is also defined, we will use م.
\[
X \curvearrowright Y \quad(X) \text { AND }(Y)
\]

The operation of a logical function is often shown by a truth table.
\begin{tabular}{ccc}
\(X^{\prime}\) & \(Y\) & \((X) ~\) \\
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
1 & 1 & 1
\end{tabular}

The AND of two bytes is the byte comprisirig the bits generated by the AND of correspording bits ir the two origiral bytes. For instarce:
\begin{tabular}{rl}
\(01101100 \bigcap 11101001\) & \(=01101000\) \\
or \(6 \mathrm{E} \bigcap \mathrm{Eg}\) & \(=68\)
\end{tabular}

A logical furction of two bytes expressed ir hexadecimal is not obvious at a glance - ore usually has to expard the bytes to binary representatior.

The AND of the bytes in register \(A\) and any other register (or \(M\), the memory location addressed by the cortert of register pair \(H, L\) ) is generated, and the result.placed in register \(A\), by:
ANA \(\quad\)\begin{tabular}{ll} 
AND ( \(r\) ) with (A); \\
& place the result in \(A\). \\
& \((A)<-(A) \cap(r)\) \\
& The carry flag is cleared. \\
& Other flags are set or cleared \\
& according to the result.
\end{tabular}

\subsection*{7.3.3 Inclusive Or (ORA)}

The inclusive \(O R\) of two bits is 1 if either of the bits is 1. The \(O R\) is symbolized by \(a+s i g n\) or the union symbol \(\cup\). Again, since addition is defined for bytes, we use \(\cup\) :
\begin{tabular}{llc}
\(X\) & \(Y\) & \((X) \cup(Y)\) \\
0 & 0 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 1
\end{tabular}

The \(O R\) of two bytes is the \(O R\) of corresponding bits:

01101100 U1101001=11101101
or \(6 C \quad E 9 \quad=E D\)

The \(O R\) of the bytes in register \(A\) and any other register (or \(M\) ) is generated, and the result placed in register \(A\), by:

ORA
\(r\)
OR (r) with (A);
place the result in \(A\).
\((A)<-(A) \circlearrowright(r)\)
The carry flag is cleared.
Other flags are set or cleared
according to the result.

Since \(1 \circlearrowright 1=1\) and \(0 \mho 0=0\), the function ORA A does not charge the content of register \(A\), but sets the zero flag if \((A)=0\), ard clears it otherwise. It similarly sets or clears the other flags which have not yet been defined. We have used it to clear the carry flag.
7.3.4 Exclusive Or (XRA)

The Exclusive OR of two bits is 1 if one but not both of the bits is 1. The Exclusive OR, commonly referred to as XOR (sometimes EXOR), is symbolized by \(\oplus\).
\begin{tabular}{lll}
\(X\) & \(Y\) & \((X)(Y)\) \\
0 & 0 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{tabular}

The XOR of two bytes is the XOR of corresponding bits:


The \(X O R\) of the byte in register \(A\) and any other register (or \(M\) ) is generated, and the result placed in register \(A\), by:

ORA X XOR (r) with (A);
place the result in \(A\).
\((A)<-(A) \oplus(r)\)
The carry flag is cleared.
Other flags are set or cleared according to the result.

Recognize that since \(1 \oplus 1=0\), and \(0 \oplus 0=0\), then \((A)\)
\(\oplus(A)=0\). Therefore XRA \(A\) is used to clear register \(A\).

\subsection*{7.3.5 Immediate Logical Functions}

For each of the logical functions except complement, there is a set of instructions using each of the registers (or the referenced memory location) as a source for the data byte. These instructions are:
\begin{tabular}{lll} 
E6 & ANI & AND Immediate data \\
WX & With register A. \\
F6 & ORI & OR Immediate data \\
XX & With register A. \\
EE & XRI & XOR Immediate data \\
\(\mathbf{X X}\) & & With register A.
\end{tabular}

These generate the indicated logical furction of the content of register A with the content of byte 2 of the instruction and place the result in register A. The carry flag is cleared and other flags are set or cleared according to the result of the operation.

The instruction ANI is especially useful in masking unwanted data from the result of an input operation. For instance, if you are concerned with bit 4 of an input byte and want to jump if it is one, it is more efficient to write:

ANI
10
(00010000)

JNZ
than to shift the data bit to the carry flag and jump if carry.

\subsection*{7.4 PROGRAM EXERCISE II}

Now we will plan an exercise using bit shifting and display techniques to demonstrate logical functions. We will accept eight bits as a sequence of zeros and ones from the keyboard and display them as they are recefved, using blank for zero and lower right segment for orie. A decimal point will appear in the location where the rext bit is to be entered. As the eight bits are entered we will also display a previously entered data byte, using blank for zero and lower left segment for one. The appearance of the display as it will appear is shown in Figure 7-9.
7.4.1 Keyboard Utilization

Command keys will be used to generate logical functions of old and New Bytes, and the Result Byte will be displayed along with the Old and New Bytes. This is also shown in Figure 7-9. Other command keys will be used to control the data entry sequence.


Display During binary data entry

Display showing result of OR
OR AND XOR CLR \(\quad\) RST
\begin{tabular}{rrr|}
\hline STORE \\
RSIT \\
\hline 0 ENTER \\
1 & \\
\hline
\end{tabular}

Keyboard Functions

Control and Function Keys

NAME KEY FUNCTION
CLEAR CLR Clear all bits of New Byte to 0 . Place the bit position marker at the most sigrificant bit.

NEXT NXT Move the bit position marker one bit to the right without changing the data

ENTER STEP Replace Old Byte with New Byte. Do not change New Byte. Place the bit position marker at the most significant bit.

STORE RUN Replace Old Byte with Result Byte, if a result is displayed. Otherwise treat as ENTER.

COMP ADDR Complement New Byte.

OR REG Form the logical OR of Old and New Bytes and place it in Result Byte.

AND MEM Form the logical AND of Old and New Bytes and place it in Result Byte.

XOR BRK Form the Exclusive OR of Old and New Bytes and place it in Result Byte.
7.4.2 Outlining the Program

This exercise is sufficiently complicated that we will build it up as a set of subroutines that can be tested individually. First we will prepare broad-brush descriptions of the major modules. A detailed specification will be presented for each module as it is developed:

BININ: Binary input subroutine to accept binary and command keys, and assemble a byte of data.

MBIDY: Multiple Binary Display subroutine to display New Byte, Old Byte, Result Byte, and the bit marker (decimal point) showing the present bit position.

CONTROL: Command Processing module to interpret and execute the commands.

We will be concerned with four data bytes that must be accessed by different modules. This is too many to conveniently keep in registers, so we will assigr a fixed memory location for each. Assignment of memory locations will influence program efficiency. New Byte and the bit position marker will be referenced repeatedly. These can be loaded and stored with the LHLD and SHLD commands if they are in adjacent locations.

These considerations lead to the following assignments:
(8301) Result Byte
(8302) Old Byte
(8303) New Byte
(8304) Bit Marker

Program memory assigrments will be:

8200 - 866F CaNIROL
8270 - 828F BININ
82AO - 82EF MBIDY
82F0-82FF Table of Symbols

During the development of BININ we will use the binary display program you have already developed; later we will replace it with MBIDY.

This is a formal description of the display program used in section 7.2 , converted into a subroutine:

Function
Display the content of register \(L\) in binary format, using a pair of symbols addressed by the content of register pair BC.

Call
CD CALL BINDY
06
82
Extent
8206 through 822F
(including symbol table)
Input Data
Register L Data Byte
Output Data
Symbols are stored in DMA locations \(83 F 8\) through 83FF according to content of \(L\).

Registers
Registers A, B, C, D, E, H, L used

In the preceding exercise we used the monitor subroutine ENTBY to get a byte and display it in binary. Now we will create a binary input subroutine BININ, which will call the monitor subroutine GETKY.

Function
Fetch a key using monitor subroutine GETKY. If a command key is received, return with carry clear. If a binary key ( 0 or 1) is received, enter it into the data byte in the position indicated by the bit marker, and shift the bit marker right. If a hexadecimal key other than 0 or 1 is received, use its least significant bit as a binary input. Data and bit markers are kept in memory.

Call
Call BININ
A 3
82

\section*{Extent}

82A3 through 82BF
Input Data
Bit Position Marker Data Byte

Output Data
Carry. \(\quad 0\) if commands; 1 if binary
Register A Command Key if any
Register H Bit Position Marker Register L Data Byte

\section*{Registers}

All registers used

\section*{Constraints}

At the first entry for a new byte:
a) Bit Marker should be 10000000
b) New Byte should be 00000000

Note that when a command key is pressed, BININ is to behave exactly as GETKY does: return with carry clear. This is readily accomplished with the conditional return.

DO RNC Return if no carry

Since any hexadecimal key is to be treated as binary according to its least significant bit, we can either shift that bit into the carry and ignore the other bits, or we can mask the other bits with the immediate AND instruction, ANI 01.
7.4.5 Modifying Single Bits in a Data Byte

We have defined a bit marker to keep track of which bit is to be entered, and we will use it to modify individual bits. For example:
\begin{tabular}{rr} 
Bit Marker & 00100000 \\
Data Byte & 01100111
\end{tabular}

There are several ways of entering the rew bit. One obvious way is to test the key (in the carry after a shift right) and jump to one of two separate procedures:

Key is zero:

Complement the 11011111
bit marker
Data byte 01100111

AND result \(\quad\) Bit set to 0

Key is one:

Bit marker 00100000
Data byte 01100111
OR result
Bit set to 11100111

A possibly more efficient procedure is to force the bit to 1 by an \(O R\), and then complement that bit by XOR with the bit marker if the key is zero (leaving the \(O R\) result if the key was one):
Bit marker 00100000

Data byte 01100111

OR result 01100111
Bit set to \(1 \longrightarrow\)

Bit marker 00100000

XOR if key \(0 \quad 01000111\)
Bit set to \(0 \longrightarrow\)

The following technique can be used without any conditional jump instructions whatever. First, mask any unwanted high order bits to ensure that the value is 0 or 1. Then decrement the accumulator so that the key is represented thus:
\begin{tabular}{lll} 
Key 0 & 11111111 \\
Key 1 & 00000000
\end{tabular}

Now AND this result with the bit marker:
\begin{tabular}{cc} 
BIT MARKER & 00100000 \\
Key 0 & 00100000 \\
Key 1 & 00000000
\end{tabular}

Now we have the complement of the desired bit. Save this in another register, move the data byte to \(A\) and force the marked bit to 1 by an \(O R\) with the marker.
Data byte . 01100111

Bit Marker . 00100000
OR Result 01100111

Now XOR this result with the complemented key. The result will be:


XOR with 0 preserves each bit; XOR with 1 complements the bit. After the result is generated and saved in register \(L\), you must shift the bit marker right and store it.

A flow chart for BININ is shown in Figure \(7-10\), and coding for this routine in Figure 7-11. Figure 7-12 shows a revision of the binary display code developed in section 7.2. Figure 7-13 presents the code for a calling routine which initializes New Byte and the bit marker. The calling program is stored at 8230 to preserve the code you entered previously at 8200 , so enter JMP 8230 at address 8200 , and convert the binary display program into the subroutine BINDY.

Two sets of symbols are provided. Locations 8221 and 8222 are the symbols for zero and one used by the monitor for hex displays, and the program starts with these values. When the first key is pressed, the first location will show the value of the depressed key, and all others will display zeroes.

The symbols at 8223 and 8224 are a blank for zero and lower right segment for one. Location 8207 determines which symbols are to be used.

Load the programs and try both sets of symbols. Remember that only the least significant bit of the pressed key is tested, so each will have an effect.
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7.4.6 Multiple Binary Display Subroutine (MBIDY)

The next step in program development will be a subroutine to permit the display of Old Byte, New Byte, Result Byte, and bit position marker, all at once. We will call the subroutine once for each of the bytes to be displayed, using a different pair of symbols for each of Old Byte, New Byte and Result Byte. During the first call we will clear the display, and as the subroutine builds the display it will OR the 0 or 1 symbol of the data byte to be displayed with the pre-existing display. Store the display data at another location, \(83 A 8\) through 83AF, while debuggirg. Then if you need to step through your program or use breakpoints the display data will be available for observation at 83A8-83AF, even though the monitor has used the content of the display locations.

\section*{Function}

Display the data byte addressed by (H,L) in binary format, using a pair of symbols (to represent 0 and 1) addressed by the content of register pair ( \(B, C\) ). Pre-existing data in the display is cleared if \((A)=00\) at entry. It is preserved if \((A)=F F\).

Call
CD
CALL
MBIDY

AO
82
Extent
82AO through 82FF
(including symbol table, 82F0-82FF)

\section*{Input Data}
```

((H,L)) Data Byte
(B,C) Symbol Address:
((B,C)) .Symbol for 1
((B,C) - 1) Symbol for 0
(A) Mask to retain or clear old display

```

Output Data
Symbols are OR'ed into display locations \(83 F 8\) through \(83 F \mathrm{~F}\) according to the content of data byte, after old display is masked.
(BC) decremented by 2
(A) set to FF

Registers
All registers are used

In order to selectively clear or retain the display, MBIDY is entered with either 00 or \(F F\) in register \(A\). The subroutine will form the AND of this initial mask with the complement of all segments used for the symbols displayed. This mask is AND'ed with the pre-existing bit patterns in each display location. Then the appropriate symbol for a bit of the current data byte is OR'ed into the display to create the new display for that bit position.

The efficient way to handle this is to create the final mask only once, early in the subroutine, and keep it for use as each bit of the data byte is processed. The mask is in register \(A\). The symbols are addressed by \(B, C\) and the data byte by \(H, L\). Once we have obtained the data byte, the symbols for 0 and 1 , and created the final mask, we can keep all of these in registers and push the original contents of \(B C\) and HL onto the stack to get them out of the way. We will still find the registers fully used. Possible register assignments are:

B

C

D Symbol for 1
E Symbol for 0
H Display
L.

Data Byte
Mask

Address

With this arrangement we are left with no place for a bit counter, which is a nuisance because we must then use a memory location (or the stack). Moreover, with this set of assignments we must move the data byte into \(A\) to shift, at the same time that we need A.for masking the old display. This is a good place to use the XTHL instruction, with register assignments like this:
\begin{tabular}{llll} 
B & Bit Counter & & \\
C & Mask & & \\
D & Symbol for 1 & & \\
E & Symbol for 0 & \\
H & Display & or & Data Byte \\
L & Address & or & Not Used \\
Stack & Data Byte or & Display \\
& Not Used & or & Address
\end{tabular}

These assignments are used in the solution given for this problem. Recall the storage assignments that have been made for the Bytes and bit marker:

8301 Result Byte
8302 Old Byte
8303 New Byte
8304 Bit Marker

We will store symbols for the displays at successive locations:
\begin{tabular}{|c|c|c|c|}
\hline 82F 8 & Result & 0 & symbol \\
\hline 82F9 & Result & 1 & symbol \\
\hline 82FA & O1d Byte & 0 & symbol \\
\hline 82FB & Old Byte & 1 & symbol \\
\hline 82FC & New Byte & 0 & symbol \\
\hline 82FD & New Byte & 1 & symbol \\
\hline 82FE & Bit Marke & & 0 symbol \\
\hline 82FF & Bit Marke & & 1 symbol \\
\hline
\end{tabular}

These sequences make it possible for the calling program initially to load an address for its first call, thereafter decrementing the address in a loop. We could put this loop inside the subroutine, but this would make it very specialized. With an external loop we can make MBIDY very general in function. A flow chart and coding sheets for MBIDY appear in Figures 7-14 through 7-17.
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\subsection*{7.4.7 Test Program for MBIDY}

MBIDY is really more powerful than is needed if we want zeroes to appear as blanks, or if we will always clear the display. However, it demonstrates some important ideas in logical functions, and will be useful in future work. To demonstrate its capability, try it initially with the symbols you have been using for 0 and 1 (blank and lower right segmert), and do not clear the display. We will implement the NEXT, CLEAR, and ENTER functions only at this point, so that you can see two bytes (Old and New) and the bit marker. Any other key will simply address the second set of symbols. The flow chart and coding sheets (Figures \(7-18\) through 7-21) show a program which calls both MBIDY and BININ. Enter the code and run the program using the NEXT, CLEAR and ENTER commands as defined in 7.4.1.

There are a lat of instructions in these programs. Before running, be sure to verify very carefully that you have entered all of them correctly. If the program fails to execute properly, trace the program flow with breakpoints to try to find the cause of the problem.

Keep in mind that when using breakpoints and inspecting memory contents it is very easy to make a simple mistake that can have disastrous consequences. For example, if you are inspecting consecutive data addresses using NEXT and accidentally depress the STEP key, almost anything can happen. After a reasonable amount of time spent in fruitless debugging, always re-verify the contents of memory.


FIGURE 7- 17


Figure 7-18 (Cont'd)
MAIIU - Imitialize, Displany

\[
\text { MAIN - Call BININ -; Process' Commands } 7-60
\]


MalN - Precess Coummands - Cantiined 7-61


\subsection*{7.4.8 Final Program Implementation}

Having tested the modules, we will implement the remaining command keys. You will have observed that determining the value of a command key by repeated use of

CPI \(\quad x x\)

JNZ yyzz
is very inefficient. We will improve on that by placing a table of addresses in memory, using the value of the command key to address an entry in that table.

KEY
HEX VALUE
CONTROL FUNCTION
\begin{tabular}{lll} 
MEM & 10 & Address for AND procedure \\
REG & 11 & Address for OR procedure \\
ADDR & 12 & Address for COMPLEMENT procedure \\
STEP & 13 & Address for ENTER procedure \\
RUN & 14 & Address for STORE procedure \\
NEXT & 15 & Address for NEXT procedure \\
BRK & 16 & Address for XOR procedure \\
CLR & 17 & Address for CLEAR procedure
\end{tabular}
* A complete address requires two bytes, but since the entire program is in memory page 8200 we can use just the low-order byte of the address in the table. Assume that we have the command key value in register \(A\). The process could be:
\begin{tabular}{|c|c|c|}
\hline LXI & H, \(82 \times \mathrm{x}\) & Address of a table containing addresses of the various procedures. (Dispatch Table) \\
\hline ADD & L & Add value of command key \\
\hline MOV & L, A & Put new low-order address byte in L \\
\hline MOV & L, M & Move content of that address into L. \\
\hline & & This is the low address of the procedure. \\
\hline PCHL & & Jump to the address for the procedure. \\
\hline
\end{tabular}

Since the smallest value for a command key is 10 , we will start with an address \({ }^{10}{ }_{16}\) less than the first table entry.

DISPATCH TABLE

\section*{ADDRESS CONTENTS}

823A Address of AND procedure
823B Address of OR procedure
823C Address of COMPLEMENT procedure
etc.

We will load H, L with 822A. If the value of the command key is 10 , adding it to ( \(H, L\) ) will give 823A, the address which contains the
address of the AND procedure. If the value is 11 , the computed address will be 823B, the pointer to the OR procedure. This type of table is called a dispatch table, as it dispatches the program to the correct processing module.

However, we often need to use H,L to transmit an argument (e.g. a data byte or address) to the function being called or accessed. This conflicts with the use of \(H, L\) for a jump, but there is an easy solution. Find the jump address, as indicated above, and push it into the stack with PUSH H. Then do the other preparations and use the return instruction (RET) to jump to the address you have pushed.

Now examine the definitions of the keys given below, and design procedures for each function. If you arrange the sequence of the procedures you will find that they have much in common, and one can simply feed into another. As an example, CLEAR and COMPLEMENT both place data into the memory address for the New Byte. If you preload \(H, L\) with the address of the New Byte (8303) the procedure could be:
\begin{tabular}{ll} 
CLEAR & MVI M,FF \\
COMP & MOV A,M \\
& CMA \\
& MOV M,A
\end{tabular}

When the program enters at CLEAR, it will exit with (M) \(=0\); when it
- enters at COMP, it will exit with \((M)=(\bar{M})\). Flow charts and coding sheets for the revised control program are presented in Figures 7-22 through 7-25. MBIDY and BININ will not require any modification. When you run the program do not forget all of the caveats expressed above!

Exercise all of the function keys thoroughly, to insure that your program is fully debugged. Above all, make certain that you understand the purpose of all of the instructions in each segment of the program.
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\subsection*{7.5 SUMMARY}

The code presented in this text is only one of many possible solutions to the original problem. After studying it to learn more about various ways of manipulating the data, you may wish to program the exercise by yourself from scratch. Some solutions will be more inefficient, some will be more elegant. You can challenge yourself by counting the number of memory locations used in our version, then trying to make yours more compact.

This chapter has introduced shift commands and logical functions. There are many variations of logical functions, of course, since they can use registers as sources. We have not yet encountered one accumulator command, DAA, one carry command, CMC. These will be used in the arithmetic sections of chapter 10.

In addition to using logical functions you have had practice using the stack, with PUSH, POP and XTHL as well as CALL and RET. You have calculated an address (as you did in the sensor correction exercise) and used it to find another address. These are all tools that are used constantly in program design. In programming with higher level languages (Fortran, for instance) all of this is hidden from you.
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\section*{CHAPTER 8}

INPUT/OUTPUT TECHNIQUES

Various techniques and peripheral devices may be used with the 8080 to provide input and output capabilities. This chapter describes the common methods of implementing \(I / O\) and provides exercises in the use of those that are readily carried out with the MTS.

The techniques differ from each other in three major respects: how the input or output device is addressed; what event initiates the transfer of information; and what form the data are in. (The latter will be treated in Chapter 9).

Addressing
Isolated Input/Output
Memory Mapped Input/Output
Direct Memory Access

\section*{Initiation}

Programmed Input/Output
Interrupt Driven Input/Output
Timed Input/Output
Repetitive Direct Memory Access

The MTS includes facilities for all of these in one form or another, so you can learn each of the processes. For some, however, you must add external hardware.

The address and data busses are used to address input and output devices and transfer data between them and the CPU. The control bus from the 8228 controller includes I/O Read and I/O Write commands in addition to the Memory Read and Memory Write commands. It is. the use of these command signals, and the instructions that generate them, that isolate I/O usage from memory usage of the busses.

\subsection*{8.1.1 I/0 Ports}

Any device with suitable electrical characteristics can be attached to the busses. In general such devices should have high impedance inputs from the bus and tri-state outputs to drive the bus. Intel, NEC, and others provide the 8212 Input/Output Port for this purpose. The MTS includes one in the LED display circuit. A functional description is given in Figure 8-1; more detail is provided in the Intel 8080 Microcomputer System User's Manual. The principal features are low leakage currents of the inputs and outputs when the device is rot selected, data latches, and control gating.

\section*{Functional Description}

\section*{Data Latch}

The 8 flip-flops that make up the data latch are of a " \(D\) " type design. The output ( \(Q\) ) of the flip-flop will follow the data input (D) while the clock input (C) is high. Latching will occur when the clock (C) returns low.
The data latch is cleared by an asynchronous reset input (CLR). (Note: Clock (C) Overides Reset (CLR).)

\section*{Output Buffer}

The outputs of the data latch \((Q)\) are connected to 3 -state, non-inverting output buffers. These buffers have a common control line (EN); this control line either enables the buffer to transmit the data from the outputs of the data latch \((Q)\) or disables the buffer, forcing the output into a high impedance state. (3-state)
This high-impedance state allows the designer to connect the 8212 directly onto the microprocessor bi-directional data bus.

\section*{Control Logic}

The 8212 has control inputs \(\overline{\mathrm{DS}}, \mathrm{DS} 2, \mathrm{MD}\) and STB. These inputs are used to control device selection, data latching, output buffer state and service request flip-flop.

\section*{DS1, DS2 (Device Select)}

These 2 inputs are used for device selection. When \(\overline{\mathrm{DS} 1}\) is low and DS2 is high ( \(\overline{\mathrm{DS} 1} \cdot \mathrm{DS}\) ) the device is selected. In the selected state the output buffer is enabled and the service request flip-flop (SR) is asynchronously set.

\section*{MD (Mode)}

This input is used to control the state of the output buffer and to determine the source of the clock input (C) to the data latch.

When MD is high (output mode) the output buffers are enabled and the source of clock (C) to the data latch is from the device selection logic ( \(\overline{\mathrm{DS} 1} \cdot \mathrm{DS} 2\) ): When MD is low (input mode) the output buffer state is determined by the device selection logic ( \(\overline{\mathrm{DS} 1}\). DS2) and the source of clock ( C ) to the data latch is the STB (Strobe) input.

STB (Strobe)
This input is used as the clock (C) to the data latch for the input mode \(\mathrm{MD}=0\) ) and to synchronously reset the service request flip-flop (SR).

Note that the SR flip-flop is negative edge triggered.

\section*{Service Request Flip-Flop}

The (SR) flip-flop is used to generate and control interrupts in microcomputer systems. It is asynchronously set by the CLR input (active low). When the (SR) flip-flop is set it is in the non-interrupting state.
The output of the (SR) flip-flop (Q) is connected to an inverting input of a "NOR" gate. The other input to the "NOR" gate is non-inverting and is connected to the device selection logic ( \(\overline{\mathrm{DS} 1} \cdot \mathrm{DS} 2\) ). The output of the "NOR" gate (INT) is active low (interrupting state) for connection to active low input priority generating circuits.


FIGURE 8-1

A suitable arrangement for using several 8212's as input and output ports is shown in Figure 8-2. Each is selected by a sirgle bit of the hign address bus to the non-inverting select input DS2, so no additional decoding is necessary. The input ports are enabled by the I/O READ bar command and the outputs by the I/O WRITE command, to the inverting select input \(\overline{\mathrm{DS} 1}\). Output data from the CPU enters an output port when the device is selected by \(\overline{\text { DS } 1 ~ a n d ~ D S 2, ~ a n d ~ l a t c h e d ~ b y ~ t h e ~} 8212\) when it is de-selected; the 8212 outputs are always enabled. This behavior is set by the MODE input being pulled high.

The STROBE input is unused for output ports 4 and 5. Output port 6 receives a strobe from some external hardware to indicate a need for new data. With the MODE input high this has no effect on the data outputs, but it sets the INT output low, indicating a need for service. The diagram shows that signal being input to the processor through input port 3. When the CPU loads new data to port \(6 \overline{\text { INT }}\) will be set high again to indicate that the requested data are ready.


FIGURE 8-2

Input ports 1 and 3 are direct paths from their inputs onto the data bus when they are selected, because their strobe inputs are pulled high. This makes them suitable for stable data. Input port 2 is designed to receive a fleeting input, which may be gone before the processor can service it. An external strobe is provided to latch the data in the 8212 and set \(\overline{I N T}\) low, requesting service from the CPU when it reads port 3.

The CPU accesses these ports with the commands:
\begin{tabular}{|c|c|c|}
\hline DB & IN & Input from port \\
\hline \multirow[t]{5}{*}{x \(\times\)} & port address & to register \(A\) \\
\hline & & High address <- (byte 2) \\
\hline & & Low address <- (byte 2) \\
\hline & & (A) <- (Data bus) \\
\hline & & No flags are affected \\
\hline D3 & OUT & Output to port \\
\hline \multirow[t]{5}{*}{x x} & port address & from register A \\
\hline & & High Address <- (byte 2) \\
\hline & & Low Address <- (byte 2) \\
\hline & & (A) <- (Data Bus) \\
\hline & & No flags are affected \\
\hline
\end{tabular}

These are the only instructions for isolated input and output. They alone create the I/O Read and I/O Write commands to the ports.

Note that the port address is only one byte, not two. In response to one of these instructions the CPU places that byte on the low eight bits of the address bus, and duplicates it on the high eight bits.

This duplication permits the \(I / O\) devices to be selected from the high address bus, which is typically less heavily loaded by memory devices than the low address bus.

The addressing shown here, where a single bit on the address bus selects a device, is called linear select. It is economical of hardware but restricts the system size. Port addresses for the devices in figure 8-2 are:
\begin{tabular}{lll} 
Input port 1 & 01 & 00000001 \\
Input port. 2 & 02 & 00000010 \\
Input port 3 & 03 & 00000100 \\
Output port 4 & 08 & 00001000 \\
Output port 5 & 10 & 00010000 \\
Output port 6 & 20 & 00100000
\end{tabular}

For a larger system some decoding of the address is necessary.

\subsection*{8.1.2 MTS Input/Output}

The MTS includes an 8255 Programmable Peripheral Interface Adaptor (Figure 8-3). It has 24 external connections, which can be programmed as inputs or outputs in various combinations. It connects internally to the system data bus and the three low bits of the address bus, and to the I/O Read and I/O Write commands from the 8228. When the 8255 is selected by a low sigral on AB2 (i.e. any port address of the form \(x \times x \times x 0 \times x\) ), the 8255 will respond to the I/O Read or I/O Write commands. These are generated by the 8228 when the CPU executes one of the instructions:
\begin{tabular}{lll} 
DB IN & Input to register \(A\) \\
xx port address & (A) <- (Port) \\
D3 OUT & Output from register \(A\) \\
x \(x\) port address & (Port) <- (A)
\end{tabular}

0


ISOLATED INPUT/OUTPUT WITH THE 8255

Figure 8 - 3

The 8255 is selected if bit 2 is 0 . Bits 0 and 1 select one of the three eight-bit ports. If the OUT instruction is used the 8080 places the content of the A register on the data bus and the 8255 copies it into the selected port, provided that is programmed for output. If the IN instruction is used the 8255 places its present input or the content of its data latch onto the data bus, and the 8080 copies the data into register \(A\).

The port address can theoretically address 256 input or output. devices. Each 8255 occupies four address; in the MTS the address is not fully decoded. The coding of the address is:
\begin{tabular}{lll}
\(00-\) F8 & \(x \times x \times \times 000\) & 8255 Port \(A\) \\
\(01-\) F9 & \(\times \times x \times \times 001\) & 8255 Port \(B\) \\
\(02-\) FA & \(\times \times x \times \times 010\) & 8255 Port \(C\) \\
\(03-\) FB & \(\times \times x \times \times 011\) & 8255 Control \\
& \(\times \times x \times \times 1 \times x\) & 8255 Not Selected
\end{tabular}

Although \(00,01,02\) and 03 or any other bytes with the same three low bits will select ports, it is often desirable to hold the 'don't care' bits high if any system expansion is planned. Up to six 8255's can then be selected with no additional decoding, as shown in Figure 8-4.

AB7
AB6
AB5
AB4
AB3
AB2
AB1
ABO

ADDRESS

111110xx

111101xx

111011xx


MULTIPLE I/O PORTS ON ADDRESS BUS
Figure 8-4

In addition to the three exterral ports, the 8255 has a 'control port' addressed by 11 in the low bits of the address. This is used to program the external ports for input or output, and to select the mode of operation. The monitor programs the 8255 with the instructions:

3E MVI A,92
Write 10010010
92 to the control port.
D3 OUT CNTPT
FB

This sets ports \(A\) and \(B\) for input and port \(C\) for output. Ports \(A\) and \(B\) are each eight bit ports and can be programmed independently of each other. In the basic mode of operation (mode 0 ) port \(C\) is divided into two four-bit ports which can be independently programed for input or output. Thus 16 different combinations of input and output assignments are available in mode 0 .

The bits in the control byte are defined as follows:

-


Table 8-1 8255 Mode 0 Combinations
Notes to Table 8-1:
(1) Only the four combinations marked are suitable for use with the MTS if the keyboard is to be used.
(2) This combination is set by the monitor whenever it controls the keyboard and display.
(3) Port A and Port C (bits 4-7) should not both be programmed for output, since the keyboard would then short them together.

The 8255 provides a second mode of operation for port \(A\) or port \(B\) or both, in which certain bits of port \(C\) are used for 'handshaking' with external devices. For input in this mode the external device places its data at the input port and gives a strobe pulse to one bit of port \(C\). This stores the data in an eight bit latch associated with the eight bit input port, and generates other status bits in port \(C\) which are accessible both to the CPU (by reading port \(C\) ) and to the external world at the port \(C\) outputs. This allows transient signals to be input and read subsequently by the program at its corvenience. For details the student is referred to the Intel 8080 Microcomputer System User's Manual (September 1975 page 5-113).

In the basic input mode which we have been discussing, the data latches follow their inputs whenever the port is addressed. If a port is programmed for input the \(I N\) instruction will read the current state of the input. Wher a port is programmed for output the data latch is loaded by an OUT instruction, and the data remain stable uritil the next OUT. These data can be read back by the processor; IN will always read the content of the data latch. This does not apply to the control port, for which the IN instruction is not effective.

A third mode of operation is available for port \(A\) only, in which it is both an input and an output port suitable for connection to a bi-directional data bus.

\subsection*{8.1.3 Keyboard Input}

To acquire familiarity with the 8255 we will develop a keyboard input program. You have been using the MTS monitor subroutines for this purpose. The subroutines to be developed here will be different in design.

Figure 8-5 shows the connections between the 8255 and the keyboard. The keyboard is a \(3 \times 8\) matrix. Reset is not in the matrix but is directly connected to the reset input. The other keys form three columns: keys 0 through 7; 8 through \(F\); and the command keys. Each row has three keys and a pullup resistor and is connected to an input bit of port A. If no key in the row is pressed that bit of port \(A\) will be 1 because of the resistor. If a key is pressed the input bit of port \(A\) is connected through the key to one of three output bits of port \(C\). If that output is high the input to port \(A\) will still be 1 , but if it is low the input will be 0 . Thus by setting one bit of port \(C\) low and reading port \(A\) we can tell which, if any, key is pressed. We can make a quick test to see whether any key in the keyboard is pressed if we set all three outputs (C4, C5 and C6) low and read port A; if the result is 11111111 no key is pressed.

There may be a circumstance where we are interested only in a particular key. This can be tested by setting the corresponding column low, reading the input, and masking to exclude all keys except the desired one.

Subroutine KYIN is specified to permit any of these functions.


\section*{Function:}

Test the keyboard for any desired key or keys being pressed. Set one or more of output bits C4, C5, C6 low (without affecting any other bits of port C) according to a parameter passed in the call. Read the keyboard and mask with another byte passed as a parameter. Return with the zero flag set if no desired key is pressed; otherwise with zero cleared and the binary input data in register \(C\). Restore the column select bit (C4, C5, or C6) to 1 before returning.

Two alternate entries provide for setting the input parameters to test for any key, and for programming the 8255.

Call
CD CALL KPRG
40 Program the 8255
82 and continue to KTST
CD CALL KTST
44 Test for any key
82
CD CALL KYIN
48 Test for specified key
82 or keys in specified column or columns

Inputs
KPRG: None
KTST: None
KYIN:
a) Key column select in register \(B\) contains 0 for each desired column. Bits \(0,1,2,3\) and 7 must be 1
b) Key mask in register C
contains 1 for each desired key
Outputs
Zero flag set if no desired key.
Zero flag clear if desired key is pressed
Keyboard input ( 00 if no keys) in register C.
Key column select in register \(B\) is preserved
(8F for KTST).

\section*{Registers}

A, B, C, D are used.
Constraints
If KPRG is called, 8255 will be programmed as follows: CO - C3 Output Port B Output, mode 0
C4-C7 Output
Port A Input, mode 0
Outputs of all ports are cleared by KPRG.
If KTST or KYIN is called, C4 - C7 and port A must be programmed as shown above.

We have discussed programming the 8255 by writing to the control port. There is another function in the control port: you can set or reset any individual bit of port \(C\). This is done by writing a byte from register A to the control port:
3E MVI A
\(\mathbf{x x}\)
D3 OUT CNTPT
03

This sequence applies to both programming the 8255 and setting bits in port \(C\). The command bytes are distinguished by the high order bit as shown below:

Command Bytes to Control Port

90


Program the 8255
Set CO - C3 for output
Set Port B for output
Set Port B to mode 0
Set C4-C7 for output
Set Port A for input
Set Port A for mode 0
Mode set flag


Reset C 4 to 0

Bit reset
Bit 4
Don't Care
Bit set/reset flag
\(0 A \quad 0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 0 \quad 1 \quad 0 \quad\) Reset C 5 to 0
\(0 C \quad 0 \quad 0 \quad 0 \quad 0 \quad 1 \quad 1 \quad 0 \quad 0 \quad\) Reset \(C 6\) to 0

This provides a technique for altering one output bit without changing others. Another technique is to read the content of the output data latch:

DB
IN PORTC
02
will read the data latch of the port into register \(A\), even though the port is programmed for output. Then you can use "ORA r" or "ORI data" to set desired bits to 1 ; "ANA \(r\) " or "ANI data" to set desired bits to 0 . For instance, to set C7, C6 and C5 to 1 and \(C 4\) to zero, use this program segment:

06 MVI B, 11101111 Set up for C4 low
- EF

DB IN PORTC Read old output data
02
F6 ORI 11110000
Set C7, C6, C5, C4 to 1
FO
AO ANA B
Set selected bit to 0
D3 OUT PORTC
Write to port C
02

Wherever several bits must be controlled this takes less program space than the individual bit set and reset instructions. Caution: Reading from an output port is not included in the manufacturer's specification for the 8255. That it will work is predictable from the design of the 8212, and proven by experiment with the 8255 , but conceivably a future
redesign of the 8255 might not allow it.

Programs that write to the display or to port \(C\), or that program the 8255, are always difficult to debug because whenever the monitor actuates the keyboard and display it destroys whatever your program has done. Suggestion: at each point in the program when an output is written, first store the data in memory. When you read an input, immediately store the data. Being able to recover the data at a subsequent breakpoint makes debugging immensely easier. The STA instructions can be deleted when the program works.

Keyboard reading introduces another problem: at return from the monitor the keys are always released. You can simulate a key input by placing a breakpoint just after the IN instruction. When it is executed you can load some value other than \(F F\) in the \(A\) register to make sure that the rest of your program functions correctly.

If any peculiar condition arises while you have a key pressed, you can press RST while the other key is held down. Although the contents of your program counter, stack, and display are lost, the registers and memory locations are preserved.

Draw the flow chart and write the program for KYIN. Test it initially with a very simple calling program. To ease debugging, call KYIN, not KTST. The monitor leaves the 8255 programmed with port \(C\) for output and port A for mode 0 input.
\begin{tabular}{|lll}
\(\square\) LXI & B, 8FFF & Enable all keys \\
CALL & KYIN & Read keys \\
JZ & & Repeat until \\
RST 4 & & key is found \\
JMP & & Then call monitor
\end{tabular}

This will return to the monitor as soon as you press a key. Then you can look in the storage locations where you have saved the inputs and outputs to see if they are what you expect.

When you call the monitor with a key pressed, hold the key down until you see what you have. If you are displaying PC and the instruction, a numeric key will give the Err display as soon as you release it. If you are displaying a register, a numeric key will be entered into the register when you release it. You can retrieve the old value by pressing CLR, however.

Figures 8-6 to 8-9 provide a flow chart, test program, and two versions of KYIN, one with debugging code included.



KPRG, KTST, KKIN with debugging features 8-26


KPRG, KTST, KYIN i..th Lelnj, ... , .........


Now we can make more interesting use of KYIN. The following program takes any key from 0-7 (which appears as a single bit = 1 in register C) and OR's it into a display location at the corresponding display segment bit. By pressing succesive keys, you may 'paint' a character. It also tests for CLR and NXT, either clearing the presently addressed display location or movirg to the next location. If children are accessible they will enjoy writing their names in the display - if their names lack \(K, M, Q, W\) and \(X!\) This demonstrates one requirement of keyboard input: you must distinguish between a key being held down for a long time versus repetitive depressions of the same key. The numeric keys and CLR don't care in this program, but if you do not test for release of NXT it will step across the display many times before you can let go of the key.

Keyboard input programs normally provide for 'debouncing'. Many electrical switches do not change from closed to open perfectly, but 'bounce' between the two states for some milliseconds.. This can occur in the switch cortact itself, or it can be created by a TTL circuit sensing the contact. To avoid seeing a single closure as multiple operations there is usually a time delay circuit or program used to require that the key be open for 10 to 30 milliseconds before it is accepted again. Such a provision is included in the MTS monitor subroutine GETKY, even though the MTS keys seem to be completely free of bounce.
\[
8-29
\]

0
This program design illustrates restriction of the MTS: you must not alternately disable and enable the display in a loop that is fast compared to the DMA timer. This is discussed later in this chapter. To avoid it, do not call KPRG except in response to some human action or after a substantial delay. Try writing the flow chart and program, then check Figures 8-10 through 8-12.


KEYBOARD DISPIAY PROGRAM (CONT'D)


FIGURE 8-10 (Cont'd)
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\subsection*{8.1.6 Other I/O Interfaces}

Isolated input/output is by no means restricted to the 8255; it is defined by the use of the IN and OUT instructions and the I/O Read and I/O Write commands. The necessary interface to the data bus, address bus and the command signals can be built with TTL and Tri-State circuits. Also, Intel, NEC and others offer several other devices made for this interface.

Many computer terminals use the 8251 Programmable Communication Interface for serial data communications. This has an interface to the 8080 system quite similar to that of the 8255 , except that it reeds the system clock. The student is again referred to the Intel 8080 User's Manual for detailed descriptions of these devices. Figure 8-13 shows how a number of devices can be connected to the system busses.


Figure 3-16. Typical I/O Interface.
(FROM INIET 8080 USER'S MANGAL)

FIGURE 8-13

\subsection*{8.2 MEMORY MAPPED INPUT/OUTPUT}

An alternative to isolated input/output is 'memory mapped I/O'. The input or output device is connected to the Memory Read and/or Memory Write command signals from the 8228, instead of the I/O Read and I/O write commands. Figure 8-14 shows such a cornection. Here the IN and OUT instructions are not used, since the device is not connected to the command signals they generate. Instead any memory read or write command can be used. LDA may be used in place of IN, STA in place of OUT. All the convenience of register addressing and transfer becomes available. If port \(A\) and port \(B\) are both programmed for input they could be read by:
\begin{tabular}{lll} 
LXI & H,FFF8 & Address port \(A\) \\
MOV & \(E, M\) & (E) \(<-\) (port \(A\) ) \\
INX & \(H\) & Address port \(B\) \\
MOV & \(D, M\) & (D) \(<-\) (port B)
\end{tabular}


MENORY MAPPED INPUT/OUTPPUT WIIH THE 8255

Figure 8-14

The arithmetic and logic instructions become available for direct use with the input port. If you want to wait for a change in the input data you could use this:
\begin{tabular}{rll} 
LXI & H,FFF8 & Address port A \\
MOV & A,M & (A) <- (port A) \\
\(\square\) CMP & \(M\) & (A) \(=\) (port A)? \\
JZ & & Wait while equal \\
& & Exit at change
\end{tabular}

Or you can test for an input of 1111 1111:

LXI H,FFF8
INR M
\(\square^{-J Z}\)

The INR M command is only partially effective. If port \(A\) is programmed for input, you cannot effectively write to it. Nevertheless the flags will be set as though you incremented the data.

While memory mapped \(I / O\) has some definite advantages, it sacrifices the two byte IN and OUT instructions. LDA and STA are three byte instructions; only by maintaining the \(I / O\) address in a register pair do you reduce the program length.

Note in Figure 8-11 that the chip enable of the 8255 now receives a decoded signal from the address bus. Clearly it must have a unique address, or at least an address for which no memory location exists. A typical scheme in small systems is to use all addresses from 8000 to
\[
8-\quad 38
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FFFF for input/output and 0000 to 7 FFF for memory. The MTS does not do this. In fact the partial decoding of the memory address precludes memory mapped \(I / O\) if the empty memory sockets are filled. If they are left empty, then the chip select for one pair could be used for an I/O device.

Memory mapped I/O is probably overused in hardware design. For most applications isolated \(I / O\) is more efficient in both hardware and program space - but the difference is very small.

\subsection*{8.3 DIRECT MEMORY ACCESS}

The third method of input and output is direct memory access, in which data are written to the processor's memory, or read from it, by external hardware as well as by the CPU. This is very efficient for the program, but typically it demands more external hardware than input and output ports require. We will describe in detail the DMA system used in the MTS for its display.

Let us suppose for a moment that we did rot have memory devices at addresses \(8300-83 F F\) in the MTS, but a set of output latches, as shown in Figure \(8-15\). Now to display a digit we would use memory mapped \(1 / 0\), addressing 83F8, 83F9, etc and write to those apparent memory locations. The data would be stored in the 8212 latches and would drive the LED displays. This demands eight latches and eight current drivers. Direct Memory Access provides an alternative which in this case takes less external hardware and appears almost identical to the program.


MEMORY MAPPED DISPLAY
Figure 8-15

\subsection*{8.3.1 Repetitive Direct Memory Access}

In using the seven segment displays of the MTS you have been operating a repetitive direct memory access system. Data are written into a fixed set of addresses, and the DMA hardware periodically obtains data from these addresses and displays it. This is a very attractive scheme for displays of the kind used here, and also for video displays and some kinds of control systems. In each case the same data need to be accessed repetitively because very little external storage is provided. For the seven segment displays of the MTS only one digit is stored externally, while that digit is illuminated. Then the DMA channel obtains the next digit and displays it.

Figure 8-16 shows the circuit connections to the 8080 that are involved in the DMA operation. The DMA channel periodically issues HOLD Request. The 8080 suspends its use of the address, data, and control busses as soon as possible (i.e. when any memory read or write process is finished). It then issues Hold Acknowledge (HLDA) to the 8228 system controller and to the DMA channel, and floats the address busses. In response to HLDA the 8228 floats the data and control busses. (By float we mean place the device connections to the busses in the high impedance state so that other devices can drive the busses).

HLDA is OR gated with the memory read command \(\overline{M E M R}\) (which is floated by 8228 but pulled up by a resistor) and with RESET, so that the read write memory outputs are enabled in response to any of these signals. Thus during HLDA the selected RAM will drive the data bus. Another OR gate delivers HLDA to the DMA channel to permit it to control the address bus.

RESET is OR'ed into both of the se signals so that the DMA circuit will function whenever the RESET key is pressed. This is a valuable trouble shooting tool, because if a failure results in a blank display it can immediately be isolated between the DMA channel and the microprocessor.

The low address lines, which go directly to the memory chips, are floated by the 8080 , pulled up by resistors, and the lowest three bits are controlled by the DMA channel. The high address lines are also floated. These do not have external resistors so they are actually in the high impedance state. Only three of these lines are used in the MTS: A15, A9 and A8. The low power Schottky inverters (75LS04) have internal pullup resistors, so their outputs go low as if an address of 1xxxxx11 had been output by the 8080. This address selects the RAM chips for page 8300. This pair of chips therefore is selected, its outputs are enabled, and the \(\overline{\text { MEMW }}\) signal is pulled up by a resistor to indicate a read operation.
Chip selects for RaMs
Data Bus
HTDA
HOLD
Reset

Figure 8-17 shows the circuit of the DMA channel. The timing source is a linear integrated circuit Single Shot (555) that generates a narrow pulse at a fairly long interval, provided that the enable signal from the output port is high. (Reset forces all ports to the input mode, which allows the single shot to run). The ENABLE also controls the 2155 Decoder that selects one digit, so that when DMA is disabled no digit will be driven.

The pulse from the 555 provides the HOLD request to the 8080 and increments the 223 Binary Counter. When the HLDA is received from the 8080 the open collector AND gates place the new content of the counter onto address bus bits 0,1 and 2 , thereby addressing the desired digit position in memory (all other bits of the low address bus being held high by resistors). The selected memory location is read onto the data bus and received by the 8212 data latch, and at the trailing edge of the HOLD pulse the data are latched into the 8212 and delivered to the segment drivers. The timing relationship is shown in Figure 8-18.

The digit address from the counter also addresses the 2155 Decoder to select one of the eight drive transistors for the eight digits. This remains stable until the next HOLD request pulse.

It was mentioned earlier in this chapter that you should not alternately enable and disable the display at time intervals short compared to the DMA time interval. Disabling inhibits the 555 single Shot, so the address will not change until 0.5 milliseconds after it is enabled again. If the enable signal is given soon after the disable, and the two are alternated, the 555 will not produce any pulses. Nevertheless
the display driver is enabled for part of the time period. This results in one digit being repeatedly driven at a higher duty cycle than is intended.

If you operate the MTS in a darkened room and cover the illuminated digits, you will see a faint ghost in a blank digit. This is because for the 2 to 5 microsecond duration of the HOLD request, the decoder has selected a new digit but the 8212 still holds data from a preceding digit. In a critical application the ghost could be eliminated by gating the HOLD pulse with the enable signal to the decoder.

We have described the DMA channel of the MTS in some detail. In the next section we will discuss DMA for purposes other than display, but in more general terms.
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Direct memory access is commonly used in computer systems for both input and output if a high data rate is required. Reading or writing to magnetic disc memory is a typical example; Intel's Microcomputer Development System/Diskette Operating System operates at 250,000 bits per second or about 30 microseconds per byte. The 8080 could not keep up with such a data rate on a programmed or interrupt driven input system. In fact Intel uses their series 3000 Bipolar Microprocessor for the disc controller.

The disadvantage of DMA is the significant amount of external hardware required. It should seldom be used unless high data rates are mandatory, or in specialized situations such as repetitive DMA where the hardware is minimized. The hardware always includes the following:
a) Address counter to store and alter the memory address to be read or written (represented by the 223 Three Bit Counter in the MTS)
b) Address Bus buffer to isolate the DMA address from the system bus (the open collector AND gates)
c) Data-Bus buffer to isolate the DMA data from the system bus (the 8212)
d) Gating circuits to appropriately command memory read or memory write.
e) Timing or signal input to initiate the hold request (the 555).

In any DMA system other than a repetitive DMA there must be some means for the processor to inform the DMA channel that output data are ready, and for the DMA channel to inform the processor that input data have been stored or output data accepted. This can be handled as a separate programmed \(I / O\), with the processor and channel exchanging discrete signals. If DMA input and output are both provided it can be done by writing a control byte into a specified memory location as the last operation in the DMA sequence; then the processor and channel both sample that location periodically. The most common practice, however, is to use a discrete output from the processor to initiate output and enable input, and an interrupt from the channel when data transfer is complete.

Sophisticated DMA systems generally provide for reading and writing to variable areas of memory. For output the processor will send a memory address and a byte count to the channel, which thereafter takes data from the given and succeeding addresses until the designated number of bytes have been read. For input the channel may interrupt to request a memory address where data are to be stored.

The DMA facility of the MTS is dedicated to its display; it is not practical to modify the system for external DMA.

\subsection*{8.4 I/O INITIATION}

\subsection*{8.4.1 Programmed I/O}

Because a computer operates in sequential fashion, it is not always ready to receive an input or produce an output. If it is fast in comparison to the input device or the output requirement, which it often is, the computer car sample the input or produce the output at its owr convenience. This is called 'Programmed I/O'. It is used in the MTS for the keyboard input. When the computer is slow compared to the input or output requirement, as in a magnetic disc system, we use direct memory access, but typically with either programmed or interrupt I/O to initiate and/or terminate the DMA operation. This section will be mainly concerned with the subject of interrupts.

Consider the MTS keyboard input. When the monitor is in control (running), almost all of its time is spent waiting for keyboard input (See Figure 8-19). The program has nothing better to do with its time. It can process any command you give it and get back to reading the keyboard long before you can press another key.


KEYBOARD TESSTING IN THE MONITOR
FIGURE 8-19

The processor can tell whether you have pressed a key because a unique state exists (all inputs high) when no key is pressed. It tests for this state after each new key input before processing the key, to avoid processing a single key stroke repetitively, and yet be able to react to multiple operations of the same key. In many input applications there is no special state which has a significance different from all others, and the processor must know by other means whether a particular input has been processed. There are, of course, applications where it does not matter; a digital voltmeter will process the input as fast as it can update its display whether the data has changed or not.

In some systems the processor has lengthy functions to perform, which must be interrupted to handle input or output. This can be done by repeatedly calling an input subroutine during the main processing, as suggested in Figure 8-20. This tends to be time wasting, and it demands that the programmer consider how long his processing will take in comparison to the input requirement.


PROGRAMMED INPUT/OUIPUT

Another method is offered by the strobed input feature of the 8255; the input can be fleeting and asynchronous, but will be stored in the data latch of the 8255 until the program is ready to handle it. This is very suitable for infrequent inputs such as may exist in control systems. Sometimes, however, the system may demand a very prompt response to its occasional inputs, or it may give many inputs during the course of the processor's other calculations, each demanding some degree of processing or at least storage before the next input is delivered. It is for this kind of requirement that interrupt driven systems were invented.

\subsection*{8.4.2 Interrupt Driven I/O}

When an external event occurs that demands the processor's immediate attention, hardware is used to cause a branch in the program. Instead of repeated calls to an input (or output) subroutine at predetermined intervals, as suggested. in Figure \(8-20\), that call is created when and only when it is needed. The 8080 and most other microprocessors include interrupt handling capability.

We will discuss the internal and external logic required to create an interrupt; the MTS interrupt system; and the design of interrupt service subroutines.

\subsection*{8.4.2.1 Interrupt Logic}

The following signals of the \(8080 / 8228\) system are involved in the logic handling an interrupt:

INT Interrupt. Request input to the 8080. It is driven high by external hardware to request service.

INTE Interrupt Enable. A flip flop in the 8080 and also an external output, signifying that an interrupt will be accepted.

INT F/F Interrupt Accept. A flip flop in the 8080 signifying that an interrupt has been accepted.

INTA Interrupt Acknowledge. A signal passed in the status byte to the 8228 , and also an output signal from the 8228 available to external hardware.

To create an interrupt the external logic must (in general) perform two functions: request an interrupt by raising INT, and respond to INTA by giving the 8080 an instruction. The instruction is usually one of the special one-byte restart calls: RSTO, RST1, etc. These are essentially identical to the CALL instruction except that the address is implied by the op-code. Thereafter the processor executes an interrupt service subroutine just as it would any other subroutine.

Interrupt
\[
\begin{array}{r}
\sum \varepsilon \varepsilon \\
1, d_{1} 10 / 11 \\
80
\end{array}
\]

Some systems have a requirement to test INTE to be sure that an interrupt will be accepted. In other systems it can be used as an indication that an interrupt has been accepted. It is not generally necessary to use this signal externally. It is internally gated with the interrupt request, so that interrupts will not be honored unless the interrupt system is enabled.

The interrupt system is enabled by a RESET, or by the instruction:

FB EI Enable Interrupt

This instruction sets the INTE flag high, but it is carefully arranged to be too late for the next instruction to be interrupted. It is guaranteed that one instruction (usually a RETurn from the interrupt service subroutine) will be executed before another interrupt is accepted.

The interrupt system is disabled by execution of an interrupt. This ensures that the interrupt service subroutine can accomplish its functions without itself being interrupted. It can also be disabled by the instruction:

F3 DI Disable Interrupt

This is commonly used when some time dependent task is to be executed and must not be delayed by interrupts, or when a process is being performed that will affect the results of the next interrupt.

Provided that INTE is set, the INT input sets the internal INT Flip Flop at the end of the current instruction, which is completed before any other action occurs.

When the next instruction cycle starts with INT F/F set, some special events occur. The CPU starts its normal cycle, sending out the PC content and status data. The status includes INTA, a bit on the data bus during status strobe time, which commands the 8228 to issue the INTA command instead of the MEMR command. Then an instruction is placed on the data bus, either by external logic or by the 8228 itself, so that this is loaded into the instruction register in place of the next programmed instruction. During this cycle the 8080 does not increment the program counter, so the address of the instruction that has been interrupted is preserved. The 8080 clears the INT F/F and the Interrupt Enable Flag, so that the next instruction will not be interrupted.

\subsection*{8.4.2.2 Restart Instructions}

It is usual (but not necessary) that the instruction placed on the data bus in response to INTA is one of the special one-byte call instructions, RSTO to RST7. These are equivalent to normal CALL's except that the call address is implied by the op-code, as shown in Figure 8-21. The diagrams of Figures 8-22. through 8-24 show the process, and Figure 8-25 (From the Intel 8080 User's Manual) shows the timing.
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CODING AND EFFECT OF RST INSTRUCTIONS
PROCESSOR
MEMORY

\begin{tabular}{llll}
8 & 2 & 0 & 0 \\
8 & 2 & 0 & 1 \\
8 & 2 & 0 & 2 \\
8 & 2 & 0 & 3 \\
8 & 2 & 0 & 4 \\
8 & 2 & 0 & 5 \\
8 & 2 & 0 & 6 \\
8 & 2 & 0 & 7 \\
8 & 2 & 0 & 8 \\
8 & 2 & 0 & 9 \\
8 & 2 & 0 & \(A\) \\
8 & 2 & 0 & \(B\) \\
8 & 2 & 0 & \(C\) \\
8 & 2 & 0 & 0
\end{tabular}
Instruction is completed and PC is incremented
INT \(F / F\) is set at end of instruction cycle.
PC is sent out again BUT MEMR command is not given
P C
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Figure 8-23


Figure 8-24

\section*{INTERRUPT SEQUENCES}

The 8080 has the built-in capacity to handle external interrupt requests. A peripheral device can initiate an interrust simply by driving the processor's interrupt (INT) line high.

The interrupt (INT) input is asynchronous, and a request may therefore originate at any time during any instruction cycle. Internal logic re-clocks the external request, so that a proper correspondence with the driving clock is established. As Figure 2.8 shows, an interrupt request (INT) arriving during the time that the interrupt enable line (INTE) is high, acts in coincidence with the \(\phi_{2}\) clock to set the internal interrupt latch. This event takes place during the last state of the instruction cycle in which the request occurs, thus ensuring that any instruction in progress is completed before the interrupt can be processed.

The INTERRUPT machine cycle which follows the arrival of an enabled interrupt request resembles an ordinary FETCH machine cycle in most respects. The \(M_{1}\) status bit is transmitted as usual during the SYNC interval. It is accompanied, however, by an INTA status bit ( \(D_{0}\) ) which acknowledges the external request. The contents of the program counter are latched onto the CPU's address lines during \(T_{1}\), but the counter itself is not incremented during the INTERRUPT machine cycle, as it otherwise would be.

In this way, the pre-interrupt status of the program counter is preserved, so that data in the counter may be restored by the interrupted program after the interrupt request has been processed.

The interrupt cycle is otherwise indistinguishable from an ordinary FETCH machine cycle. The processor itself takes no further special action. It is the responsibility of the peripheral logic to see that an eight-bit interrupt instruction is "jammed" onto the processor's data bus during state \(\mathrm{T}_{3}\). In a typical system, this means that the data-in bus from memory must be temporarily disconnected from the processor's main data bus, so that the interrupting device can command the main bus without interference.

The 8080's instruction set provides a special one-byte call which facilitates the processing of interrupts (the ordinary program Call takes three bytes). This is the RESTART instruction (RST). A variable three-bit field embedded in the eight.bit field of the RST enables the interrupting device to direct a Call to one of eight fixed memory locations. The decimal addresses of these dedicated locations are: \(0,8,16\), \(24,32,40,48\), and 56 . Any of these addresses may be used to store the first instructions) of a routine designed to service the requirements of an interrupting device. Since the (RST) is a call, completion of the instruction also stores the old program counter contents on the STACK.


NOTE: (N) Refer to Status Word Chart on Page 2-6.
Figure 2-8. Interrupt Timing
8.4.2.3 Interfaces for RST Instruction

The restart (or other) instruction that is to be placed on the data bus during INTA must not interfere with the data bus at other times. It is best to buffer the data bus with a tri-state device such as the Intel or NEC 8212, or two 74125 Quad Buffers. Figure \(8-26\) shows an 8212 generating RST6 in response to an external interrupt.

When more than one device is to interrupt the 8080 , it is often useful to use vectored interrupts. Each device creates a different RST instruction, thereby calling a different service routine. Figure 8-27 shows an arrangement with which two independent interrupts can create three different restarts: RST5 for INT1, RST6 for INT2, and RST4 for both at once.

In a small system, the data bus can tolerate some resistive pullup, and tri-state or open collector inverters or gates can be used to pull down specific bits. Figure 8-28 shows such a configuration.
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Figure 8-26


FUNCIION
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline INPUIS: & NONE & \multicolumn{2}{|c|}{INT 1} & \multicolumn{2}{|c|}{INT 2} & \multicolumn{2}{|l|}{BOIH} & OIHER \\
\hline INT 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
\hline \(\overline{\text { INT } 2}\) & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
\hline \(\overline{\text { INT A }}\) & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
\hline OUIPUS' & & & & & & & & \\
\hline InI & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
\hline BUS & z & 2 & EF & Z & F7 & Z & E7 & 2 \\
\hline
\end{tabular}

\footnotetext{
Z \(=\) High Independance State
\(\mathrm{EF}=\mathrm{RST} 5\)
F7 = RST 6
E7 = RST 4
}
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\subsection*{8.4.2.4 The 8228 Generated RST7}

For systems that need only one kind of interrupt the 8228 can by itself create an RST7 instruction (CALL 0038) without external logic. If its INTA output is pulled up to +12 volts (through a 1 K resistor), the 8228 recognizes this as an input (instead of an output) that commands it to place FF on the data bus in response to INTA from the 8080. This avoids any need for external logic to provide that instruction.
8.4.2.5 HALT instruction

Many microprocessor based systems have no function to perform while they are waiting for input. The program can be made to cycle indefinitely in one place with:

8200 C3 JMP 8200
00
82

Now an interrupt with an RST instruction will call an interrupt service routine which handles all of the processing, and the return will go back to 8200. An alternative is the instruction:
```

76 HLT Halt at this address until
an interrupt occurs.

```

When this instruction is executed the processor enters a WAIT state until an interrupt occurs. Now if \(\overline{I N T A}\) is OR'ed with MEMR, the next instruction in the program will be read and program execution will continue:

Program Flow:
\(\longrightarrow\) EI
HLT
NOP
Next instruction
\(:\)

\(\quad:\)
JMP

Enable interrupt Wait for interrupt

Process interrupt

Go wait for next interrupt

This avoids the need for placing a special instruction on the data bus. Note, however, that the byte following HLT will be read twice, because the program counter is not incremented during INTA. Therefore this instruction should be NOP. Alternatively, a NOP instruction may be placed on the data bus through diodes during INTA.


This scheme places all the capacitance of the diodes on the data bus at all times, so it must be used with care.

\subsection*{8.4.3 The MTS Interrupt System}

When the MTS executes your program in STEP mode (whether it was started with the STEP or RUN key) an interrupt is generated by the MTS hardware as each of your instructions is executed, causing an RST7 that calls the monitor program. The monitor then operates as an interrupt service
subroutine, which we will describe later. The hardware involved will show something of the timing relationship of an interrupt system.

MTS uses the 8228 generated RST7, so there is no external logic to place an instruction on the data bus. R62, located between the 8080 and the 8224, pulls INTA up to +12 volts to cause the RST7 in response to INTA.

Figure 8-29 shows the interrupt circuit and timing. Recall that an 8080 instruction cycle comprises one to five machine cycles. Each machine cycle includes three to five clock periods, or states. The first state of each machine cycle is identified by a status strobe signal from the 8224; this is shown in the timing diagram as STSTB. During the first state of every machine cycle the 8080 sends out signals on the data bus to identify the operations to be carried out. These are latched by the 8228 and provide the information to generate all the control signals \(\overline{M E M R}, \overline{M E M W}, I / O \overline{R E A D}, I / O \overline{W R I T E}\) and INTA. Status strobe identifies the time at which the status data can be latched, both by the 8228 and any other device that needs it - such as the MTS interrupt system.


One of the data bits in the status byte is M1. This identifies the first (or only) machine cycle in each instruction cycle. In the timing diagram of figure 8-29 we show four instructions: EI, RET, an unidentified instruction of the user's program, and RST7. EI is a single cycle instruction; RET and RST7 are three cycle instructions, and We have chosen a two cycle instruction (MVI A, for instance) as the user instruction. M1 is seen as a high signal during status strobe at the start of each instruction cycle.

Our timing diagram starts with the monitor in control; INTE has been set low at entry to the monitor. Just before returning to the user's program, the monitor includes an EI instruction which sets INTE high, just as the next instruction begins.

The MTS hardware includes a dual D flip flop (7474, or NEC 214). This device has four inputs to each flip flop: Set, Clear, Data, and Clock. The Set and Clear inputs force the flip flop to 1 or 0 independent of the clock. They are active low signals and all but one are unused in this circuit. In the absence of Set and Clear, the flip flop stores the data input at the moment when the clock input changes from low to high. It ignores the state of these inputs except at that transition. Thus FF1, high at the start of the timing diagram, copies the inverted M1 signal at the start of the EI instruction. It stays low when M1 occurs again with status strobe at the start of RET, but when the second machine cycle of RET begins M1 stays low, so the inverted M1 is clocked into FF1 and sets it high. Thus FF1 will be low continuously for single instructions but will always become high at the start of a second
machine cycle. It follows this sequence whether the interrupts are enabled or not.

INTE is taken into the set input of FF2. Since this is an active low input that overrides the clock, FF2 is high as long as INTE is low. When INTE is set high by the EI instruction, FF2 comes under control of its data and clock inputs. The \(D\) input is tied to ground, so the rising edge of the clock will set it low. FF2 receives its clock from the inverted output of FF1, so when FF1 goes low with INTE high, FF2 goes low. When the MTS is operating in AUTO mode, with interrupts enabled, FF2 will always be low; but in STEP mode FF2 will almost always be high. Just at the end of the return from the monitor, when the first machine cycle of your instruction resets FF1, FF2 goes low to create another interrupt. If you watch this with an oscilloscope you can see why operating in STEP mode slows your program so much: most of the time is spent in the monitor. The AUTO/STEP toggle switch simply disconnects FF2 from the INT input.

The gate permits you to enter a separate interrupt for your owr. purposes. This is in the 7400 or NEC 201 chip below the 8228 , ard the right hand side of R 55 is connected to it. When the mode switch is at AUTO, either input to the gate can be used as an external input. To experiment with an external interrupt, connect a test clip to R55, set the mode switch to AUTO, and either use a program you have loaded or enter a trivial program such as:
\begin{tabular}{ll}
8200 & C3 JMP 8200 \\
01 & 00 \\
02 & 82
\end{tabular}
and start the program with STEP (not with RUN). Now an exterral interrupt will return to the monitor. Touch your test lead to ground to generate the interrupt.

Also experiment with the DI and EI instructions. Enter this:

\section*{8200 F3 DI}

01 3C INR A
02 C2 JNZ 8201
0301
0482
05 FB
EI
0600 NOP
07 C3 JMP 8200
0800
0982

The DI instruction prevents the external interrupt from being effective until the EI at 8205 enables interrupts again. When you operate this, again using STEP to initiate it but in AUTO mode, your external interrupt with the test lead will always return you to the monitor at address 8207. The interrupt cannot affect the instruction immediately following the EI.

You will find that if you try to operate this program in STEP mode, the monitor will not interrupt it. It is a requirement of the MTS interrupt logic (not of the 8080) that the interrupt is not generated until a multi-cycle instruction has been completed and the next instruction has started. In normal operation this allows the monitor's return and one user instruction to be executed before the monitor is called again. With this test program the single-cycle NOP does not create an interrupt. The JMP is executed, the monitor initiates the interrupt, but the instruction being processed at that time is Disable Interrupt, which makes the interrupt ineffective even though it had already been received. If you change the instruction at 8206 from NOP to:

820677 MOV M,A
or any other instruction requiring two memory cycles, then the interrupt will occur as the JMP is executed and the monitor will be called before DI is executed at 8200.

\subsection*{8.5 INTERRUPT SERVICE ROUTINES}

When an interrupt occurs the interrupt instruction generally calls an interrupt service routine. This is a subroutine, but it has two special requirements. It must:
a) Preserve the environment.
b) Find out why it was called.

\subsection*{8.5.1 Preserving the Environment}

An interrupt service routine does not use the registers to exchange data with a calling program. On the contrary, it must preserve the contents of all registers and flags, and restore those contents before returning to the instruction that was interrupted. The interrupted program module makes no special provisions for the interrupt, and except for the time taken by the interrupt service its functions must not be interfered with. It may be interrupted but not disrupted, and the service routine must be transparent.

The first several instructions in any interrupt service routine are almost invariable PUSH instructions to save the registers:
\begin{tabular}{lll} 
PUSH & PSW & Save A and flags \\
PUSH & B & Save B, C \\
PUSH & D & Save D, E \\
PUSH & H & Save H, L
\end{tabular}

The routine can now use all of the registers to perform its functions typically input and/or output. When finished it restores the environment that existed before the interrupt by popping the registers in reverse order:
\begin{tabular}{ll} 
POP & H \\
POP & D \\
POP & B \\
POP & PSW
\end{tabular}

EI
RET

Remember that the interrupt itself disabled the interrupt system, so to restore the environment, allowing for another interrupt, there must be an EI in the service routine. If this is placed immediately before the return, it is guaranteed that the return will be executed. Placing it earlier in the interrupt routine will allow another interrupt to interrupt the interrupt routine! This is sometimes done, but usually with priority interrupt systems (which are discussed below), and requires special consideration. Many interrupt service routines cannot tolerate being interrupted. This is the case with the MTS monitor, for instance. Other program modules may also be intolerant of interrupts. They must be protected by a DI instructions, and at some point must also include EI.
8.5.2 Identifying the Source of the Interrupt

Commonly a system will have only one generalized interrupt service routine to handle a variety of interrupts. For instance an 'intelligent' communications terminal might be interrupted by a transmit next character signal, or by an operator's keystroke. Hardware can be provided to call different interrupt service routines, as we showed earlier. This adds cost and introduces the problem of simultaneous interrupts from different sources. If there is not a severe time constraint it is usually less costly to use programmed I/O rather than providing for vectored priority interrupts. We will define these terms but otherwise in this course will not be concerned with them.

This is a combination of hardware and software such that each different source of interrupt calls a service routine specific to the device that created the interrupt.

The prior discussion of RST instructions showed how vectored interrupts can be created by placing different instructions on the data bus in response to INTA. Other schemes are possible, For instance the program may store the address of module to process the next interrupt, if a particular sequence is expected.

\section*{\(8-79\)}

\subsection*{8.5.3 Priority Interrupt Systems}

A combination of hardware and software guaranteeing that an interrupt from one source is given priority over another; the higher priority can interrupt the lower, or, if they arrive simultaneously, will be handled first. This can be extended to many levels if necessary.

Specific hardware devices (LSI chips) are available to perform this function. . In combination with software the 8255 can also create a priority interrupt system.

\subsection*{8.5.4 Timed Interrupt Systems}

Systems that need to know the time of day often use a hardware counter, operating on the computer's crystal clock, to generate an interrupt once every millisecond (or any other desirable interval). An interrupt service routine increments a 'clock' address in memory. The service routine may also conduct \(I / O\) operations at this time, checking each input port to see if any service is needed. This scheme provides frequent service to all I/O ports without requiring each I/O device to create interrupts, and is called 'polling'.

8.6 USING INTERRUPTS WITH MTS

The MTS can readily be modified to accept two vectored interrupts, RST5 and RST6. The actual interrupts call 0028 and 0030 , but the monitor was programmed to contain jump instructions to your program area:
\begin{tabular}{lll}
0028 & JMP & 8228 \\
0030 & JMP & 8230
\end{tabular}

Thus you can place interrupt service routines at those locations and provide hardware to enter the restart instructions required. To do this you must disable the RST7 insertion feature of the 8228 by removing the 1K pullup resistor from INTA, and inserting the desired RST by one of the schemes described earlier. Note that having done this, you must also provide the RST7 (FF) for MTS generated interrupts.

You can avoid the hardware requirement altogether by entering a jump address in the monitor's memory area. This will cause a jump to your interrupt service routine when an RST7 is received. There are significant restraints on the use of this system. Nevertheless it gives valuable experience with interrupt handing with no hardware except a clip lead. In the following exercise we will develop an interrupt service routine that uses the RST7.

\subsection*{8.6.1 Interrupt Service Routine Exercise}

The program to be developed represents a timed interrupt system. The interrupt service routine has two tasks:
a) Increment a multi-byte counter in memory.
b) Read the keyboard. When a key is pressed convert it to hexadecimal and store in memory; when the key is released set an indicator in memory.

The control program will do the following:
a) Display the contents of the counter that is being updated by the interrupt service routine.
b) Test the service routine's indicator for a new input, and when one is found clear the indicator and process the input.
c) In response to a hex key input shift the digit into a four byte store in memory. Display the input data instead of the counter.

\section*{8 - 82}
d) In response to a command, process the data as follows:

CLR Clear the input

MEM Replace the contents of the counter with the input data and clear the input.

REG Add the input data to the contents of the counter and clear the input.

BRK Call the monitor

NEXT Display the input

RUN Display the counter

After any command key except NEXT has been processed the counter display will be resumed. We will define the data memory area as follows:

Address
\(8280-8285\)
8286
8287
8288-828F
8290-8293

Contents

Counter
Key indicator
Key value
Not assigned
Key input data

The solution given to this problem uses the following program memory assignments:

Address
\begin{tabular}{ll}
\(8200-821 F\) & Main Control Program \\
\(8220-822 F\) & Display subroutine \\
\(8230-824 F\) & Interrupt service \\
\(8250-825 F\) & Copy and Clear subroutine \\
\(8260-828 A\) & Keyboard subroutine \\
\(828 B-829 F\) & KTST and KYIN \\
82A0-82CF & Key data processing \\
82D0-82EF & Command processing \\
82F0-82FF & Addition subroutine
\end{tabular}

The key indicator will be set to FF when the key is released; keyboard scanning will be inhibited until the control program clears the indicator to 00. Other states of the indicator may be used by the interrupt routine for its own purposes and must not be altered by the control program. The key value is available to the program only while the indicator is set to FF.

We will initially develop the counter function in the interrupt service routine, reserving space for a call to a keyboard input subroutine. In the control program we will provide for initialization of all the storage (including the counter and keyboard memory), for display of the counter, and for loading the monitor jump address. Again, the keyboard functions will be omitted initially.

When we use RST7, there are two constraints which must be observed to make the new interrupt service routine function with the monitor. First, the control program (or some subroutine) must store the low byte of the jump address at memory location 83D4. (Only the low byte is stored; the jump is always to page \(82 \times x\).) This is dictated by the fact that the monitor loads 83D4 with a jump address after normal servicing of an RST7 interrupt. As the monitor lives in ROM memory, it must put all of its computed address and data in RAM, hence the 83D4 usage. We want the entry from the monitor to be 8238 , so this program segment is needed:

3E MVI A,38 38

32 STA 83D4
D4
83

This must be executed each time the program is started with the RUN or STEP key. During program debugging it is generally most convenient to have it inside a repetitive loop. Note that storing the jump address disables the STEP and breakpoint functions of the monitor. When you first try the program, instead of the STA instruction use a call to the interrupt service routine:
\begin{tabular}{llll} 
Final & \multicolumn{1}{l}{ Debug } \\
32 & STA \(83 D 4\) & CD CALL & 8230 \\
D4 & & 30 & \\
83 & 82 & \(\ddots\)
\end{tabular}

This will allow you to step through to check program flow. Write the main program, a subroutine to clear part of memory, and a display routine. Coding solutions are given in Figures 10-30 through 10-32.

CODING SHEET



CALL DISC
INTEGRATED COMPUTER SYSTEMS MICROCOMPUTER TRAINING SYSTEM \(\cdots\) |

ISFGAY SUBROUTINE


8.6.2 Writing the Interrupt Service Routine

The monitor jumps into your interrupt service routine with the registers and return address already saved. You must provide two entries: one for a CALL during debugging and one for the monitor entry, and both must result in the registers being saved in exactly the same way. Your entry at 8230 should have the same instructions that the monitor has.

Your program counter, as displayed by the monitor, is actually the return address stored by RST7. To make it readily accessible the monitor extracts it from the stack and stores it in a fixed address.

0038 F3 DI Disable Interrupt- to permit entry by CALL or programmed RST7.

0039 E3 XTHL (ST) <-> (HL)
Place (HL) in the stack and return address in HL.

003A 22 SHLD PCADDR
003B DA (83DA) <- low return address
003C 83 (83DB) <- high return address

003D C5 PUSH B Save registers
003E D5 PUSH D
003F F5 PUSH PSW

8
After this sequence the stack contains:

83CB Flags
CC (A)
CD (E)
CE (D)
CF (C)
DO (B)
D1 (L)
D2 (H)

The return address is at 83 DA and 83 DB , not in the stack. The addresses will be different if you enter the monitor from a subroutine because 83D2 and 83Dl will contain a return address, but the sequence of storage will be the same.

You should duplicate the instructions shown above at 8230 through 8237 . This will allow three ways of using the subroutine: by an RST6, which will enter the monitor and jump to 8230 ; by CALL 8230 ; or by placing the jump address 38 in memory location \(83 D 4\) and allowing monitor interrupts with RST7 to jump there. You cannot yet step through the subroutine because your return address is stored in 83DA and 83DB, and will be destroyed by the monitor. For debugging it is wise to overcome this by recovering the return address and pushing it into the stack:
\begin{tabular}{rlll}
8230 & F3 & DI & \\
31 & E3 & XTHL \\
32 & 22 & SHLD PCADDR \\
33 & DA & & \\
34 & 83 & & \\
35 & C5 & PUSH & B \\
36 & D5 & PUSH & D \\
37 & F5 & PUSH & PSW \\
38 & \(2 A\) & LHLD & PCADDR \\
39 & DA & & \\
\(3 A\) & 83 & & \\
\(3 B\) & E5 & PUSH & H \\
\(3 C\) & FB & EI &
\end{tabular}

Now the EI at 823 enables monitor interrupts, and you can step through the subroutine. Insert any multi-byte instruction after EI; leave some space (NOP's) and then create the return segment of the interrupt service routine, starting at 8248. The complete coding is shown in Figure 10-33.
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CHAPTER 9

\section*{DATA FORMAT}
9. DATA FORMAT

In Chapter 8 you used only discrete inputs and outputs, each bit being essentially independent of all others. An output at C4, C5 or C6 selects a column of the keyboard; an input at any bit of port A comes from one key. The timing of inputs and outputs, apart from their sequence, has no meaning. We will now consider parallel \(I / 0\), where a data byte representing a number is transferred, and serial \(I / O\), where the timing of signals carries information.

\section*{9-2}
9.1 PARALLEL INPUT /OUTPUT

Clearly the 8255 data ports are principally intended for 8 -bit, parallel data transfer. Such data might come from a paper tape reader, an analog to digital converter, another computer, a keybard that includes built-in scanning and decoding, or a communications device that includes serial to parallel conversion. A usual characteristic of such devices is that they generate a strobe signal indicating that an input byte is ready for the computer. When port \(A\) or port \(B\) of the 8255 is programmed to input mode 1 , it uses some bits of port \(C\) to handle the strobe and give an interrupt to the 8080 , and responds with an acknowledgement to the input device when the computer has accepted the data. Some input devices are designed to demand such an acknowledgement before entering the next byte, or to recognize an error condition if it is not received.

\subsection*{9.1.1 Paper Tape Reader Example}

Figure 9-1 shows bit assignments and timing for mode 1 input through an 8255. Consider how this would be used with a high-speed paper tape reader.

\section*{SILICON GATE MOS 8255}

\section*{Input Control Signal Definition}

\section*{\(\overline{\text { STB }}\) (Strobe Input)}

A "low" on this input loads data into the input latch.
IBF (Input Buffer Full F/F)
A "high" on this output indicates that the data has been loaded into the input latch; in essence, an acknowledgement. IBF is set by the falling edge of the STB input and is reset by the rising edge of the RD input.

\section*{INTR (Interrupt Request)}

A "high" on this output can be used to interrupt the CPU when an input device is requesting service. INTR is set by the rising edge of \(\overline{S T B}\) if IBF is a "one" and INTE is a "one". It is reset by the falling edge of \(\overline{\mathrm{RD}}\). This procedure allows an input device to request service from the CPU by simply strobing its data into the port.

INTE A
Controlled by bit set/reset of \(\mathrm{PC}_{4}\).
INTE B
Controlled by bit set/reset of \(\mathrm{PC}_{2}\).

\section*{Mode 1 Input}

MODE 1 (STROBED INPUT)
basic timing

The photoelectric reader senses hole; in the paper tape. The sprocket hole (which is present at every char icter position even though there may be no other holes) is sensed to indi:ate that the data holes are in position to be read. The sprocket hole signal provides the strobe to latch data into the 8255. The logic and timing diagram of Figure 9-2 shows the sprocket hole signal clocking a \(D\) flip-flop. The IBF signal is taken into the \(D\) input. Since it is (presumably) low, indicating that the buffer is ready to take data, the flip-flop is reset. Its output is the strobe signal; this enters the data into the 8255 data latch and sets IBF high. IBF high sets the \(D\) flip-flop through the asynchronous set input, ending the strobe pulse and latching the data. The end of strobe sets the 8255 's interrupt request output. The 8080 acknowledges the interrupt, calls the interrupt service routine, and reads the data from the 8255.

The act of reading (I/O RD) resets IBF, indicating that the buffer is again available. All of this is normally accomplished while the sprocket hole is still visible to the reader. (At 1000 characters per second it lasts for about 200 microseconds, time enough for a reasonable interrupt service routine). While the IBF signal is high the reader's motor is allowed to coast; when IBF. is reset it runs again.


In the second segment of the timing diagram the CPU is not available to read the data promptly. Either it has disabled the 8255 interrupt, or its program has disabled all interrupts. The IBF signal stays high beyond the sprocket hole signal. This signals the paper taper reader that, although the 8255 has accepted and latched the present character, it may not be ready in time for the next. The mechanism now applies a brake to stop paper motion before the next character. When the data are finally accepted by the CPU by an I/O Read, the motor can run again.

The final segment of the timing diagram shows a failure: IBF is not set by the strobe (perhaps the 8255 has been reprogrammed). Strobe goes low but fails to rise again. This can generate a visible alarm signal to indicate a loss of data.
9.1.2 Computer to Computer Interface

Some applications overburden a microprocessor, particularly when two or more tasks require fast interrupt service response. One solution, of course, is to use a faster or more powerful computer such as a bipolar bit-slice machine, whose instruction time may be a small fraction of the 8080's. Often it is more economical to divide the task between two microprocessors. They will then need to communicate with each other. This can be handled in three ways:
a) Through input/output ports
b) Direct memory access
c) Memory sharing

\subsection*{9.1.2.1 I/O Port Interface}

One computer can write an output to a data latch (such as the 8212) and create an interrupt to another, which can then read the data through a similar port or through a tri-state buffer. The 8255 has the ability to operate port \(A\) as a tri-state, bi-directional bus interface. This avoids the need for a second device between the systems. The 8255 is connected as an I/O port to one 8080 (the master) and port \(A\) is connected to the data bus of the other 8080 (the slave). Six bits of port. \(C\) are used for handshaking between the processors; the slave needs additional gating to enable port \(A\) to interact with its bus.

Figure 9-3 defines mode 2 of the 8255 , and Figure \(9-4\) shows the connection between two processors through the 8255. The master writes and reads ports \(A\) and \(B\) as in any other use of the device. The slave is connected to port A. It can address the 8255 through an I/O Read or Write with a port address that gives it a select signal. I/O Write and select generate an \(\overline{S T B}\) input to \(C 4\), latching the slave's data bus content into the port A data latch. This much of its behavior is similar to mode 1 input. I/O Read and select generate an \(\overline{A C K}\) input to C6, which places the data latch content onto the port \(A\) outputs and so onto the slave's data bus. Otherwise port \(A\) is in the high impedance state. \(\overline{I B F}\) (port C5) goes low when the input buffer is empty. \(\overline{O B F}\) (port C7) goes low when the output buffer is full. Either of these will generate an interrupt to the slave CPU to indicate that the 8255 needs service. These two signals may also be taken to other input ports of the slave, so that it can determine which kind of service is needed.


\section*{Mode 2 Control Word.}

\section*{Operating Modes}

\section*{Mode 2 (Strobed Bi-Directional Bus 1/O)}

This functional configuration provides a means for communicating with a peripheral device or structure on a single 8 -bit bus for both transmitting and receiving data (bi-directional bus I/O). "Handshaking" signals are provided to maintain proper bus flow discipline in a similar manner to Mode 1. Interrupt generation and enable/disable functions are also available.

Mode 2 Basic Functional Definitions:
- Used in Group A only.
- One 8-bit, bi-directional bus Port (Port A) and a 5 -bit control Port (Port C).
- Both inputs and outputs are latched.
- The 5 -bit control port (Port C ) is used for control and status for the 8-bit, bi-directional bus port (Port A).

\section*{Bi-Directional Bus I/O Control Signal Definition INTR (Interrupt Request)}

A high on this output can be used to interrupt the CPU for both input or output operations.


Mode 2

\section*{Output Operations}

\section*{\(\overline{O B F}\) (Output Buffer Full)}

The \(\overline{\text { OBF }}\) output will go "low" to indicate that the CPU has written data out to Port \(A\).

\section*{\(\overline{\text { ACK }}\) (Acknowledge)}

A "low" on this input enables the tri-state output buffer of Port \(\mathbf{A}\) to send out the data. Otherwise, the output buffer will be in the high-impedance state.

INTE 1 (The INTE Flip-Flop associated with \(\overline{\text { OBF }}\) )
Controlled by bit set/reset of \(\mathrm{PC}_{6}\).

\section*{Input Operations}

\section*{\(\overline{\text { STB }}\) (Strobe Input)}

A "low" on this input loads data into the input latch.

\section*{IBF (Input Buffer Full F/F)}

A "high" on this output indicates that data has been loaded into the input latch.

INTE 2 (The INTE Flip-Flop associated with IBF)
Controlled by bit set/reset of \(\mathrm{PC}_{4}\).


Figure 8-29
9.1.2.2 Direct Memory Access Interface

Clearly a DMA channel can be established between two processors. It may be handled by I/O ports with one processor given direct memory access to the other processor, or there may be separate hardware to operate DMA to both processors. This subject will not be covered further since DMA has been extensively discussed.
9.1.2.3 Shared Memory

A powerful but somewhat expensive technique for interfacing two processors is shown in Figure 9-5. Some part of memory is fully accessible to both processors, and either can address it at any time. As the figure shows, ten logic chips are needed to share 512 bytes (four chips) of RAM. The interesting point is the ready access each processor has to the data: it is simply addressed like any other part of memory. The timing diagram in Figure 9-5 shows what happens if both processors address the memory at the same time. Whoever gets there first has immediate access, while the other must enter a WAIT state for one clock period. If the first processor uses the memory for two consecutive reads or writes (with an INR \(M\) or SHLD instruction, for instance), the other must wait for two clock periods. It is guaranteed access within one full instruction cycle, however, unless the other processor is executing a program stored in the shared memory. (That operation is not unreasonable. A master CPU might pass some lengthy task to a slave by loading a program into the shared memory).

system 1


FIGURE 9-5

We can attach a meaning to the time of arrival of a data bit, just as we attach a meaning to its position in a binary number. To communicate an eight bit number from one machine to another, the sender outputs a discrete signal on one bit of a data port, thereafter sending successive bits at fixed time intervals. In the early days of computers it was common to send a data signal and two timing signals as discrete outputs.


\subsection*{9.2.1 Signal Coding}

These signals are easy to generate and interpret. The sender switches the clock signal at some convenient time interval. Each time it is switched low, a new data bit is sent on a separate line. The receiver observes the clock and reads the data bit when the clock switches high. The first bit of each word is accompanied by a word mark. This delineates characters so that if an occasional bit is lost the entire message will not be garbled.

This scheme is simple, but transmitting it over long distances is extravagant as the timing signals carry very little information. If both transmitter and receiver have accurate timing sources, the bit clock is unnecessary. The receiver can recreate it, starting from the edge of the word mark. There are several ways of transmitting the word mark on the same wires with the data, thereby greatly reducing the cost.


We can put time intervals between words on the data line and fit the word marks into the intervals. If they can be distinguished from the data bits (by a narrower or wider pulse, or a different frequency, for instance) they will still serve the same function.

\subsection*{9.2.2 Synchronous Communication}

A technique which is in common use is to send word marks only infrequently, maintaining a well synchronized clock over a long message. The word mark is now transmitted not as a single pulse for each word, but as a special, recognizable pattern called an Idle character.

IDE


DATA


This is merged into the normal data stream as though it were part of the message. It fulfills the role of \(a\) word mark in controlling synchronization of the bit clock and in marking the boundary of a character. When the receiver is seeking synchronization, it collects eight bits and compares the pattern with that of the known idle. If the pattern is wrong it discards the oldest bit and shifts in the next. This continues until the idle pattern is recognized, indicating that synchronization has been achieved and communication can begin. It is common in such systems to have at least some degree of reverse communication or feedback from the receiver to the sender, which is used to say 'OK' or 'HELP'. This is called a supervisory channel and is only used to operate the communication system, not to transmit messages.

This method is referred to as 'synchronous communication' because of the requirement for continuously synchronized send and receive signals. After the initial period of seeking synchronization, the receiver stays synchronized by observing signal transitions in the data stream. Its crystal clock is able to maintain sync even if long strings of data are all ones or all zeros, of if the signal is temporarily lost. Thus all the signals on the communications line are part of the message being sent. If there is a break in the message, the sender must fill the spaces with idle characters so that the time from the beginning of one word to the beginning of the next is always exactly one word time.

\subsection*{9.2.3 Asynchronous Communication}

An alternative method is especially suited to devices such as the teletype, whose characters are transmitted and received asynchronously. There may be long pauses between characters, but occasionally one character will quickly follow another.

The transmission rate for a teletype is usually 10 characters per second or approximately 120 words per minute ( a very fast typing speed). The same signal format has been adopted for faster electronic communication devices.

In asynchronous communication each character is independent and carries its own word mark. The adopted convention is for each data character to be preceded by a zero, followed by one or more bit-times (intervals) of the 'one' signal.


After some period of time with no data, (i.e. constant 'one' signals) the receiver will see a transition to zero. This signals the start of a character, and the receiver synchronizes its clock.

TRANSIITION DECIEDED


One half bit-time later the receiver checks the start bit. If it is not zero, an error has been made. Thereafter the receiver accepts eight bits, reading them at one bit-time intervals, then tests the stop bit to
\[
9-\quad 17
\]
see that it is a 'one'. Now the receiver waits until another transition to zero marks the start of next character.

This data format has been adopted for asynchronous communication by the American National Standards Institute and by CCITT. The data content is also coded in a standardized form. These standards were promulgated by the American Standards Committee on Information Interchange (ASCII).

\subsection*{9.3 TRANSMITTING AND RECEIVING ASCII CHARACTERS}

A special purpose communications device, the 8251, is available as a peripheral to the 8080. This is a 'Universal Synchronous - Asynchronous Receiver - Transmitter' (UART). It is a very capable device, and in any busy system its use is well justified. Often, however, the microprocessor has little enough to do that it can readily handle serial communications by 'bit banging' - processing and timing each bit under program control. In this exercise we will program the MTS to send and receive ASCII characters.

The receiving process has been generally described.. We will extend this definition to include 'echoing' and show that the bit banging task is common to both transmitting and receiving.

\subsection*{9.3.1 Echoing}

Echoing is a common procedure when a teletype or other keyboard input terminal is used with a computer. The computer receives data from the keyboard and returns the same data to the printer. It appears to the user that he is typing directly to the printer. In fact; the printer mechanism is actuated by the signal returned from the computer, and not by the keyboard. This also provides confirmation of correct receipt of the input by the computer. If it is done over telephone lines it requires 'full duplex' communication - simultaneous transmission in both direction. The computer terminal commonly includes a 'full duplex/half duplex' switch. In full duplex it only prints what it receives from the telephone line, while in half duplex it prints
directly from the keyboard.

Echoing may also be used in communication between computers or between computers and 'intelligent' terminals. It is a simple means of error detection, although extravagant in communication bandwidth.

Figure 9-6 shows two forms of echoing. Bit echoing implies that when each bit is read by the receiver, in the middle of its time period, it is immediately transmitted back to the sender. It is very easy to accomplish with the procedure called bit banging: each time the receiver samples a bit it copies that bit onto its output port. If the transmitter is local, so no significant transmission delay is involved, the transmitter can check the echo just before sending the next bit. The latter technique is of limited value, however, because any telephone


Character echoing is more commonly used over a communication link. The receiver echoes only when it has received the full character. An echo implies not only that the character reached the receiver, but that it entered \(a\) program that will process it and has been appropriately stored. Character echoing, moreover, is demanded by some communication facilities such as the current loop, which we will discuss later. Full duplex character echoing demands that the receive and send processes within the terminal be independent of each other. Each must keep track of time independently of the other. This implies all the complexities of full duplex communication, which we shall not treat here. This exercise provides for bit echoing on receive, but only half duplex operation otherwise.
- Figure 9-7 shows a bit handler subroutine, used either in transmitting or receiving, with or without bit echoing or bit echo checking. Each time it is called it transmits a bit, waits one bit-time, then receives a bit. Alternate entries allow the calling program to preload a half bit-time to the time counter or to avoid the delay altogether.

Figure 9-8 shows a subroutine for receiving. It repeatedly calls the bit handler-for input with no delay until it receives a start bit, then it calls the bit handler for a half bit-time delay and tests to be sure that it still has a start bit. Thereafter it calls the bit handler for full bit-times, each time shifting the received bit into a character and also returning the bit to be echoed.

Figure 9-9 shows a subroutine for sending a character. After sending a half bit-time of stop bit it shifts the character out one bit at a time,
and shifts the received echo bit into the character. It returns with the echo in \(A\), ready to be compared with the original value by the calling program.

In either sending or receiving, the bit handler's timing loop ties up the processor so that no other activities can occur. In some systems this is perfectly acceptable. This program is suitable, for instance, for connecting the MTS to a teletype or other terminal. In many systems, however, sending and receiving and other functions must overlap. Then bit banging can only be done on a timed interrupt basis, and an 8251 or other peripheral becomes much more attractive. You may want to try to develop a program that \(c a n\) send and receive independently at the same time. It is possible at a low data rate.

BIT HANDTER


Figure 9-7


Figure 9-8

\[
9-26
\]

Figures 9-10 and 9-11 show test programs for the send and receive programs. The sending program transmits a message from memory location 8300 up, until it has sent an FF character. The ASCII code defines this as 'Break', and it is found on all full keyboard terminals. The send test program can operate by itself repeatedly sending data stored in RAM by monitor commands. It provides word marks and a message mark useful for triggering an oscilloscope. If you have a teletype or other terminal available the receive program will take data from the teletype, and when you send Break the send program will transmit back whatever you sent.


(2)

Calculating the timing loop is rather difficult because of the variable length of the instructions. There are ten different execution times ranging from 2.5 to 11.5 microseconds. Table 9-1 shows the timing for various instructions. Note that the MTS takes one extra clock cycle for each memory access because of the slow CMOS memory; thus the five machine cycles of an XTHL instruction take 18 clock periods with fast memory but 23 in MTS. Table 9-2 shows the timing calculations used to derive the delay times used. The coding solutions for this exercise are presented in Figures 9-12 through 9-17.

\section*{Clock Periods 8080 MTS}
\begin{tabular}{|c|c|c|}
\hline MOV \(r\), \(r\) & 5 & 6 \\
\hline MOV r,M; MOV M,r & 7 & 9 \\
\hline MVI \(r\) & 7 & 9 \\
\hline MVI M & 10 & 13 \\
\hline LXI rp & 10 & 13 \\
\hline LDA; STA & 13 & 17 \\
\hline LDAX; STAX & 7 & 9 \\
\hline LHLD; SHLD & 16 & 21 \\
\hline SPHL; PCHL & 5 & 6 \\
\hline XCHG & 4 & 5 \\
\hline XTHL & 18 & 23 \\
\hline POP & 10 & 13 \\
\hline PUSH & 11 & 14 \\
\hline INR r ; DCR r & 5 & 6 \\
\hline INR M; DCR M & 10 & 13 \\
\hline INX rp; DCX rp & 5 & 6 \\
\hline DAD rp & 10 & 11 \\
\hline ADD r; ADC r; SUB r; SBB r & 4 & 5 \\
\hline ANA \(r\); XRA \(r\); ORA \(r\); CMP \(r\), & & \\
\hline ADD M,etc & 7 & 9 \\
\hline ADI etc & 7 & 9 \\
\hline RLC; RRC; RAL; RAR \(\}\) & 4 & 5 \\
\hline DAA; CMA; STC; CMC & & \\
\hline JMP; JNZ; etc & 10 & 13 \\
\hline CALL & 17 & 22 \\
\hline CNZ etc - executed & 17 & 22 \\
\hline - not executed & 11 & 14 \\
\hline RET & 10 & 13 \\
\hline RNZ etc - executed & 11 & 14 \\
\hline - not executed & 5 & 6 \\
\hline HLT (if interrupted immediately) & 7 & 9 \\
\hline NOP & 4 & 5 \\
\hline IN; OUT & 10 & 13 \\
\hline EI; DI & 4 & 5 \\
\hline RST & 11 & 14 \\
\hline
\end{tabular}
TIMING
Counting Clock Periods for Program Segments
Bit Handler Timing Loop:

Remainder of Bit handler with full bit-time call:
82E3 MVI A 9
E5 RAL 5
E6 OUT 13
E8 XRI 9
EA OUT 13
EC XRI 9
EE OUT 13
FO LHLD 21
F3 XCHG 5
F4 DAD 11
(Timing Loop)
FB IN 13
FD RAR 5
FE RET \(\frac{13}{139}\)
For half bit-time call:
82EO LXI D \(\frac{13}{152}\)
Send (Bit Loop Only)
82AC CALL 22
AF NOP 5
BO MOV A,B 6
B1 RAR 5
B2 MOV B,A 6
B3 DCR C 6
B4 JNZ \(\quad \frac{13}{63}\)

Receive (Bit Loop Only)


Alternate timing loop:


Clocks/Bit \(=(\) Send or Receive) \(+(\) Bit Handler) \(+2 N(T i m i n g ~ L o o p)\)
where N is the half bit-time count
\[
\begin{aligned}
& =63+139+2 N(30) \\
& =202+60 N
\end{aligned}
\]

Time/Bit
\[
\begin{aligned}
& T=0.5(202+60 N) \text { microseconds } \\
& N=(T-101) / 30
\end{aligned}
\]
\begin{tabular}{|c|c|l|c|}
\hline Baud Rate & \begin{tabular}{l} 
Time/Bit \\
(microseconds)
\end{tabular} & \begin{tabular}{c} 
N \\
Decimal
\end{tabular} & \begin{tabular}{c} 
N \\
Hex
\end{tabular} \\
\hline 75 & 13333.3 & 441 & \(01 \mathrm{B9}\) \\
110 & 9090.9 & 300 & 012 C \\
150 & 6666.7 & 219 & 00 DB \\
300 & 3333.3 & 108 & 006 C \\
600 & 1666.7 & 52 & 0032 \\
1200 & 833.3 & Not Useable & \\
\hline
\end{tabular}
\(N=(T-101) / 19\)
(Using shorter timing loop)
\begin{tabular}{|r|r|r|r|}
\hline 300 & 3333.3 & 170 & AA \\
600 & 1666.7 & 82 & 52 \\
1200 & 833.3 & 38 & 26 \\
\hline
\end{tabular}

Table 9-2

EIT HANDLEM


SEND

TEST PROGRANI FOR SEND



3.3 Parity and LRC

The most common, and easiest, forms of error detection are 'parity' and 'longitudinal redundancy check', LRC. If a communication character has eight bits available and only seven bits are needed to define all of the characters, as in the ASCII code, the eighth bit can be used for error detection. Count the ones in the character to be sent. If the number is even make the eighth bit zero, but if the number is odd make the eighth bit one. Every character sent will have an even number of ones; this is 'even parity'. The receiver checks to be sure that every character has even parity; any exception is an error.

The 8080 includes an automatic test for parity. The parity flag is set if the result of an arithmetic or logical operation has even parity. Like the zero and carry flags, this can cause a conditional jump, call or return. The instructions are:

E2 JPO Jump if Parity Odd
xx low address
yy high address

EA JPE Jump if Parity Even
xx low address
yy high address

E4 CPO Call if Parity Odd
xx low address
yy high address

EC CPE Call if Parity Even
xx low address
yy high address

EO RPO Return if Parity Odd

E8 RPE Return if Parity Even

To assign even parity to a character you can use a program segment like this:
\begin{tabular}{lll} 
MOV A,M & Load the character \\
ORA A & Set/Clear flags \\
JPE & Jump if parity even \\
ORI 80 & Set parity even \\
MOV M, A & Return character
\end{tabular}

LRC is a similar scheme in which all of the ones in each bit position of many characters are counted and forced to be even (or odd) by adding one extra character.
\begin{tabular}{lllllllll} 
Bit & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
Message & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
& 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
& 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
& 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
& 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
& 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1
\end{tabular}

0
The LRC is the exclusive OR of all the message characters. It can be formed, along with parity, by:
\begin{tabular}{rll} 
MOV A,M & Load the character \\
ORA A & Set/Clear flags \\
JPE & Jump if parity even \\
ORI 80 & Set parity even \\
MOV M,A & Return character \\
XRA B & Generate LRC \\
MOV B,A & Return LRC
\end{tabular}

The same procedure is used to check the LRC. When it is executed on a message that includes an LRC the final result must be 00 if the message is error-free.
9.4 EQUIPMENT INTERFACING

Connecting the MTS to a teletype or other computer terminal generally requires an interface circuit. Many teletypes are set up for a current loop interface, described below. Teletypes and other terminals used with computers or modems typically have RS232C interface that swings positive ( +5 to +25 volts) for a one and negative ( -5 to -25 volts)for zero. The easiest way to generate an RS232C interface is with a specialized interface circuit such as the Fairchild 9616. A negative voltage is required.

\subsection*{9.4.1 Current Loop Interface}

Many teletypes communicate by a 'current loop' interface using a single pair of wires. The loop is powered by a current source that will drive 20 milliamperes (sometimes 62.5 ma ). Each device connected to it can sense the presence or absence of current in the loop for receiving, and can open or close the circuit for transmitting. This is a half-duplex system. It can be used for \({ }^{-}\) communication in both directions, but not simultaneously; the receiving station must keep the circuit closed. Echoing is not used. Figure 9-18 shows two suitable circuits. Note that the first circuit has inverted input and output; so your program must complement the data.

\subsection*{9.4.2 Magnetic Tape Cassette Modem}

Figure 9-19 shows a digital modem (modulator-demodulator) suitable for recording and reading data with a consumer cassette recorder. In conjunction with monitor programs SEROT and SERIN, it will copy your programs onto cassettes and reload them. This circuit is included on the hardware interface circuit board supplied with the Integrated Computer Systems Course 536. Refer to appendix A, page A-3 for instructions on the use of SEROT and SERIN.
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CHAPTER 10

BINARY AND DECIMAL ARITHMETIC

NOTE:

Early versions of the Microcomputer Training System included the NEC 8080 A as the central processing unit. This is different from the Intel 8080 A in its handling of decimal subtraction; these differences are described in the text of this chapter. More recent Microcomputer Training System's utilize the NEC 8080AF; this processor is logically identical to the Intel device. If the unit delivered includes the NEC 8080AF, the decimal subtraction operations in Section 10.4 will yield erroneous results; and in Section 10.6.2 you must use the subroutine of figure 10-33 rather than 10-32.

BINARY AND DECIMAL ARITHMETIC

A number of the exercises presented in earlier chapters have included some arithmetic functions, including (in Chapter 4) addition, subtraction and multiplication. In this chapter we introduce decimal arithmetic, the subtract instructions, multiple precision addition and multiplication, negative numbers, fractions, and division, and review the basic concepts of binary arithmetic.

\subsection*{10.1 BINARY ADDITION}

The rules for binary addition were presented in Chapter 1, section 1.2.4, and a quick review of that material is suggested. The complete addition table for binary arithmetic is:
```

0+0=0
0+1=1
1+0=1
1+1=10

```

Addition of two bit numbers produces carries into the third position. This extends to full eight bit addition:

\section*{11111111}
\(+\quad 11111111\)
\(=111111110\)

Eight bit addition can generate a carry into the ninth position. The addition of two numbers of any size may produce a carry into the next bit position. When a carry is generated, however, the sum never has ones in all positions. The example above shows the addition of the two largest possible eight bit numbers. A carry is generated but the least significant bit is zero. This is of fundamental importance for multiple precision addition.

\subsection*{10.1.1 Multiple Precision:}

The use of more than one word to represent a number is termed multiple precision. If the number is an integer, this permits a greater value
-
than can be represented in a single word. If the number is a fraction it permits greater precision than can be represented in a single word. The number of words used is often used to describe the operation. Thus double precision refers to arithmetic operations using two words, triple precision to three words, etc.

Consider a double precision addition in which each number is represented by two memory words (or bytes in an eight bit machine):

More Significant Byte Less Significant Byte


We add the two less significant bytes, and if a carry is generated, as above, it must be added in with the more significant bytes. Even if every bit in all four bytes was one, only a single carry bit is generated from the complete addition. This permits a multiple precision addition to proceed as follows:
a) Add the two less significant bytes.
b) Add the next two bytes, and if a carry resulted from the preceding addition add it into the sum.
c) Repeat (b) for as many bytes as are required.

The ADC instruction was introduced in Chapter 7 as a means of shifting. Now it appears as an arithmetic instruction to be used for multiple precision arithmetic. As with the other arithmetic and logical
instructions there is a version of \(A D C\) using each of the registers as a source:
\begin{tabular}{|c|c|c|c|}
\hline 8F & ADC & A & Add the content of the \\
\hline 88 & ADC & B & named register and the \\
\hline 89 & ADC & C & carry flag to the content \\
\hline 8A & ADC & D & of register \(A\), and place \\
\hline 8B & ADC & E & the result in register \(A\). \\
\hline 8C & ADC & H & \\
\hline 8D & ADC & \(L\) & All flags are set or reset \\
\hline 8E & ADC & M & according to the result. \\
\hline
\end{tabular}

A double precision add of the content of register pairs \(B, C\) and \(D, E\) could be done by:
\begin{tabular}{lll} 
MOV & A,C & (A) <- Less significant byte \\
ADD & E & Ignore previous carry on first addition \\
MOV & E, A & Store less significant byte \\
MOV & A, B & (A) <- More significant byte \\
ADC & D & Add with carry \\
MOV & D,A & Store more significant byte
\end{tabular}

The 8080 includes a separate double precision add function, however, allowing two register pairs to be added directly. The above could have been performed by:
\begin{tabular}{ll} 
XCHG & Move \((D, E)\) into ( \(H, L\) ) \\
DAD \(B\) & Add \((B, C)\) to ( \(H, L\) ) \\
XCHG & Put the result in ( \(D, E\) )
\end{tabular}

Of course if one addend had been in HL originally and we wanted the result in \(H L\), a single DAD instruction would do the job. Therefore double precision is usually done with DAD rather than ADC.

For convenience in discussing these functions we will refer to the augend (a number to which another will be added to generate a sum) and the addend (a number to be added to an augend to generate a sum).

We will use the following specification for this exercise:
a) To a four byte number in memory locations 8380-8383 add the four byte number in 8390-8393.
b) Place the result in 8380-8383 and clear 8390-8393.
c) Display the result.

Write a subroutine for the addition, to be called with addresses and byte count already loaded. Note that you can modify addresses and count bytes without affecting the carry flag, because INR and DCR affect all flags except carry; INX and DCX affect no flags at all.

Figures 10-1 through 10-4 present flow charts and coding sheets for this exercise.


FIGURE 10-1

\section*{MULII BYTE ADD SUBROUTINE}


FIGURE 10-2


MULTI-BYTE ADDITION SUBROUTINE 10-10

*
The calling program uses a feature that is seldom convenient with the monitor - the HLT instruction. After displaying the result your task is finished until you load new data, so it is reasonable to HLT until an interrupt occurs. As long as the STEP/AUTO toggle switch is in the STEP position, however, the monitor interrupts at every instruction, so you cannot really halt. You will be interrupted, go back to the start and do the addition and display again. Since the augend now contains the result and the addend is cleared, the result will be the same and The display will be fixed, as though the halt had been effective. Now if you turn the switch to AUTO, the processor will indeed halt until you press RST or introduce an interrupt some other way. The difference is not visible unless you watch with an oscilloscope. The modification shown in Figure 10-5 uses a trick to make it visible. We turn on the decimal point at the right hand digit just before the halt, and turn it off immediately afterward, so it is only illuminated during the halt. Try it in both STEP and AUTO modes.


BINARY SUBTRACTION

The process of subtraction is defined by these equations:
\begin{tabular}{ll} 
If & \(A=B+C\) \\
then \(A-B=C\) \\
and & \(A-C=B\)
\end{tabular}

This can be expressed in terms of 8080 instructions:

MOV A,B
ADD \(C \quad(A)<-(B)+(C)\)
SUB \(B \quad(A)<-(A)-(B)\) result is equal to \(C\)
(2) Successive \(A D D\) and \(S U B\) of the same values cancel each other, except that flags may be affected. The subtract instruction is again one of a set which includes one for each register:

97 SUB A Subtract the content of the named
90 SUB B register from the content of the
91 SUB \(C\) A register. If the content of the
92 SUB D named register was less than the
93 SUB E
94 SUB H
95 SUB \(L\) to the results of the subtraction.
96 SUB M

Like \(A D D, S U B\) ignores and destroys the previous content of the carry flag. Another set of instructions SBB \(r\), includes the carry flag:

SBB
\((A) \_(A)-(r)-(C Y)\)
\((A) \leftarrow(A)-(B)-(C Y)\)

The result of SUB or SBB sets or clears the carry flag,
which is meant to be passed to the next more significant byte. In subtraction, it becomes a borrow flag. It is set if the subtrahend ( \(B\), in the example) is greater than the minuend (A), and in multi-byte subtraction the borrow is subtracted from \(A\) when the next byte is processed. This is done by the subtract with borrow instruction:

9F SBB A Subtract from the content
98 SBB \(B\) of the A register the
99 SBB C content of the CARRY
9A SBB D flag and the content
9B SBB \(E\) of the named register.
9C SBB \(H\) Place the result in
9D SBB L register A. Set or clear
\(9 E \quad S B B \quad M\) all flags according to the result.

A double precision subtraction can be done by:
```

MOV A, C
SUB L
MOV E,A (E) <- (C) - (L)
MOV A,B
SBB H
MOV D,A (D) <- (B) - (H) - (CY)

```

The result in (DE) is (BC) - (HL). Multiple precision subtraction would use the SBB M instruction:

LDAX B
SBB M
STAX D
\(((D E))<-((B C))-((H L))-(C Y)\)
INX B
INX \(D\{\) next addresses
INX H

Note that we have used three register pairs for addresses, and register A for the subtraction, leaving no rejister available to count bytes. We can keep a byte counter in a fixed memory location and use LDA, DCR A, STA to count, or we can use the stack. But be careful: POP PSW to bring a counter into register A will destroy the carry flag, which is needed. This is a place where the XTHL instruction is very useful. Write a subroutine for a general purpose multi-byte subtraction, entering with:
\((A) \quad\) number of bytes
\((B, C) \quad=\) address for minuend
\((D, E) \quad\) address for difference
\((H, L) \quad\) address for subtrahend

We can use the same calling program as for the addition, except that we must load an address to ( \(B, C\) ) and initialize a byte counter in \(A\), and the call will be to the subtract subroutine at 82D0. Place the minuend (from which the subtrahend will be subtracted) at 8370-73; the difference at 8380 - 83, and the subtrahend at 8390-93. Since they are to be kept separate, do not clear any of these areas during the operation. For convenience in an exercise of the following section, leave a NOP immediately after the SBB M instruction.

\section*{MUTI-BYIE SUBTRACT}
*


\({ }^{2}\)



The subroutine can be changed from subtraction to addition by altering one instruction (at 82D4):

9E SBB M to subtract
8E ADC M to add

We now introduce a scheme that is not available to programs stored in ROM but can be very convenient for programs in RAM. The program can modify itself by altering the instruction in response to an input. After the display, and before jumping back to the start, take a key input for a command to add or subtract. Use NEXT ( \(=15\) ) for add; STEP (=13) for subtract. For any undefined key enter NOP instead of either ADC or SBB. Use the monitor subroutine GETKY, which waits for a key to be entered. Figures 10-10 through 10-12 show a coding example.

PROGRAM MODIFY MODULE


FIGURE 10-10



Often the microprocessor will have a human interface for its arithmetic results, and decimal input and output will be required. The 8080 provides an instruction to convert a binary result to a decimal result:

27 DAA Decimal Adjust Accumulator

This tests the result of an arithmetic instruction and corrects the content of the accumulator to create a 'packed decimal' result, in the form of two decimal digits. Before exploring the operation in detail we will insert the instruction into the subroutine of the previous exercise. To compare results of decimal versus binary arithmetic, we will provide for inserting or deleting this instruction under keyboard control as we did the \(A D C\) and \(S B B\) instructions. Use the key RUN to invoke binary and ADDR to invoke decimal results, and interpret them as you did NEXT or STEP . Insert NOP after ADC or SBB for binary, DAA for decimal. As before, any undefined key should place a NOP in place of the ADC or SBB.

If the numbers used generate no carries, the binary and decimal results are alike. Try putting \(33 \quad 33 \quad 33 \quad 33\) at \(8370-73\) for the augend or minuend and 22222222 at 8390-93 for the addend or subtrahend. Then addition will produce 555555 55; subtraction, 11111111 . \(\operatorname{Tr}\) y your program with those numbers to make sure it works. Coding examples are shown in Figures 10-13 and 10-14.

SUBR-BY KEN INMUT
\(10-26\)



Now compare the binary and decimal operations. Enter these data:
\begin{tabular}{rl}
837043 & low byte \\
7165 & \\
7287 & \\
7309 & high byte \\
839078 & low byte \\
9177 & \\
9277 & \\
9307 & high bytend or \\
Minuend
\end{tabular}\(\quad\)\begin{tabular}{l} 
\\
\\
Addend or \\
Subtrahend
\end{tabular}

Run your program using the steps shown below:
\begin{tabular}{lllllllll} 
RUN, NEXT & Augend & 0 & 9 & 8 & 7 & 6 & 5 & 4 \\
\hline
\end{tabular}\(\quad\)\begin{tabular}{lllll} 
\\
(binary add) & Addend & 0 & 7 & 7 \\
\hline
\end{tabular}

No carries have occured except for 09 o+ 07 .
\begin{tabular}{llllllllll} 
ADDR,NEXT & Augend & 0 & 9 & 8 & 7 & 6 & 5 & 4 & 3 \\
(decimal add) & Addend & 0 & 7 & 7 & 7 & 7 & 7 & 7 & 8
\end{tabular}

Carries have occured from all digits.

RUN, STEP
(binary subtract)

Minuend
Subtrahend
Difference

09876543
07777778
O20FEDCB

Borrows have occured from the first and second bytes.

ADDR, STEP
(decimal subtract)
\begin{tabular}{lllllllll} 
Minuend & 0 & 9 & 8 & 7 & 6 & 5 & 4 & 3 \\
Subtrahend & 0 & 7 & 7 & 7 & 7 & 7 & 7 & 8 \\
Difference & 0 & 2 & 0 & 9 & 8 & 7 & 6 & 5
\end{tabular}

Borrows have occured from the first five digits.

The binary to decimal correction process for addition works as follows: the addition is performed, and a flag called Auxiliary Carry is set if a carry occurs from bit 3 to bit 4 - that is, from the first digit to the second. When DAA is executed, the content of the accumulator and both Carry (CY) and Auxiliary Carry (AC) flags are tested. (Auxiliary carry is a flag which is set if a carry or borrow occurs from bit 3 to bit 4 as a result of add or subtract operations). Then the following is done:
* If the value of the low four bits exceeds 9 , or if AC is set, add 06 to. the accumulator. These corrections occur:
\begin{tabular}{lll} 
ADC & \(07+08 \rightarrow 0 F\) & no carry \\
DAA & \(0 F+06 \rightarrow 15\) & \\
ADC & \(08+08 \rightarrow 10\) & AC set \\
DAA & \(10+06 \rightarrow 16\) &
\end{tabular}

After this correction to the low digit, if the value of the high four bits exceeds 9 or if \(C Y\) is set, add 60 to the accumulator. These corrections are made:
\begin{tabular}{lll} 
ADC & \(70+80 \rightarrow F O\) & no carry \\
DAA & \(F O+60 \rightarrow 50\) & \\
ADC & \(80+80 \rightarrow 00\) & CY set \\
DAA & \(00+60 \rightarrow 60\) & CY still set
\end{tabular}

Note that when 60 is added it may set the CY but will not clear it. The following examples taken from the experiment with the program show the correction process in operation:
\begin{tabular}{lll} 
ADC & \(43+78 \rightarrow B B\) & no carry \\
DAA & \(B B+06 \rightarrow C 1\) & \\
& \(C 1+60 \rightarrow 21\) & sets \(C Y\) \\
& & \\
ADC & \(65+77+C Y \rightarrow D D\) & no carry \\
DAA & \(D D+06 \rightarrow E 3\) & \\
& \(E 3+60 \rightarrow 43\) & sets \(C Y\) \\
& \(87+77+C Y \rightarrow F F\) & no carry \\
ADC & \(F F+06 \rightarrow 05\) & sets CY \\
DAA & \(05+60 \rightarrow 65\) & CY still set \\
& & \\
& \(09+07+C Y \rightarrow 11\) & sets AC \\
ADC & \(11+06 \rightarrow 17\) &
\end{tabular}

Caution: The DAA instruction only works correctly while the \(C Y\) ard \(A C\) flags are still set or cleared in response to the arithmetic instruction that produced the binary result. Any intervening arithmetic or logical instruction, or INR or DCR, affects its operation. The safe procedure is always to place DAA immediately after the instruction whose result is to be corrected.

The DAA correction is also effective in subtraction in the NEC 8080 but not in other versions of the 8080. The NEC 8080 contains another flag indicating that a subtract instruction has been executed. This modifies the action of the DAA instruction, so that carry and auxiliary carry are recognized as borrows, and DAA subtracts 06 and/or 60 as required by the content of the accumulator and carry flags.

DAA is also effective in counting up (with INR A) but not in counting down (with DCR A). To count down in decimal you must do a subtraction. You may use the subtract immediate command:

D6 SUI Subtract the content \(x x\) data of byte 2 from the accumulator.

If you want to investigate the DAA command further, the program shown in Figure 10-15 will let you try different instructions and view the results.
\[
\text { FOR EXPERIME, } \because J T H \text { DAH } \quad 10-32
\]


\section*{). 5 BINARY MULTIPLICATION}

Multiplication of integers is a process of repeated addition, or a substitute process that gives the same result.
\[
\begin{array}{r}
3+3+3+3=12 \\
4 x 3=12
\end{array}
\]

We have previously performed multiplication by repetitive addition. This is the easiest way, and the required program can be very short and easy to write, but it is very slow when the multiplier is large. The usual computer multiplication process is similar to what we do by hand.

Multiplicand 362
x 426
\[
1972=6 \times 362
\]
\(7240=20 x\) ..... 362
\(\underline{144800}=400 \times 362\)

Product \(154012=426 \times 362\)

In our familiar multiplication process we simply multiply the multiplicand by each component of the multiplier and add the individual products. Multiplication becomes trivially easy if the multiplier happens to comprise only ones and zeros:


With binary numbers, of course, multiplication is that easy. According to whether each bit in the multiplier is zero or one, the multiplicand, appropriately shifted, is added into a partial product. Figure \(10-16\) shows the process, with an example of two 8-bit numbers. At most the multiplication, including any carry from the last position, will fill a 16-bit number. The flow chart shows one appropriate procedure. Write a program to implement the process. A solution is provided in Figure 10-17.

MULTIPLICAND
MULTIPIIER



FIGURE 10-16

(3)

There is an alternate scheme, sometimes more convenient, in which the multiplication is done backwards:
\begin{tabular}{rll}
\(\longrightarrow\) DAD H & Double Product \\
ADD A & Next MSB to CY \\
JNC & Skip add if bit \(=0\) \\
DAD D & Add multiplicand \\
DCR C & Count bits \\
JNZ &
\end{tabular}

The product is developed from most significant position toward least significant, and instead of shifting the multiplicand we shift the product. The result is identical. This requires a bit counter, since the product must be shifted eight times, whereas the previous program can stop as soon as the multiplier reaches a value of zero. Figure 10-17 shows the process.


\section*{0.6 \\ DECIMAL MULTIPLICATION}

Basically the same procedure is used for decimal multiplicatior, but it must be done digit by digit instead of a byte at a time, and since decimal adjustment is necessary the additions must take place in the accumulator. It is common, but not necessary, to use unpacked decimal arithmetic (one decimal digit per byte) if multiplication and divisior are to be done, because it is more efficient. The decimal multiplication subroutine developed here is for packed decimal, with two digit multiplier and multiplicand and four digit result. This is the largest value that can be handled without storing data in the memory.

Figure 10-18 shows a flowchart of the subroutine, and Figures 10-19 through 10-21 the code. Like the first binary multiplication method, this shifts the multiplier right and doubles the multiplicand for each bit, stopping when the multiplier reches zero. It also requires a bit counter, initialized to four bits, because after the first digit of the multiplier has been handled the original multiplicand must be recovered and multiplied by ten for the second digit.

The program used for the binary multiplication provides the input and display functions, calling this subroutine instead of doing the arithmetic itself.
(HL) \(=0000\)
(D) \(=00\)
(E) \(=\) Multiplicand
(A) \(=\) Multiplier


FIGURE: 10-18
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10.7 OTHER REPRESENTATIONS OF NUMBERS

There are many ways of storing numeric values in a computer, and we have used only two: binary unsigned integer and packed decimal unsigned integer. There are numerous others, including:

Binary Number Representations

Unsigned integer
Twos complement (signed binary)
Fractional, fixed binary point
Floating point

\section*{Decimal Number Representation}

Packed, unsigned integer
Unpacked, unsigned integer
Hundreds Complement (signed decimal)
Tens complement (signed, unpacked)
Fractional, fixed decimal point
Floating Point

We will discuss the representation of signed numbers using twos or hundreds complement, and both fixed and floating point fractions.
10.6.1 Negative Binary Numbers

Positive integers (1, 2, 3...) are called natural numbers. They are abstractions, created for the purpose of counting objects, but they may be used to represent a physical reality. Negative numbers are a higher
level of abstraction. There are no negative quantities in the physical world.

Negative numbers are represented by convention, and are usually distinguished from positive numbers by a sign. In ordinary decimal arithmetic the minus sign is used: \(-10,-133\) etc. To represent a negative binary number in machine form, where only two symbols (0 and 1) are available, requires a convention.

The convention that has been adopted is that of a sign bit. In arithmetic operations involving negative binary numbers, the sign bit is the most significant bit of the byte or word or set of words used to represent a number. If the bit is zero, the number is positive; if the bit is one, the number is negative:
\[
\begin{array}{ll}
0 \times \times \times \times \times \times \times & \text { A positive binary number } \\
1 \times \times \times \times \times \times \text { A }
\end{array}
\]

If we wish to deal only with positive numbers, we do not need a sign bit.

In decimal arithmetic we may have the sequence \(\ldots, \quad-2,-1,0,+1\), \(+2, \ldots\) The negative representation of a number is simply the number with a sign in front of it. Conversion from positive to negative simply involves changing the sign. We can do this simply with binary numbers by complementing:
\[
\begin{array}{ccccccccc}
+2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
+1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
-2 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1
\end{array}
\]

This is called a ones complement notation but unfortunately it does not meet the requirements of the basic laws of arithmetic. For example, adding +2 and -1 :
\(\underset{\text { (discard }}{\text { carry) }} \rightarrow\)\begin{tabular}{lllllll}
000010 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{tabular}
produces a false result (zerol). The problem lies in the quantity called minus zero, which is undefined. We must represent negative binary numbers such that the basic laws of arithmetic (addition and multiplication) are valid.

This is accomplished by using a twos complement representation. The twos complement of a number is formed by complementing and adding one:
\[
\begin{array}{rllllllll} 
& 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} 1
\]

Now we can add +2 and -1 and obtain the correct result:


Since in twos complement notation the high bit of the binary number indicates its sign, positive numbers range from 00 to 7 F ( 0 to +127) and negative numbers from \(F F\) to \(80(-1\) to -128\()\). Consider these examples:
\begin{tabular}{lcclllllll} 
& \(5 A\) & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
twos complement & \(-5 A\) & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
& 24 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
twos complement & -24 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0
\end{tabular}

Now consider addition and subtraction:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & 5A & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
\hline \multirow[t]{3}{*}{Subtract} & 24 & . 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
\hline & 36 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
\hline & 5A & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
\hline \multirow[t]{3}{*}{Add} & (-24) & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
\hline & 36 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
\hline & 24 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
\hline \multirow[t]{2}{*}{Subtract} & 5A & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
\hline & -36 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
\hline
\end{tabular}

Jsing twos complement representation, negative and positive numbers can be added and subtracted to obtain a signed result in twos complement notation. The sign of the result is also available in the sign flag. This is set if the high bit of the result of an arithmetic, logical or counting operation is 1 , reset if the result is zero. Like the zero flag and the carry flag, it will control the action of several conditional instructions.
\begin{tabular}{|c|c|c|}
\hline F2 & JP & Jump if Plus \\
\hline XX & low address & (if high bit is 0 ) \\
\hline y \(y\) & high address & \\
\hline FA & JM & Jump if Minus \\
\hline xx & low address & (if high bit is 1) \\
\hline yy & high address & \\
\hline F4 & CP & Call if Plus \\
\hline x \({ }^{\text {x }}\) & low address & \\
\hline yy & high address & \\
\hline FC & CM & Call if Minus \\
\hline x X & low address & \\
\hline yy & high address & \\
\hline FO & RP & Return if Plus \\
\hline F8 & RM & Return if Minus \\
\hline
\end{tabular}

Like the other conditional instructions, these respond to a flag set by one of the arithmetic or logical instructions (also DAA, INR and DCR),
not to the present content of the accumulator.

Two's complement representation permits addition, subtraction, multiplication and division of signed numbers, giving correct results in two's complement form, correctly signed, provided that the magnitude of the result does not exceed the allowed range for the number of bits used (-128 to +127 for one byte). In many applications the programmer can be certain that the limits will not be exceeded. If results reach the limits, however, an 'arithmetic overflow' will occur.
40
+40
-128 \(\quad\)\begin{tabular}{lllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0
\end{tabular} 0

There are two ways of treating this problem. One is simply to provide additional capacity. If two byte numbers are used, only the highest bit of the high byte represents the sign, and values from 0 to +32767 and 1 to - 32768 can be represented.
\begin{tabular}{rllllllllllllllll}
40 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
+40 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 80 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{tabular}

With multiple precision arithmetic this can be carried to as many bytes as are necessary.

Another way of handing arithmetic overflow is to test for it. If two positive numbers are added and the result is negative, an overflow occurs. If two negative numbers are added producing a positive result, an overflow occurs. Subtraction of numbers with the same sign or addition of numbers with different signs cannot produce overflow. In most cases where only addition and subtraction are required, it is easier to provide additional storage capacity so that overflow cannot occur, but for multiplication and division the test for overflow is likely to be necessary.

\subsection*{10.6.2 Exercise}

Write a program that will accept a binary number of two bytes, and on command do one of the following:

NEXT key: Store the number as entered.
STEP key: Change the sign of the number and store it.
RUN key: Subtract the number from the previously stored value.

ADDR key: Add the number to the previously stored value.
CLR key: Clear the stored value.

After each entry display the result. If the result is negative, display its twos complement with a minus sign. A flow chart and coding sheets are presented in Figure 10-22 through 10-26. Avoid destroying the decimal multiplication subroutine - it will be used again.

\begin{tabular}{c} 
STORE (HI) AT 8300,01 \\
CIEAR DISPLAY \\
LOAD (HIS) FROM 8300,01 \\
TEST FOR MINUS \\
\hline
\end{tabular}

STEP KEY
CALL CHANGE SIGN
A)


CHANGE SIGN, ADF, SUBTRAET EKEREISE
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline 8220 & CD & c & \({ }^{\text {c }}\) AL & \(4 L\) & & EN & UT & \(\omega\) & \\
\hline 1 & 46 & & & & & & & & \\
\hline 2 & 03 & & & & & & & & \\
\hline 3 & EB & & \(x C\) & HG & & & & & ( \(D E\) ) \(\leftarrow\) Data \\
\hline 4 & 21 & & - \(\times\) & I & H & & 82 & 20 & Jump table address \\
\hline 5 & 20 & & & & & & & & -10 \\
\hline 6 & 82 & & & & & & & & \\
\hline 7 & 85 & A & ADD & D & \(L\) & & & & Add key value \\
\hline 8 & 6 F & & MOV & V & 4 & , A & & & (10-17) \\
\hline 9 & \(6 E\) & M & MOV & \(V\) & \(L\) & \({ }_{2} \mathrm{M}\) & 1 & & Get inmup addrees \\
\hline A & ES & P & Pus & \(51+\) & & 17 & & & \((S T) \leftarrow\) jump addr \\
\hline 8 & 2 A & \(\llcorner\) & L H2 & \(\angle D\) & & 83 & 300 & \(\bigcirc\) & \((H L) \leftarrow\) old data \\
\hline c & 00 & & & & & & & & \\
\hline \(\square\) & 83 & & & & & & & & \((D E) \leftarrow\) old data \\
\hline E & EB & & \(\times \mathrm{CH}\) & HG & & & & & \((H L)<\) new \({ }^{\text {data }}\) \\
\hline F & Ca & & RET & & & & & & Jum, to execute \\
\hline 823 & 06 & & M EM & & & & & & Igluorc ente. \\
\hline 1 & 06 & & REG & & & & & & Igners ent.i. \\
\hline 2 & 76 & & \(4 D D\) & DR & & AD & D \({ }^{\text {d }}\) & \()\) & \\
\hline 3 & 76 & & STE & EP & - & \(\mathrm{Cl}^{1+}\) & +AN & \(\sim\) & \(E S(G N)\) \\
\hline 4 & 82 & & RUN & N & C & 5 & B & -R & ACT) \\
\hline 5 & 03 & & UEX & \(\times 1\) & C & 51 & TOR & RE & \()\) \\
\hline 6 & 06 & & BRK & k & & & & & Ipwore entry \\
\hline 7 & 00 & & \(C \angle R\) & R & \(\leq\) & \(c^{2}\) & - 6 & \(A R\) & ) \({ }^{\text {2 }}\) \\
\hline 8 & & & & & & & & & \\
\hline 9 & & & & & & & & & \\
\hline A & & & & & & & & & \\
\hline B & & & & & & & & & \\
\hline c & & & & & & & & & \\
\hline - & & & & & & & & & \\
\hline E & & & & & & & & & \\
\hline F & & & & & & & & & \\
\hline 8 & & & & & & & & & \\
\hline 1 & & & & & & & & & \\
\hline 2 & & & & & & & & & \\
\hline 3 & & & & & & & & & \\
\hline 4 & & & & & & & & & \\
\hline 5 & & & & & & & & & \\
\hline 5 & & & & & & & & & \\
\hline 7 & & & & & & & & & \\
\hline 8 & & & & & & & & & FIGGRE 10-24 \\
\hline
\end{tabular}



\subsection*{0.6.2 Signed Decimal Numbers}

Packed decimal numbers can be represented with signs in hundreds complement form. In this notation -1 is represented by \(99,-2\) by 98 etc. To change the sign of a decimal number, the least significant byte is subtracted from 100 and succeeding bytes are subtracted from 99. In packed decimal form the range of a single byte becomes -19 to +79
\[
\begin{aligned}
& +79 \\
& -19
\end{aligned} \quad \begin{array}{lllllll}
0111 & 1001 \\
+1000 & 0 & 0 & 0 & 1
\end{array}
\]

Thus signed decimal numbers must generally occupy more than one byte in order to be useful.

Hundreds complement notation applies equally well to packed or unpacked decimal representation.

\section*{Packed}
\begin{tabular}{llllllllllllll}
+7999 & 0111 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
-1999 & 1000 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{tabular}

Unpacked
\[
\begin{array}{llllllllllllllll}
99 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
-\quad 99 & 1001 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}
\]

In unpacked form the high byte is 0 if the number is positive, 9 if the number is negative. Decimal arithmetic with signed numbers in hundreds complement form works correctly for all operations.

For unpacked decimal numbers the tens complement \(c a n\) also be used:
\[
\begin{aligned}
24 & =0
\end{aligned} 0
\]

With unpacked decimal arithmetic the DAA instruction is not sufficient to adjust arithmetic results: If you add the two numbers above you get:
\begin{tabular}{lllllllllllllllll} 
& 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
DAA gives: & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{tabular}

It is necessary to test separately for a carry into the high digit of each byte and change it into a carry to the next byte. This would have corrected the result above. For this reason packed decimal arithmetic is more convenient when only addition and subtraction are involved. Modify the calculator program that was done for binary twos complement numbers to perform the same functions for packed decimal numbers, using hundreds complement.

We can also do decimal multiplication using the packed decimal multiply subroutine developed earlier. Use the MEM key to command multiply. Copy the low multiplier byte to \(A\), clear the product ( \(H, L\) ), and call DECMU. This program will only give valid results if the sum or product lies within -2000 to +8000 , and only for a two digit multiplier, but you will see that it works for negative numbers, giving a hundreds complement result. There are limitations on this, however - negative numbers must be represented as hundreds complement to as many bytes as the result is to be taken. Here we have a four digit multiplicand and a two digit multiplier. The correct result appears in the low four digits
of the product. If we generated higher digits they would be wrong for a negative multiplicand. A better procedure for multiplication is to convert negative numbers to sign and magnitude before multiplying, and handle the sign separately. Figures 10-27 through 10-33 illustrate the coding.

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \[
\begin{aligned}
& C H A N C= \\
& A \quad D \quad D \quad
\end{aligned}
\] & \multicolumn{2}{|l|}{\[
\begin{gathered}
\because / \mathrm{C}, \mathrm{l} \\
\text { CODE } \\
\hline
\end{gathered}
\]} & \multicolumn{3}{|l|}{EXERCISE AND} & & \multicolumn{3}{|r|}{} & \multicolumn{3}{|l|}{\[
\begin{aligned}
& \text { H ENTR: } \\
& M A N D
\end{aligned}
\]} & \[
\text { Y NTEKPKEI, ITTON } 61
\] \\
\hline & 8220 & C． & D & \(C\) & A & \(L\) & L & & \(E\) & \(N\) & \(T\) & W & D & \\
\hline & 1 & 4 & 6 & & & & & & & & & & & \\
\hline & 2 & 0 & 3 & & & & & & & & & & & \\
\hline & 3 & \(E\) & 13 & \(x\) & \(C\) & H & \(G\) & & ． & & & & & （DE）¢ Data \\
\hline 岕 & 4 & 2 & 1 & \(L\) & X & I & & H & 2 & 8 & 2 & 2 & 0 & Iump table address \\
\hline ふ & 5 & 2 & 0 & & & & & & & & & & & \(-10\) \\
\hline z & 6 & 8 & 2 & & & & & & & & & & & \\
\hline \[
8
\] & 7 & 8 & 5 & A & \(D\) & D & & \(L\) & & & & & & Add key ralue \\
\hline & 8 & 6 & \(F\) & M & 0 & \(V\) & & \(L\) & 2 & A & & & & \((10-17)\) \\
\hline & 9 & 6 & \(E\) & M & 0 & \(V\) & & \(L\) & 2 & M & & & & Cet iunvi addreses \\
\hline & A & \(E\) & 5 & \(P\) & U & 5 & 14 & & 1.4 & & & & & \((S T)<j u^{\prime}\) \\
\hline & B & 2 & A & \(L\) & H & 4 & \(D\) & & 8 & 3 & 0 & 0 & & \((H L)<\) old data \\
\hline & C & 0 & 0 & ． & & & & & & & & & & \\
\hline 妾 & D & 8 & 3 & & & & & & & & & & & （DE）E old data \\
\hline \(\stackrel{0}{7}\) & \(E\) & \(E\) & 5 & X & C & H & \(G\) & & & & & & & \((A L)<\) reis data \\
\hline 0 & \(F\) & \(C\) & 9 & \(R\) & E & 7 & & & & & & & & Juny to execute \\
\hline \(\frac{2}{2}\) & 8230 & A & 6 & \(M\) & \(E\) & M & & \(C\) & M & \(\cup\) & 6 & 7 & 1 & \(P \in Y\) \\
\hline 2 & 1 & 0 & 6 & \(R\) & \(E\) & \(G\) & & & & & & & & \\
\hline \(\stackrel{+}{\square}\) & 2 & 7 & 6 & A & \(D\) & D & \(R\) & （ & A & D & \(D\) & ） & & \\
\hline \(\stackrel{\text { ¢ }}{\stackrel{4}{5}}\) & 3 & 7 & 0 & 5 & T & \(E\) & P & \(C\) & C & H & A & \(N\) & \(\sigma\) & （ 516，0） \\
\hline a & 4 & 8 & 2 & R & \(U\) & \(N\) & & C & 5 & \(U\) & \(B\) & 7 & \(R\) & \(A(7)\) \\
\hline O & 5 & 0 & 3 & \(N\) & \(E\) & X & \(T\) & （ & 5 & \(T\) & 0 & \(R\) & \(E\) & \()\) \\
\hline \[
0
\] & 6 & 0 & 6 & \(B\) & \(R\) & \(K\) & & & & & & & & \\
\hline \[
\frac{U}{2}
\] & 7 & 0 & 0 & C & \(L\) & \(R\) & & \(S\) & \(C\) & \(L\) & \(E\) & A & R & \()\) \\
\hline & 8 & & & & & & & & & & & & & \\
\hline & 9 & & & & & & & & & & & & & \\
\hline & A & & & & & & & & & & & & & \\
\hline 4 & B & & & & & & & & & & & & & \\
\hline ， & C & & & & & & & & & & & & & \\
\hline 4 & D & & & & & & & & & & & & & \\
\hline \(\stackrel{4}{4}\) & E & & & & & & & & & & & & & \\
\hline 2 & F & & & & & & & & & & & & & \\
\hline O & 8 0 & & & & & & & & & & & & & \\
\hline 을 & 1 & & & & & & & & & & & & & \\
\hline E & 2 & & & & & & & & & & & & & \\
\hline ¢ & 3 & & & & & & & & & & & & & \\
\hline \(\stackrel{t}{2}\) & 4 & & & & & & & & & & & & & \\
\hline & 5 & & & & & & & & & & & & & \\
\hline & 6 & & & & & & & & & & & & & \\
\hline & 7 & & & & & & & & & & & & & FOGURE 10－28 \\
\hline & 8 & & & & & & & & & & & & & \\
\hline
\end{tabular}

PACKED DECIMAL MULTIPLY SUBROUTINE

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|l|}{A P DACKED} & \multicolumn{4}{|l|}{DECIMAL} & \multicolumn{5}{|l|}{MULTIPLY} & SUBR- \({ }^{10}\) CONTD \\
\hline & 8260 & D & 1 & \(P\) & 0 & \(P\) & & \(D\) & & & & & Pestore multiplicand \\
\hline & 1 & E & \(B\) & \(\times\) & C & H & \(G\) & & & & & & \\
\hline & 2 & 2 & 9 & \(D\) & A & \(D\) & & \(H\) & & & & & Multiply 6y 10 \\
\hline & 3 & 2 & 9 & \(D\) & A & \(D\) & & \(1+\) & & & & & for high digit \\
\hline & 4 & 2 & 9 & \(D\) & A & \(D\) & & \(1+\) & & & & & \\
\hline & 5 & 2 & 9 & \(D\) & A & \(D\) & & 14 & & & & & \\
\hline & 6 & E & \(B\) & \(\times\) & \(C\) & \(1+\) & \(G\) & & & & & & \\
\hline & 7 & C & 3 & \(\checkmark\) & M & P & & 8 & 2 & 4 & 0 & & \\
\hline & 8 & 4 & 0 & & & & & & & & & & \\
\hline & 9 & 81 & 2 & & & & & & & & & & \\
\hline & A & & & & & & & & & & & & \\
\hline & B & & & & & & & & & & & & \\
\hline & C & & & & & & & & & & & & \\
\hline & D & & & & & & & & & & & & \\
\hline & E & & & & & & & & & & & & \\
\hline & \(F\) & & & & & & & & & & & & \\
\hline & 80 & & & & & & & & & & & & \\
\hline & 1 & & & & & & & & & & & & \\
\hline & 2 & & & & & & & & & & & & \\
\hline & 3 & & & & & & & & & & & & \\
\hline & 4 & & & - & & & & & & & & & \\
\hline & 5 & & & & & & & & & & & & - \\
\hline & - 6 & & & & & & & & & & & & \\
\hline & 7 & & & & & & & & & & & & \\
\hline & 8 & & & & & & & & & & & & \\
\hline & 9 & & & & & & & & & & & & \\
\hline & A & & & & & & & & & & & & \\
\hline & B & & & & & & & & & & & & \\
\hline & C & & & & & & & & & & & & \\
\hline & D & & & & & & & & & & & & \\
\hline & E & & & & & & & & & & & & \\
\hline & F & & & & & & & & & & & & \\
\hline & 80 & & & & & & & & & & & & \\
\hline & 1 & & & & & & & & & & & & \\
\hline & 2 & & & & & & & & & & & & - \\
\hline & 3 & & & & & & & & & & & & . \\
\hline & 4 & & & & & & & & & & & & \\
\hline & 5 & & & & & & & & & & & & - \\
\hline & 6 & & & & & & & & & & & & \\
\hline & 7 & & & & & & & & & & & & FIGURE 10-30 \\
\hline & 8 & & & & & & & & & & & & \\
\hline
\end{tabular}
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\subsection*{0.6.3 Fractional Numbers}

A fractional value in the decimal number system is expressed by digits to the right of a decimal point.
\[
\begin{aligned}
& 0.1=1 / 10 \\
& 0.01=1 / 100 \\
& 0.11=1 / 10+1 / 100=11 / 100
\end{aligned}
\]

In the binary number system fractional values are also expressed by digits to the right of a binary point.
\[
\begin{aligned}
& 0.1=1 / 2=1 / 10_{2} \\
& 0.01=1 / 4=1 / 100_{2} \\
& 0.11=1 / 2+1 / 4=3 / 4=11_{2} / 100 \\
& 2
\end{aligned}
\]

The beauty of this representation is that all the arithmetic operations of integer numbers apply equally to fractional numbers and mixed numbers.
\[
\begin{aligned}
& 310 / 16 \quad 0011.1010 \\
& +47 / 16+0100.0111 \\
& =81 / 16 \quad=1000.0001
\end{aligned}
\]

Twos complement, tens complement, and hundreds complement still work with fractional values.
\begin{tabular}{llllllllll}
-3 & \(10 / 16\) & 1 & 1 & 0 & 0 &. & 0 & 1 & 1
\end{tabular} 0

Computers use two binary point systems: fixed point and floating point. The examples above are fixed point. Each number has its binary point in the same place. Generally multi-byte precision is needed in real problems, and the binary point lies between two of the bytes. A four byte number can represent any value from - 32768.0 to +32767.9999847 with a precision of .0000152 (one part in 65536).

For many purposes floating point numbers are much more satisfactory. This is equivalent to scientific notation with the number represented as a fraction times the number system base raised to a power.
\[
0.9876 \times 10^{4}=9876
\]

To avoid the difficulties of showing exponents in print this is often shown as:
0.9876 E04
where E represents '10 with exponent'.

Scientific notation is very convenient for multiplication and division. The two fractions are multiplied (or divided) and the exponents are added (or subtracted).
\[
\begin{array}{r}
0.9000 \mathrm{E} 04 \\
\times \quad 0.2000 \mathrm{E} 02 \\
\hline=0.1800 \mathrm{E} 06
\end{array}
\]

For addition and subtraction, however, the numbers must be converted to fixed point format.
\[
\begin{aligned}
0.9000 \mathrm{E} 04 & =9000.0000 \\
+\quad 0.2000 \mathrm{E} 02 & =0020.0000 \\
=\quad 0.9020 \mathrm{E} 04 & =9020.0000
\end{aligned}
\]

In a computer as on paper, the fraction (or mantissa) must be stored separately from the exponent. Each can be positive or negative, and expressed in twos, tens or hundreds complement form. Generally a computing system that is doing floating point arithmetic will operate in binary form, converting from decimal at input and to decimal at output.

Decimal/binary/decimal conversions are treated in Appendix D.

\title{
MICROCOMPUTER TRAINING WORKBOOK
}

CHAPTER 11

REVIEW OF INSTRUCTIONS

NOTE:

Your Microcomputer Training System may include the NEC 8080AF, which is logically identical to the Intel 8080A. Comments in this chapter regarding the Intel device should be understood to refer also to the NEC 8080AF. Such comments occur on page 11-6, 11-8, 11-10 and 11-11. The Intel 8080A and the NEC 8080AF do not have a subtract flag.

\section*{1. REVIEW OF INSTRUCTIONS}

You have now met all of the instructions of the 8080 , and actually used most of them. We will review the instruction set and look at the code structure and flags. The instructions can be divided into several categories:
a) Data Transfer Instructions
b) Counting Instructions
c) Accumulator/Carry Instructions
d) Arithmetic and Logical Instructions
e) Branch Instructions
f) Input/Output Instructions

\subsection*{11.1 DATA TRANSFER}

Data transfer instructions include MOV, MVI, STA, etc. All register reference instructions in the 8080 comform to a pattern in which three bits identify a source, or else a different three bits identify a destination, or both.


Other data transfer instructions are the eight instructions that load and store the accumulator and register pair H,L:
\begin{tabular}{llcclc} 
3A & LDA & \(y y x x\) & 32 & STA & yyxx \\
0A & LDAX & B & 02 & STAX & B \\
1A & LDAX & D & 12 & STAX & D \\
2A & LHLD & yyxx & 22 & STHL & yyxx
\end{tabular}

0
The four LXI instructions:
\begin{tabular}{lll}
01 & LXI & B \\
11 & LXI & D \\
21 & LXI & H \\
31 & LXI & SP
\end{tabular}

The stack instructions:
\begin{tabular}{llrrrr} 
C5 & PUSH & B & C1 & POP & B \\
D5 & PUSH & D & D1 & POP & D \\
E5 & PUSH & H & E1 & POP & H \\
F5 & PUSH & PSW & F1 & POP & PSW
\end{tabular}

The register pair transfer instructions:

EB XCHG
(DE) 〈-> (HL)
E3 XTHL
(ST) 〈-> (HL)
F9 SPHL
\((S P)<-\quad(H L)\)
E9 PCHL
\((P C)<-\quad(H L)\)

The 8080 has an abundance of data transfer instructions, yet is lacking three needed functions that therefore require multiple instructions:
a) Exchange \(B C\) with HL

PUSH B (BC) <-> (HL)
PUSH H
POP B
POP H
b) Initialize the stack to a new location and push the old stack pointer into the new stack.

LXI H,0000
DAD SP
LXI SP,new location
PUSH H

It is easier to restore the old value:

POP H
SPHL
c) Save all registers and flags.

Some microprocessors have a single command that pushes all registers into the stack; others, such as the Intel 4040, have a duplicate set of registers. In the 8080 four instructions are needed.

Data transfer instructions do not affect any flags (Except POP PSW, which restores the flags to the state when PUSH PSW was executed).
. 2 COUNTING INSTRUCTIONS

The INR and DCR instructions use the same register identification that appears in MOV.


Destination Register B

The structure is modified for register pair instruction


DC B

DC
Destination Pair BC

The counting instructions affect flags as follows:

INX: No flags
DCX: No flags
INR:
Set or clear zero, sign, parity
Does not affect carry
* Does not affect auxilliary carry
* Clears subtract

DCR: Set or clear zero, sign, parity
Does not affect carry
* Does not affect auxilliary carry
* Sets subtract
* These statements apply to the NEC 8080, not to the Intel 8080 .

Zero, sign and parity flags may be used to cause a conditional branch as a result of INR or DCR. INR or DCR may be used in a loop with ADC or SBB instructions, since carry is preserved.
. 3
ACCUMULATOR/CARRY INSTRUCTIONS

These instructions affect only the accumulator and flags. The instruction format is:

\begin{tabular}{llllllllll}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 07 & RLC \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & \(0 F\) & RRC \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 17 & RAL \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & \(1 F\) & RAR \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 27 & DAA \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & \(2 F\) & CMA \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 37 & STC \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & \(3 F\) & CMC
\end{tabular}

The rotate instructions shift the accumulator left or right.

RLC Copies bit 7 to bit 0 and \(C Y\) and shifts other bits left.

RRC Copies bit 0 to bit 7 and \(C Y\) and shifts other bits right. Previous carry is lost.

RAL Copies bit 7 to \(C Y, C Y\) to bit 0 and shifts other bits left

RAR . Copies bit 0 to \(C Y, C Y\) to bit 7 and shifts other bits right

STC Sets carry

CMC Complements carry

These instructions do not affect any flags except carry, even though execution may result in the accumulator containing zero or having a different sign or parity condition. To set or clear the flags to correspond to the content of the accumulator you must execute a logical or arithmetic instruction.

CMA complements the accumulator but affects no flags.

DAA corrects the result of an add or subtract (NEC 8080 only) to decimal: It affects sign, zero, parity and carry flags. It does not affect subtract or auxiliary carry flags, in the NEC 8080.
1.4 ARITHMETIC AND LOGICAL INSTRUCTIONS

There are eight types of instructions and each has nine possible sources: the seven registers, the memory location addressed by (HL), and the program memory (the immediate instructions). As in the MOV instructions the three low bits designate the source, the next three bits specify which of the instructions is intended:


Arithmetic/Logic group


Operation
Immediate Arithmetic/Logic

The operations designated by bits \(5,4,3\), are:
\begin{tabular}{lllllllll}
1 & 0 & 0 & 0 & 0 & \(\times \times \times\) & ADD & \((A)<-(A)+(r)\) \\
1 & 0 & 0 & 0 & 1 & \(\times \times \times\) & ADC & \((A)<-(A)+(r)+(C Y)\) \\
1 & 0 & 0 & 1 & 0 & \(\times \times \times\) & SUB & \((A)<-(A)-(r)\) \\
1 & 0 & 0 & 1 & 1 & \(\times \times \times\) & SBA & \((A)<-(A)-(r)-(C Y)\) \\
1 & 0 & 1 & 0 & 0 & \(\times \times \times\) & ANA & \((A)<-(A)\) AND \((r)\) \\
1 & 0 & 1 & 0 & 1 & \(\times \times \times\) & ARA & \((A)<-(A) \times O R(r)\) \\
1 & 0 & 1 & 1 & 0 & \(\times \times \times\) & ORA & \((8 A)<-(A)\) OR \((r)\) \\
1 & 0 & 1 & 1 & 1 & \(\times \times \times\) & MP & (see belOW)
\end{tabular}

The same coding for the operation applies to the immediate instructions.

CMP \(r\) (or CMP M) performs a subtract operation and sets or clears the flags appropriately, but discards the result instead of storing it in the accumulator.

The four DAD instructions are also included in the arithmetic group. They are:
\begin{tabular}{lll}
09 & DAD B & \((H L)<-(H L)+(B C)\) \\
19 & DAD D & \((H L)<-(H L)+(D E)\) \\
29 & DAD H & \((H L)<-(H L)+(H L)\) \\
39 & DAD SP & \((H L)<-(H L)+(S P)\)
\end{tabular}

These instructions affect only the carry flag (and in the NEC 8080 they clear the subtract flag). They can be used both for double precision arithmetic and to index a memory address. The latter is especially useful when operations are to be performed on bytes that are spaced from each other by some fixed or variable distance.

\subsection*{11.4.1 The Flags}

The flag register (Program Status Word, PSW) contains 6 bits in the NEC 8080 (5 bits in the Intel 8080). These are arranged as indicated below.
\begin{tabular}{|l|c|c|c|c|c|c|c|c|}
\hline Bit & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
\hline NEC & Sign & Zero & Sub & AC & 1 & Par & 1 & CY \\
\hline Intel & Sign & Zero & 0 & AC & 0 & Par & 1 & CY \\
\hline
\end{tabular}

The following list summarizes how these are affected by the various instructions:

Sign: Set if the high bit of the result is 1 , cleared if 0 , by the following instructions:

INR, DCR, DAA
Any arithmetic or logical instruction.

Zero: Set if the result is zero, cleared if not, by:

INR, DCR, DAA
Any arithmetic or logical instruction

Parity: Set if parity of the reslt is even, cleared if odd, by:

INR, DCR, DAA
Any arithmetic or logical instruction

Subtract: (NEC 8080 only):

Set by SUB, SBB, SUI, SBI, CMP, DCR
Cleared by ADD, ADC, ADI, ACI, DAD, INR

Auxiliary Carry: Set if a carry or borrow occurs from bit 3 to bit 4 as a result of: ADD, ADC, ADI, ACI, SUB, SBB, SUI, SBI, CMP. The same instructions clear it if the digit carry does not occur. It is not affected by shifts or logical or count instructions.

Carry Set or cleared by any shift or arithmetic operation, including CMP, DAD and DAA. Cleared by any of the logical instructions ANA, ORA, XRA. Set by STC; complemented by CMC. Not affected by count instructions.

\subsection*{11.5 BRANCH INSTRUCTIONS}

Jump, Call Return, Restart and PCHL are the branch instructions.
\begin{tabular}{llllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & C3 & JMP \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & C9 & RET \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & CD & CALL \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & \(E 9\) & PCHL
\end{tabular}

All of the branch instructions include 11 as the two high bits (bits 7 and 6) of the instruction. The three low bits distinguish among the branch and conditional branch and various non-branching instructions. The conditional branches use bits 5 and 4 to determine which flag is to be tested and bit 3 to indicate whether the jump is to be executed when the flag is set or when it is clear.
\(11 \times \times \times 10\)
\(11 \times x \times 100\)
\(11 \times \times \times 00\)
000
001
010
011
100
101
110
111

Conditional Jump
Conditional Call
Conditional Return
If not Zero
If Zero
If not Carry
If Carry
If Parity Odd
If Parity Even
If Plus
If Minus

The Restart instructions use the three bits 5,4 and 3 as part of the address for the single byte CALL. They are copied into the corresponding three bits of the program counter while the remaining bits are all set to zero. For instance, RST 5 jumps to 0028:

EF RST 5
\begin{tabular}{lllllllll}
1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0
\end{tabular}

\subsection*{11.6 INPUT/OUTPUT}

DB IN
xx port address

D3 OUT
xx port address

The port address is copied to both the high eight bits and the low eight bits of the address bus. I/O Read or I/O Write is activated. The CPU copies the data bus to (A) on input; copies (A) to the data bus on output.

FB Enable Interrupt
F3 Disable Interrupt

Set or clear the internal interrupt enabled flip-flop. EI is not effective until one instruction following EI has been executed.
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\section*{APPENDIX A}

THE ICS MONITOR

\section*{A - 1}

ICS MICROCOMPUTER TRAINING SYSTEM DESCRIPTION
1.1 The ICS Microcomputer Training System uses the NEC 8080A microprocessor.
1.2 There are 1024 bytes of Eraseable ROM (NEC 454) located at addresses 0000 to \(03 F F\) and 512 bytes of CMOS RAM at addresses 8200 to 83 FF . RAM is expandable by another 512 bytes at 8000 to 81FF.
1.3 An 8255 Programable Peripheral Interface chip is provided for Input/Output.
1.4 Ram is switched to battery power when the PROTECT/ENABLE switch is set to protect.

A Keyboard is provided with 25 keys. The top right key gives a reset signal to the 8080A. The other switches provide input to the 8255.
1.6 A display is provided with eight digit positions. This is driven by DMA using the contents of addresses \(83 F 8\) through 83FF for digit positions 1 through 8.
1.7 The complete instruction set for the 8080 A is given in the 8080 Microcomputer Systems User's Manual, together with detailed specifications of the machine's internal state during instruction execution and a description of all registers. The MTS board layout is shown in Figure A-1. A block diagram is presented in Figure A-2. The complete circuit diagram appears in Appendix C.


FIGURE Al


MICROCOMPUTER TRAINING SYSTEM CONFIGURATION
FIGURE A2
\(\begin{array}{ll}0 & 1 \\ \vdots & \vdots \\ \vdots & n \\ \infty & n\end{array}\)
2. GENERAL MONITOR FUNCTIONS

The monitor provides five general functions:

Load memory from keyboard
Store program on tape
Load program from tape
Operator program in debug mode
Run user program
2.1 Load Memory from keyboard.
2.1.1 To select a memory address, press

(where inn is the address: eg ADDR 8200 MEM)
The address will appear in the left four digits, and its present contents will appear in the right two digits.
2.1.2 To enter data to memory, (after pressing digits. They will replace the two digits at the right.
2.1.3 To confirm those data and proceed to the next memory address, press
\[
\begin{equation*}
A-3 \tag{C/10/77}
\end{equation*}
\]
2.1.3 If an error is made and detected before pressing any command key, press CLR . This will restore the old data.
2.1.4 Pressing any other command key will confirm the new data. The command will then be processed.
2.2 Store program on tape.

The program SEROT copies binary data from memory to a serial recording medium. An external oscillator and modulator are required for recording on an audio tape cassette recorder. Data are output with 12 bits per memory byte: start bit (0); least significant data bit; successive data bits ( 8 data bits total); and three bit periods of stop signal (1).

The procedure is to use monitor commands to load the starting address in register pair \(H, L\) and the number of bytes to be transmitted in register pair \(D, E\). Then the program starting address is entered by use of the address setting and run procedure. For example, to record 8300-83C9:


\(8200 \quad L-00\)

Turn recorder on


At end of transmission the display will show:

Turn recorder off.

The program SERIN loads binary data from a serial recording medium into memory. It is complementary to SEROT: it receives data in the format described above. An external demodulator is required for reading from an audio tape cassette.

The procedure is to load a starting address into register pair H,L; enter the program starting address; start tape; RUN
REG \(8 / \mathrm{H}, 8\)




Turn Recorder on, and wait for about 10 seconds.

When the display reappears, turn tape off.

A reliable cassette modem using frequency shift keying is shown on page 9-44.

\section*{2.4}

Operating in Debug Mode

The monitor provides for tracing the flow and results of a user's program. The STEP/AUTO toggle switch must be set to STEP; after each user instruction is executed a hardware interrupt is generated. This causes an entry to the monitor.

Operation of the user's program is initiated by the STEP command or the RUN command. A flag byte (SFLAG) is stored by the monitor when the STEP or RUN key is pressed. This flag determines the procedure to be followed at the next entry to the monitor. With either command the user's program is interrupted at each instruction, but in RUN the return to user is automatic unless a breakpoint is encountered.

If the initiating command was STEP, the monitor activates the keyboard after each user instruction is executed.

If the initiating command was RUN, the monitor tests whether the user's program counter is equal to any of up to eight breakpoints entered by the the user. If not it returns control to the user's program immediately. When a breakpoint is encountered the monitor tests a counter associated with the breakpoint: if non zero it decrements the counter and returns, but if the counter is zero the keyboard and display are activated.

When the display is active under monitor control, it shows an address in display positions 1-4 (the left four digits) and a data byte in positions 7 and 8 (the right two digits). At entry to the monitor the address displayed is the program counter, and the data are either the next instruction or the contents of a register. The latter is identified in digits 5 and 6 :

The user may request many other displays, such as another register, another address in memory, a register pair and the contents of the addressed location, the stack pointer, or the user's subroutine return address. These are described in detail in section 3 .
3. MONITOR COMMANDS

The major sections of the monitor operate as an interrupt service routine entered by a hardware interrupt automatically generated as each user instruction is executed, provided that the AUTO/STEP switch is in the STEP position.

The user may program entry to the monitor by including the RST4 instruction (E7) in his program. He may alter addresses and flags used by the monitor through his own program, thereby affecting monitor functions. Various monitor subroutines are accessible to the user by normal subroutine calls.

\subsection*{3.1 Monitor Entry}

When the monitor is entered by interrupt (RST7) or by programmed call (RST4) the user's registers, program counter, and stack pointer are saved in memory and may be accessed by monitor commands.

The RESET key causes a hardware reset to the 8080. The user's program counter and stack are lost, but his registers are saved. The stack pointer is initialized to 83D3; the memory address and user's program counter are initialized to 8200.

\subsection*{3.2 Monitor Data Storage}

At entry to the monitor the user's program counter is popped from the stack and stored at PCADDR. The 8080 registers are pushed onto the stack. If the conditions are met for activating the
keyboard and display the user's stack pointer is stored at SPADDR. In addition, the monitor stores two addresses and two indicator bytes, as follows:

Memory Address (MADDR): the last memory location accessed via the MEM command (or NEXT, following MEM).

Break Point Address (BRADDR): the location in the breakpoint table of the last breakpoint encountered during user program execution or the last breakpoint displayed by monitor command BRR for NEXT, following BRK).

Register Name (RGADDR): the name of the last register displayed by REG command, or zero if MEM command has been used since the last REG command.

Step Flag (SFLAG): a control byte that determines the monitor's actions at entry.

When the monitor is awaiting a command or data, register pair \(H, L\) gererally contains a display address, which points to either the memory address, the user's program counter, a breakpoint, or an address just keyed in by the user following the ADDR command.

Operation of the monitor commands can be described in large part by reference to these addresses:

PCADDR
MADDR
BKADDR

RGADDR
SFLAG
and the display address in \(\mathrm{H}, \mathrm{L}\).
3.3 Monitor Commands

Monitor commands are issued by pressing one of the eight command keys: ADDR, MEM, NEXT, CLR, REG, STEP, BRK, RUN.

These are discussed below in the order listed.
3.3.1 ADDR

Recalls the user's program counter and makes it the display address. The \(P C\) is displayed in the left hand four digits, and the content of memory at that address in the right hand two digits.

If ADDR is followed by hexadecimal keys, the display address is cleared and the hex characters are entered as the display address. In general four characters must be entered, but this depends on the command which follows ADDR. A count of the number of keys is complemented and stored in register \(D\) for use by the monitor in executing the next command.

Contents of D:
\begin{tabular}{ll} 
00 & ADDR not used \\
FF & ADDR used, no hex keys \\
FE & one hex key \\
FD & two hex keys
\end{tabular}
\begin{tabular}{ll} 
FC & three hex keys \\
FB & four hex keys
\end{tabular}

The address, either the user's program counter or the keyed address, is passed to another command section when a command key is pressed. See the sections describing the commands MEM, BRK, STEP and RUN for details of the effects.

\subsection*{3.3.2 MEM}

Calls for display of memory address and its contents. If the preceeding command was not ADDR, the previously stored memory address is used. If ADDR was used, the address in \(H, L\) becomes the memory address. This may be the user's program counter or a newly keyed address. If exactly one hex key followed ADDR, that is taken as the name of a register pair, the stack pointer, or the stack top, and the two bytes referred to thereby become the memory address.
\begin{tabular}{ll} 
Key & Register Pair \\
1/SP & Stack pointer \\
2/ST & Stack Top \\
8/H & H, L \\
B & B,C \\
D & D,E
\end{tabular}

Other single key entries are errors.

With a memory address determined it is displayed in the four left hand digits and the contents of that location are displayed in the
right hand two digits. If the address was derived from a register pair, a label identifying that pair is displayed.

After the MEM command has been issued, the contents of the displayed location can be altered by keying in one or two (or more) hex digits.

The NEXT command increments the memory address and displays the new address and contents. Again, the contents can be altered.

Note that ADDR causes display of a memory address, but the contents cannot be altered until the MEM command has been given. Examples:
MEM
8300 AF


Recalls and displays previous memory address and contents. Contents can be altered by hex keys.

\[
A-13
\]

0
Recalls and displays user's PC and instruction. Contents cannot be altered.


Now contents can be altered. 8200 is now the stored memory address.


8201 80

Displays the next byte in memory. 8201 is the stored memory address. Contents can be altered.


Displays 8380 again, but contents are protected until:


Now 8380 is the stored memory address and its contents can be altered.


Register pair display


\subsection*{3.3.3 NEXT}

This increments the memory address if a memory location is being displayed.

When a register is displayed NEXT selects the next register in sequence: A, B, C, D, E, F, H, L.

When a breakpoint is displayed NEXT calls for display of the next breakpoint in the list. If there is only one breakpoint in the table, NEXT has no effect.
3.3.4 CLR

CLR removes hexadecimal data keyed in after the last command key. If an address is being entered, the program counter again becomes the displayed address. If data are being entered to a register or memory address, the previous contents are restored.

In the breakpoint system, CLR deletes the displayed breakpoint from the list.

\subsection*{3.3.5 REG}

REG is followed by a hex key naming the register desired.
REG Displays the current contents of the user's program counter and the contents of register \(n\), with a label.


If followed by any hexadecimal key or keys the contents of the displayed register are altered.


8224 H-32

If followed by NEXT, the next register (alphabetically) is displayed.

NEXT
\(8224 \mathrm{~L}-13\)

The name of the register selected for display is retained, and at subsequent entry to the monitor the selected register will be displayed. When the MEM key is used, the register name is cleared. Further entries to the monitor will display the contents of the current address. A register name is stored (as one byte at RGADDR) when a register is selected by \(\quad\) REG \(n\) or by NEXT while a register is being displayed.

If REG follows an ADDR command the effect of the ADDR command is lost. REG always shows the program counter in the left hand four digits.

STEP sets SFLAG \(=1\) to indicate that the monitor keyboard and display functions are to be activated at the next entry to the monitor. All user registers are restored, the interrupt system is enabled, and control is returned to the user's program at the location stored in PCADDR. The user's program is interrupted upon execution of the next instruction and the monitor is reactivated.

If the STEP ( or RUN) command immediately follows an ADDR command with four (or more) hexadecimal keys, then the address entered becomes the user's program counter, and control is passed to that location.

\subsection*{3.3.7 RUN}

RUN sets SFLAG \(=0\) to indicate that the RUN command was issued and then returns to the user's program exactly as in STEP. The user's program is interrupted at each instruction to test for breakpoints, but the keyboard and display are not activated unless a breakpoint is encountered and its count reaches zero. When this occurs the monitor behaves as though a STEP had been used.

\subsection*{3.3.8 Breakpoints}

BRK Displays the address of the current breakpoint, which is the last breakpoint encountered. In the usual case it is equal to the program counter, unless the step key was used or a programmed entry to the monitor was made. If the program has not yet encountered any breakpoint, then it will be the last breakpoint displayed. Along with the address, a label ( BP ) and the count for that breakpoint are displayed.

If no breakpoint has been entered the display will show:

A breakpoint is entered by:


When RUN is pressed, this address will be encountered and executed four times, stopping on the fifth. Then the display shows the program counter and instruction:
reak shows the breakpoint, now counted down to zero. new count may now be keyed in:
r the breakpoint may be removed:

\(0000 \quad B P 00\)

The display of address 0000 shows that no breakpoints exist. If other breakpoints are still stored, the most recently used or displayed would now be displayed.

If more than one breakpoint is stored (and eight are permitted) NEXT will display each in turn. Whenever a breakpoint is displayed it may have a new count entered or it may be cleared. RST clears all break points.
4. MONITOR SUBROUTINES AND DISPLAY

\subsection*{4.1 Display}

Data stored in locations 83F8-83FF are displayed by the DMA channel. This is normally enabled by the monitor; it can be controlled as follows:

3E MVI A,80 Set high bit \(=1\)
8D to enable display.
D3 OUT PORTC
FA
or
AF XRA A Set high bit \(=0\)
D3 OUT PORTC to kill display
FA
The display is refreshed at approximately one millisecond intervals by DMA. The contents of \(83 F 8\) drive the leftmost digit, 83FF the rightmost digit. Each bit controls a segment; the high bit is the decimal point (see Figure A-3). The RAM Memory Map is shown in Figure A-4.
4.2 Display Subroutines

The following subroutines are available to the user.

SPLIT (ADDRESS 02C2)

Enter with a byte in register A. Return with the original value in \(C\); the high order digit in register \(B\) (shifted to the right); and the low order digit in register \(A\). This is used by DBYTE.

Digit
Position


Address
0


80

HEXADECIMAL CODES FOR LED SEGMENTS
\begin{tabular}{|c|}
\hline \\
\hline \[
\begin{aligned}
& 8200-820 F \\
& 8210-821 F
\end{aligned}
\] \\
\hline 8220-822F \\
\hline 8230-823F \\
\hline 8240-824F \\
\hline 8250-826F \\
\hline 8260-82EF' \\
\hline 8270-827E \\
\hline 8280-828F \\
\hline 8290-829F \\
\hline 8240-82AF \\
\hline 8280-82EF \\
\hline 82C0 - 82CF \\
\hline 8200-820] \\
\hline 82E0-825\% \\
\hline 82FO-82Fr \\
\hline 8300-830F \\
\hline 8310-8315 \\
\hline 8320-832F \\
\hline \(8330-833 F\) \\
\hline 8340-834F \\
\hline 8350 - 835F \\
\hline 8360-836 \\
\hline 8370-837F \\
\hline \(8380-8385\) \\
\hline 8390-839F \\
\hline 83A0-83AF \\
\hline 83B0-83BF \\
\hline 83C0 - 83C5 \\
\hline 83D0 - 83DF \\
\hline 83E0-83E5 \\
\hline 83F0-835\% \\
\hline
\end{tabular}


MEMORY MAP
FEAD WRITE MEMORY

OFFSET (Address 02A9)

Enter with a digit in A and a display location in D,E. Generates the seven segment equivalent and stores in the display location. Decrements \(D, E\) to point to the next higher digit.

DMEM (Address 0294)

DBYTE (Address 0295)

DBY2 (Address 0298)

These are three alternate entries to the same subroutine, which calls SPLIT once and OFFSET twice, to display a byte as two digits.

Enter DMEM with a memory address in \(H, L\) its contents will be displayed at the right.

Enter DBYTE with a byte in \(A\); it will be displayed at the right.

Enter DBY2 with a byte in \(A\) and one of the digit display addresses in D,E. The byte in A will be displayed at the digit addressed and the next leftward digit.

DWORD (Address 02D1)

DWD2 (Address 02D4)

These two entries call DBY2 twice to display the contents of \(H\) and L as four digits. DWORD displays at the left; DWD2 permits entry
with a location in D,E.
4.3 Monitor Input Subroutines

The monitor has four useful subroutines for keyboard data entry, which your program can call. They are:

SCAN (Address 0257)

This scans the keyboard once. If no key is pressed it returns with carry cleared. If a key is pressed it returns with carry set and the value of the key in the \(A\) register. It uses register \(B\); all other registers are preserved. This subroutine is also called by GETKY.

GETKY (Address 023D)

This calls SCAN repeatedly until a key is pressed, and then waits until the key has been released for long enough to ensure that contact bounce will not make the key appear to have been pressed twice. It returns with the key value duplicated in registers \(A\) and \(C\); and the carry set for hex keys, cleared for command keys.

SCAN and GETKY return the hex value for hex keys and the following for command keys:

MEM 10
REG 11
ADDR 12
STEP 13
RUN 14

NEXT 15
BRK 16
CLR 17

The following routines also display the data entered:

ENTBY (Address 0336)

ENTWD
(Address 0346)

Each of these calls GETKY to obtain one or more keys. As they are entered, hex keys are shifted into registers \(H\) and \(L\) and counted in register D. They return to the calling program when a command key is pressed: that key is duplicated in registers A, B and C; register \(D\) contains a count of the number of hex keys entered; \(H\) and \(L\) contain the last four digits entered.

The two subroutines are identical in accepting key input, but they also display the input, and here they differ. ENTBY displays only the last two digits, in the two right hand digit positions. ENTWD displays the last four digits in the leftmost positions.
N.B. These subroutines (except for SCAN) involve delays because of the debouncing requirement, and run very slowly in debug mode.
4.4 Subroutine Specifications and Listings

The above subroutines are fully specified in Chapter 6.10, and listings appear in Appendix B.
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\section*{APPENDIX B}

\section*{THE ICS MONITOR PROGRAM LISTING}

\section*{0}

ISIS EGEO MACRO FESEMELER, Y 0
F'FGE 1 MTS MOMITOR FROGRAM WFITTEN 1,'TT EH' ECUFARC LAFFIN

TITLE MTS MONITGR FF:OGF:AM WRIITTEN 1/TT EY EDWFF:D LAFPI:

0000

0690310383
0003
0904
0065
0066
0007 210E83
006F 200ces.
0860 061A gigef RF
0010320583
001377
001405
001525
1016 C21300
0192101082
101C CZEE00
\begin{tabular}{|c|c|}
\hline 0820 & \\
\hline 01020 & FS \\
\hline 0021 & ES \\
\hline 182 & CS \\
\hline 0102 & D5 \\
\hline 61824 & F5 \\
\hline 01625 & cse \\
\hline
\end{tabular}

9028 C2288
0930 c33082
01638
01038 FS
61039 E
003420048 E
0030 C5
a03E 05
803F F5
51046 SFCHES 5142 Fl 7
1644 CFESOL
01647 FEX2
01649 CFFT1010
E1G4C. CFFE 200
;
; RESET: REEET ENTEY TO MONITOF:
; RESET:
LXI GP, TOE
FUSH H
FUSH B
FUSH D
FUSH PSW
LKI H, FKTEL

\section*{SHLD EKACCR}

MiI E, 26
XRA F
STA F:GADCE:
RLP: Mav M, \(A\)
CCR E INX: H JNZ RLP
LXI H 8280H :LGAO PC FMO M POINTER: MMP EHFFFEE ;GO FROLIN RET EMTEY'

FST4:
CfG 2 aH
CI XTHL
FUSH E
FUSH D
FUSH PEW
JMF SRVEF
CRG EEH ; FRET S LOCATION
; RET E LOCATION
; RET 7 START LOCFTIICN
; OIGFELLE INTERRUPT
; EWITCH OLO FC WITH HL
; SAVE FC:
; SAVE REGE.
; gee if Ein mile stef mode
; IF E LAST COMMFRO WFE ELUN
; GCI TEST FOR EFPEFK POIKT
\(\begin{array}{ll}\text { TG MORLIN } & \text { IFF } 1 \text { LAST COMMARE WFE ETEF } \\ \text { TZ KYTST } & \text { IF } 2 \text { USER HFE FEOUESTED INT ON KEY }\end{array}\)

IEIS EGEM MACRO FESEMELEF:, Y1 0
FFIGE. :
MTS MONITOR PROGREM WRITTEN 1 OTT ET' EDWFRED LAFFIM


FHGE 2

\begin{tabular}{|c|c|}
\hline  & E5 \\
\hline Gufe： & Casage \\
\hline Qafe & 61．980］ \\
\hline GGFE & \(8 \cdot 1\) \\
\hline GEfF & 4F \\
\hline EaE \({ }^{\text {a }}\) & Gf \\
\hline GGET & 6 F \\
\hline GaE： & GE \\
\hline Gats & 6F \\
\hline G18E4 & 6. \\
\hline G6EG & 61058： \\
\hline CIEE： & FF＇ \\
\hline 0，6E & EE \\
\hline CUEF & C． \\
\hline GUEE & 00400 \\
\hline vieled & ces \\
\hline GGEF & EE［11 \\
\hline \(0 \times 1\) & 4461 \\
\hline 日ac： & 45ibi \\
\hline E日C゙5 & Cega \\
\hline 0 CaC 5 & E\％01 \\
\hline 日gcy & 964010 \\
\hline GGCE & 08 \\
\hline amcr & 2 \\
\hline able． & C1001 \\
\hline
\end{tabular}


GFLL CLEGGT BLEFF FITGHT EJOE OF DISFYFG

FOO ：
MOW E：F \(A\) ACC CIFFEET
MIV L．H ，GET FICDFESE FFCH TAFLE
Jd．E：
MCW H，F

施 F F
XTHL
EWITC：H WITH Hi
，GO TA GECTIGA

－FFON STFFT OF CR TO FNG NF＊FTE


；JIMF INTCI PIFMC：H
if MEMOF：＇
Guict Be
40148
ance cal 04
GECE FEFE
06\％C216n1
－ 004170
abce 212501
GURE OEG5
GuEG EE GL．F．
GGE1 25
GEEC CFEEGO
GEE 23
GBEE 25
010．
G日EE CEEMA
G1GEE CEEFGU
GGEE TE
GUEF 23
GOFG GE
EGF1 EF

－EET D．IG Cullidt

IF NO KFYE GF：MFE THINd GdE
HL GTMTASNE ENGTEFT AOTFFGS
ELEF GFT DGUFLE EEGISTFF：
GET TAELE ETHET
：SFE．IF EJGHT DF

；ELEE SHYF CTMEMA
EUETEACT I MF GCIAT
：］F NU CH EH．GO EACK
ELEF．EFFIIF Thice
G니 ChMEVII
HNO CIEFLEMG
\begin{tabular}{|c|c|c|c|c|}
\hline 60, \({ }^{\text {a }}\) & 22FCes & & SHLO LOWCGT-3 & \\
\hline G6FE: & 2Floges & & LHLO SPFFCOR & ; GET S.P \\
\hline E16FE: & 79 & & Mrev A, C: & : GET E:CHNT YFluE \\
\hline G6F9 & 87 & & fro F & ; COLIELE \\
\hline GGFF & FE09 & & CFI 9 & ; EEE IF TOO HI GH \\
\hline GUFC: & OFH161 & & JT. WOK & ; EKIF IF OK: \\
\hline E1GFF & EEb & & MVI R.E & ; ELSE MAKE = \\
\hline 0161 & ¢ & Vok: & IN\% H & ; FOO TOIEF \\
\hline 616\% & T & & CRE F & ; YFLUE OF OFFEET EY' LOOF'MG LIHTIL \\
\hline 61.6E & C20101 & & Mne vak & , \(\mathrm{H}=\mathrm{EH}\) \\
\hline G16E & 7 & & mov fic: & : EFE IF GF' \\
\hline 610] & FE05 & & CFI E & \\
\hline 6169 & EFIS 6131. & & TE EAVEHI. & ; IF EO, [OO MOT MEST FETCH \\
\hline 615C & 5 F & & Mow E,M & ; GET LE FEOM MEMCF:' \\
\hline 61] & 2 S & & INX H & \\
\hline G16E & 5 & & Mov \(0, \mathrm{M}\) & \\
\hline G16F & EE: & STVEMA: & X CH & ; FUT MEM FOOPESE IN HL \\
\hline 611 19 & abees & SFVEHL: & GHLD MACCF: & : MHKE MEW MEM HOCFECS \\
\hline [11.12 & chrese & OLCHE & LHL P MACD: & ; GET ACOFESS \\
\hline W1.1E & C0016 & & Crill obiome & ; OISFLAT \\
\hline C11 9 & Cusct & & GFLL CEET & - ISEFLF't [AFTH \\
\hline W110 & rosene & & GFLL ENTET & : EMTFF: MFU [H"A EHTE. \\
\hline 911F & FE17 & & TFI TE & SFF IF CIFAF USF: \\
\hline Q131 & FF1 91. & & \(\sqrt{2}\) Cloma & : IF UGFCO, CLFAE FRN [O FEATN \\
\hline W124 & \(1 \Xi\) & & [PE 0 & SEE IF COUNT = - \\
\hline 612 & T & & MOU A.L & ; EET OATA \\
\hline a12\% & 2Fioses & & LHLC MACEF: & -LOAO Hil WITH FIMRFSE TO EE OHMG \\
\hline W1:\% & FFS 101. & & TM MOUFO & ; WG MOT LIFCNTT IF EEFO \\
\hline G1e\% & 77 & & MOU M, F & ; SN'V. \\
\hline G1ET & E: & & CNF M & S SEE IF EOUFL \\
\hline Q1\%E & CeqFan & & DTE EEF: & , IF PHIT, FEEMF' \\
\hline 512] & T\% & 10UFO & How ine & ; GET COMmana \\
\hline Q12 & CHABM & & TMF OMC: & \\
\hline 01.5 & 61. & CETEI & [F: 日ith &  \\
\hline W12E & 60FS & & [fe mich of: & \\
\hline U1: & GetoE1 & & [.E WCH.ECH: 1 f & \\
\hline -11.2 & Werem; & &  & \\
\hline G13E & necome & & OE OEH. 5 CH. 4 & \\
\hline 6141 & WCEFG & & [4: arth, 5ft, or & \\
\hline & & STEF & Fum Foutimife & \\
\hline 0144 & T & GTEFF: & IME FI & ; EFT STEF FLFG TO 1. \\
\hline 51145 & 20403 & FUlNF' & TTA SFLFG & , SAWF G OF 1 FE Stla \\
\hline 614 & Tf & & Move \(\mathrm{F}, \mathrm{O}\) & - GET FNTEY \\
\hline 61.4\% & \(\mathrm{FiF}_{7}\) & & OFA F & SEF IF TFFO \\
\hline 614.7 & CFEFE1 & & de. ClFET & ; IF EG, UEF UC Fí \\
\hline Q140 & 2 F & & CMA & : FEVEFSE COMAT \\
\hline Q1.4E & EF & & CFEF H & \(\therefore\) IF EEFM, Liv. \\
\hline
\end{tabular}

ISIS EGEG MFIGE HESEMFLEF: U1 a
FRISE 5

\begin{tabular}{|c|c|}
\hline 014 & \\
\hline 615 & FE14 \\
\hline 8154 & OFEFGM \\
\hline 015 & 2 Came \\
\hline 015 F & cte?be \\
\hline 0150 & F1 \\
\hline 01.5 & [1. \\
\hline 015 & C1 \\
\hline 0116 & 2Flife \\
\hline 016 & E \\
\hline 016 & FE \\
\hline \(01 \in\) & C \\
\hline
\end{tabular}

O1EE CDCET:
©1E9 Cus 12
G1EC C04 00
01GF FE1?
G171 CFEEED1
017474
0175
(1176. C:77:61
(117S 2 Flffes
©17C \(2 F\)
017057
日1rE 78

a1es cacenz
0185 cos 0 CE
G1EE OER4C14
G1EE FEGE:
E1.ED DFEFDE
0154 za 5 E
0152 C04502.
O1FE ES
01.57 cosens

019740
015E E1
61.5: FE1:

G15E C:F9s01.
g1Fil 7 FH
[1FE: E7
GIFE EFFFTG?
(11FF 71
(11FF \(7 \varepsilon\)
O1FE FEIE:
12. FCFP CK:

CFI 4 SEE IF LFSE THFIN 4
JC EFF: I IF GO. EFETIF:

CFGT: GHLL CLAFFF ; CLEFF: DIEFLFY' FUF: UEER
GFFIUA FOF FUQ FEFTTEE STHCK
FOF [:
FCIF: E:
L.HLE FCHODE:
\(\therefore\) OHL ; FUT FOC OM STHCT- GET HL
EI , HLLCON INTEFFUFTS:
FET ; STAFTT USERS FROLGHM
; GOTOC: FROPEEE SFTTJGG COMMFNO
;
GOTOC: GFLL DTFY: ;GET FG FMO OISFLFAY

CALL ENTHE , ENTER FCDFEESE
CFI ILE ; SEE IF CLEFF:
SIT GOITC: IFF CLEFFE GOI RGFIM
MCN FI, 0 SEE IF CCUUNT=0
CF:F A
MRZ NOTFE: IIF ENTF:Y MFICF SKIF
LHLE FGARDE \(L\) UFAS FC:
ITMA ; COMFLIMENT CDIINT

MCN FI E: \(\quad\) FUT COMMFNO KFY IN A

-EEGC: REGISTEF: MOQTF' SEGMERT
;

EALL GETKT' ;GET A KEY
INC CHOE I IF TTMMFMO, FRECEES
CFI \(a\); SEE IF LESE THAN 8
JC EFF: ; JF LESE THFN E, MOT LEGFI

GFILL DPFG GISFI FH FEEGISTEF:
FUS.H H , EFNF ADCFEES
CALL ENTET :GET NEW [AFTTH
MOW C: L IGET CIHTA E.AVED
FOLF H ; FESTURE ETFITK
EFI CIE ; GEE IF CLEAF KEY
\(J=\) DREGE IF SRI EEDISFLFH'
MEW FI: ,GET COLINT
W:A F

mow Mr
FUE: PGOY Fi, E: , GET COMIFIND
LFT PE MT ; EEF. IF RFKT

ISI S 8G80 MACRO FESEMELERS U1. 6 FFGGE \(\epsilon\) MTS MONITOR PROGR:AM WRITTEN 1,TT EU' ECWHFO LAFFIM
\begin{tabular}{|c|c|}
\hline 61 FF & . \\
\hline 61 FD & 3FOE8S \\
\hline 01 Ea & Cef9 \\
\hline G1E2 & F608 \\
\hline 016.4 & C-9611 \\
\hline
\end{tabular}
a1ET ES
©1EE: 2150Fs
Q1EE ZeFCE
G1EE E1
G1EF \(7 A\)
0106 EF
E1C1 PFenge:
01042 F
0105 ET
E1CE CFCEE1.
\(01 C \mathrm{FECO} 4\)
G1CE DFEFGTM
G10E CCODEE
G1.:1 CF16.
61104 65
0105 FFEFGE
G1CE \(1 E\)
G10 1E
G10f EE
-u1ne zaces
G10E 72
610. 22

G1EG T2
G1E1 CDEGE
[11E. 4 FE17
G1EG CF1EGE
016970
GIEF 2 FACES:
-1ED 22
Q1EE 23
G1EF 15
01FG FFF401
G1FS 7
G1F4 2
©1F5 TE
Gife 2 E
©1F7 EG
Q1FE 2 E
G1FG CEFFG1
E1FE: 210E8S
61FF 7 P
G204 FE. 5

NUZ CMOE
LOA FEGRDC:
FOI EFGH ;IMCFEMENT FIGDORE
CRI EEH ; CHANGE IE TO \(\varepsilon\)
TMF CREFW
;
;ERKFT: ESEFKFGINT MFNAGEMENT SFETAENT

LSi H EFRODE
GHLO LOWCGT-S
FIIF H

OF: A A
TE [E*FT
GMF
ORA F ; EEE IF GOTO EMTFY MFCE
JE GKWL JIF G GF: MOFE THFW 4. UK
[FI 4
IC: EFF:
OKWHL: TFLL EKLCOC
IC GLDEF
CCE E
M EFF:
CO C
[or 0
OHG
GHLC EKRRCOF
MOV M, E
INX H
MOW M0 0
EkLOF: GHLL ENTEAT
CFI GE
IZ CLEEK
MOY B, L
LHLD EKFCOE \(B E T\) HL FTEITIIM
INX: H
JN: H
[af [
JM MOFFE:
MOW MA
INX: H
Mov F, M
INX: H
CHM
EC: H
ONE EROK
LSI H, EKTE
MOY H: E:
EFI RENT
- ELEE EFFROF:
: LOCHTE FF:FFHFOUTMT
; IF FTulnco UBE Thlo
SEF TF FOGM FDE MFW
- IF RUT, EFFIWE:
- LOAC: IF FOUM

; WFITE REG FCDFEES INTA TAELF
; GET F:YTE
; GEE IF ILFAF:
IJF CI FFF: CLETE FKFT
; GET ENTEREE [INTH
: INC: TO COUNT
;SEE IF COUNT= E
: IF TEFO LO MOT CHAPME
SGVE MEN CTHNT
; GO TG MENT FKFTT
- GET EKFT
; GUTO MENT ORE UFF
: \(\because E E\) IF TEFG TOIn
- COFFECT FGTMTEF
- IF MOT, OK
- LGFE: STAF:T OF TFEELE FIGF:IN
- GET COMMFME:

SEE TF MEXT

ISIS \(808[\) MACRO FESEMELER: U1 \(G\)
FFGGE 7 MTS MONITOR FRCIGRAM WRITTEN \(1 / 7 T\) Eit ECWHRO LAFPIN
\begin{tabular}{|c|c|}
\hline 0262 & C2A460 \\
\hline 0265 & 2a0ces \\
\hline 0268 & 2atces \\
\hline 0260 & SE \\
\hline 026C. & 23 \\
\hline 6260 & 56 \\
\hline 02ce & E5 \\
\hline 日CuF & EE \\
\hline 8215 & coores \\
\hline 0213 & E1 \\
\hline 0214 & 23 \\
\hline 6215 & TE \\
\hline 0216 & C09502 \\
\hline 0219 & CSE101 \\
\hline 021 C & 2FDCes \\
\hline 0215 & 54 \\
\hline 0229 & 50 \\
\hline 0221 & 13 \\
\hline 0222 & 13 \\
\hline 0223 & 13 \\
\hline 0224 & 1f \\
\hline 0225 & 77 \\
\hline 0226 & 23 \\
\hline 0227 & 13 \\
\hline 0228 & 7E \\
\hline 022 & FEF 8 \\
\hline 0228 & C22402 \\
\hline 022 & 2fac8z \\
\hline 0231 & 8615 \\
\hline 0233 & C=F501 \\
\hline
\end{tabular}

\section*{CEKPT:}

JNZ CMO
SHLD EKADCOR
LHLD EKACDR
MOV EM \(M\)
INX H
MOU \(0, M\)
FUEH H
MCHS
CHL SERD
FOF H
INX H
MOU F, M
CLDEP: CALL DEY'TE ;OISFLFH'
JMP EKLOF ; GO EACK
CLREK: LHLD EKACDR ;GET ADDR:
MOY D. H ; GET ADOR 3
MOV EL
IMX D
IHX 0
INX D
CLP: LOAX O ;LOOF UNTIL ENO OF TAELE REFCHED MOW MA ; TFAFIEFEF: DATA
INX H
INX 0 ; CHAMGE FOINTERE
MaV f, E ; EEE IF FTT ERO
CFI (EKTEL +2E) RND EFFH
INZ CLP ; IF MOT, CONTI NUE
LHLO EKRADOR ;GET EKKFT RCCR
MVI E, NEXT ;MAKE KEY LOCK LIKE REXT
JMF MOEKC. 1 ; GO EACK TO EEE IF FT ENO OF TAELE
;
; DELAY: GLEROUTINE FGR: 1 ME DELAY' IF MO
; HFLTS OR HOLDE
;ÚSES REG A fRID FLFGE.
;
0236 SEES
023830
0239 C23802
023 c

DELFIY: MNI A, 131
DELI: CCR \(A\)
JIZ CELI
FET
GETKEY' GETS FND OEECUNCES A KEY FROM THE KEYECARD SCFMNER
; USES REGISTERS E RMD D
; REG F AHD c c.antain the key vflle
; CRLLE DELAY AND SCRN
; REIURIS WIIH CY=0 FOR COMARD; CY=1 FOR HEX
GETKT: CALL SCAN ;GET A KEY'
JNC GETKY ; IF MO KEY FCUND, TRY' AGFIN
MOV C., A .
FETCH: MNI 0,20 ;DEEGUNCE CHCLEE
```

ISIS EGEG MAGRO FESEMELEF: W1. 0
FHGF. 8

```

\begin{tabular}{|c|c|}
\hline ब246 & \\
\hline 0249 & 005702 \\
\hline 0240 & 0F4462 \\
\hline G24F & 15 \\
\hline G259 & ¢¢460\% \\
\hline Q2Es & \\
\hline 51254 & FE10 \\
\hline g25e & C \\
\hline
\end{tabular}
```

OLOUF: CALL DELFH' OFLFFY
CALL ECAPD ;GETHYEY
IC FSTCY'TF ONE, STAFTT OWEF:
CCE :
JNE OLOMF IFF ETCLE DOME, ENO
MOU F,G:FUT KET'TNA
CFI 1E FOIMFFEE FOF: COMMAMC KET'
FET ; CARRY SET IF HEX
GAM: KETEGAFD EIFMMFE
GETE A FEt E:T GCAHMIIMG THF KEYEOFF:O
USES FEG E
KET UFLIE FETUFNFD IN FEEG F
; USES THE STFEK FOF: }1\mathrm{ LEVEL
;EETLENE A EET CFEFG IF VE'G FREESED

```
;
EC:AN FUSH H ; GAVE HL
    MVI L 1.116111.0E: ; SCAN MAEK- 1 MEFAE THAT FOU
    MWI Ei, \(6 \quad\) :COLNT \(=0\)
    ORI 1 , MFIKE EUFE TFFMEMI ESION ETT SET
    QUIT FOFTTC: GIITFUT EC:AM DATA
    IN FOR:TA ; FEEFE IM COLLPNS
    CMA ; IHVERTT
    FNA F
    TNZ KF I IF KE' FFEESEDB MOT ZEFO
    JNF: E ; INC C:OLNTEF:
    MCOU FI, E: , EEE IF DOME
    TNC ECFET ; IF CONE, FETLEN
KECFH: DHO H ; SHJFT MFEK GNE DNEF
KF: MI LGFFH :LOHG L WITH-1
FK: INF: L IMC L LNTTL 1 FCUNO IM INFUT
    FHEL : EIY'TE.
    TNC: FK:

    FOO A
    FOO F
            FCO F .
            FOOL \(\quad\) FHOO COLLMN COUNT IML
            ETC ; EET C:AFEFY
ECRET: FUIF H ;RESTGFE STACK
            FET
                            CLFIGT: CLEFFS RIGHT SIDE OF OISFLFY'
                            CLEFF: CLEFARE FILL OF DISFLAY
                            CLRLF: CLEARE E CIGITS ETAFTIMG FT LOW DGT IN
                        H. FEEGISTEFE

ISIS EGE® MACFO FESEMELER；U1． 0 FAGF： 9

\begin{tabular}{|c|c|}
\hline 628： & E6d 4 \\
\hline 0288 & C－segac \\
\hline 0287 & 66．18 \\
\hline 028 & 21FFES： \\
\hline Q2E： & 3646 \\
\hline 02 EE & 2E \\
\hline 02EF & 06 \\
\hline 0250 & ciscaz \\
\hline 0295 & C \\
\hline
\end{tabular}
；
\begin{tabular}{|c|c|c|}
\hline CLEGT： & MWJ E：， 4 & ； 4 ［1GIT ELHH＊： \\
\hline & TMF CL & \\
\hline CLEAF： & MII Ei，\(E_{1}\) & ；E［JJGIT E：LFH易。 \\
\hline C1： & LXT H LCMMGT & ；LOW CIGIT CIF［aIEF \\
\hline CRELF： & M \({ }^{\text {a }}\) M & ；CLEFP： \\
\hline & CCOH & ；C：HPRKE FUINTEE \\
\hline & CCF：E： & ；LIIIF CCILMT［CE： \\
\hline & TNE CLFELF & \\
\hline & F：ET & \\
\hline
\end{tabular}
；LEYTE：［OTSFLLFH E＇rTF．DF［OATA IH F ON LOW DGTS ［E：Y「こ：UISFLFY＇EY＇TE ON FNH＇OIGITS SPEC：Ei4［UE CMEM：［IIEFLFH＇EYTE REFEFENCED EIY HL
；UEEE REGG F，E：D，E
；F：EG \(C=\) OLC FEEG \(A\)
；C：FLLE SFLIT，IFFEET
；USES 1．LEWEL UF ETFICK
；
CMEM：MCIW F，M GGET OIEFLF＇T［IFTH FFWM HL IM MEM
OEYTE LYT D，LOHOGT ；LCWE OIGITS
［E：Yと：FUSH H ；EHVE HL．
MFLL EFLIT ；EFLIT E：TTE
GFLL GFFEET ；GET ANE CIEFLFH PIGIT LEGENC：
MCIW FLE \(\operatorname{GET}\) GTHFF：HFLF
GHLL GFFEET
FGIF H ；FESTGF：E HL
MNI FI EGHH ；MAKE SLFE［ISFLFH IS GN
CIT FUFITC：
FET
GFFEET：GETS A 4 EIT VFILLE FACO FIMDS THE S．YME：OL FGR THE［IIGIT ANO DISFLAYE IT
；USES REG A，HLL
；F：EG FAIF D，E．AFEE DECREMENTEC：EIY 1.
；
Q2FG 21E2GE：GFFGET：LXI H，TFELE ；TRELE OF OIGITS Q TOF
G2FC． 85
日2F0 GF
G2FE TE
a2ff 12
G2EX 1E：
02 EB Cg
\begin{tabular}{|c|c|}
\hline E12EC & SF \\
\hline a2Es & EGESE：4F \\
\hline G2EE & EGECOT： \\
\hline \(02 \mathrm{E}=\) & GT7FGF7 7 \\
\hline 02 EC & 50s95E \\
\hline a2ca & 7¢91 \\
\hline
\end{tabular}



ISIS EaEG MACRO FESEMELER, W1. a

\begin{tabular}{|c|c|}
\hline 02 F & C: \\
\hline \(02 F 1\) & 05 \\
\hline 82 F 2 & CE \\
\hline 02 Fs & -3 \\
\hline 02 F 4 & CSE202. \\
\hline 0277 & 1 E \\
\hline 02 FE & 1E: \\
\hline 0279 & EE: \\
\hline 02 FA & 200cs \\
\hline Q2F0 & EE: \\
\hline Q2FE & 12 \\
\hline E12FF & 12 \\
\hline 0360 & 1.4 \\
\hline 0361 & 37 \\
\hline as60 & c \\
\hline
\end{tabular}



\section*{63ET \(3 A O 583\) \\ azat 87 \\ 6.36T CHE402 \\ 0504216 \\ 02 ED 85 \\ GISGE EF \\ 6S日F TE \\ 01310 Sefres \\ 01312 E4E \\ 0315 2FDE8 \\ 031822 \\ \(0 \leq 197 E\) \\  \\ 031085 \\ 031E GF \\ 0S1F TC: \\ asea CEa日 \\ 032 ar \\ 0325 c.s482}
- ;

032767
032 cec
032R 7761
032C: 5045

FIGTEL: [:F TEA
[E 7

[E TTH. 1 ; GFOFF: JS H, L. F, E, C. [: F., F
                                    ;MUST NOT CRCES FAGE FOMMORIES!!!
                                    EYMENLL GFFEFT FF:CM EFFICOF:
                                    GRCFF: JE. H,L.. F.E:, C. [:, F., F
```

                    [E 5 5H. 5
    IMF [MFM

```
;GOINSFLFY [ATA
```

;GOINSFLFY [ATA
; FETLIEN TO CFHLLEF FFICM CMEM
; FETLIEN TO CFHLLEF FFICM CMEM
-GFT EFGIETFF GFILUE
;OOUFLEF FIdO TEST FOF ZEEN
IF TFFUG [USFI HIT THST AT CFO,
L LGFC FOTMTHE OF EYMFRNLE F:DS
: CFFSFT
;GET EYMEMOL
UISFLAY'
; GET A SFISH SHMEMCH
[1]SFYffr
BGFT GFFEET TO EF
igFT C.F
OFFGFT

```
Mow L., \(A\)
Mow Fi, H
FRCI 9
mas H. F

ISIS EGEETMACRO FSSEMELEF:, Y'. a
FHGE 12
MTS MONITOR FROGE:AM WRITTEN \(1 . / T T\) Eit' ECWHFED LFFFFIN
\begin{tabular}{|c|}
\hline SE \\
\hline 0354 5E03 \\
\hline 035750 \\
\hline 03.34160 \\
\hline
\end{tabular}

025005062
02890642
0155 70
0250 r0950
0 E 4 a [1.
034114
024205
0543 C5003
[E 3 EH, 4
CE SEH,
CE TEH,2
[E T1H, E
ENTEAT': ENTEE EY'TE DISFLAYS EMTF"T' IM FARE RIGHT F:IGHT FOEITION
; USES REEG E, C, H
FEEG A FRM E EGOTH COTITAIN CMO KE'T TEFMINATIMG ENTEY ; FEG \(0=\#\) OF CIGITE FIJTFFET:
FEEG L=WFLLIE ENTEFEE:
;C:HLLE ENT, ENTE, CEYTF
;
EMTET': EALL EMT ; JNITIFLIZE
Et'LF: EHLL ENTE; ;GET DIGIT FMCO EHIFT
MOV FH,
EALL DETTE
FOF O S IMC: FMO FEETOEE TO ETFLCK
IHPE:
FUEH O
JMF E:TLF
ENTHD: ENTEF ANO DISFLAT WREC OF DATH IN LEFT EICE OF DISFLEA'
USEE REG E, C
FEEG F=CMT EEY THFT TEFMINATEO ENTE'Y
FEEG \(:=\#\) DIGITS ENTEFEF.
; EEG HL=UGFO ENTEEEE
C:ALL CLEAR, EMT, EMT?
;
\begin{tabular}{|c|c|c|c|c|c|}
\hline 61346 & 005009 & EHTUC: & CFILL ENT & ; INITIFLIZE & \\
\hline 6134 4 & Cote 40 & WCLF: & GHLL ENTE & ; GET F OIGIT ANO SHIFT & IN \\
\hline G24C & conce & & CFALL CWOET & - DIEFLFA' & \\
\hline 01245 & 01. & & FCIF: & : GET FANS INC: & \\
\hline 6-5 & 1.4 & & INE: & & \\
\hline 0 CH 5 & [5] & & FUSH [: & & \\
\hline 655 & T F & & Mow \(\mathrm{F}, \mathrm{C}\) & :SEE JF HT LEFET 4 cili & EMT E.EEE \\
\hline 65s & FEA4 & & CFI 4 & & \\
\hline 025 & 049402: & & CNC: CNEM & - MISFl Fi't eqta ficcesemb & Fit HL IF S \\
\hline \multirow[t]{5}{*}{95E} & \multirow[t]{5}{*}{C. 496} & & JMF WELF' & & \\
\hline & & ; & & & \\
\hline & & ; & \multicolumn{2}{|l|}{\multirow[t]{3}{*}{\begin{tabular}{l}
ENT: IMITIFLTEEE FOF ENT: \\
ENTZ: GETE FMG SHIFTE IN A KET ENTET' [W:IVEA E't' EMTE:Y', ENTHLO DHL' \(T\) '
\end{tabular}}} & \\
\hline & & , & & & \\
\hline & & ; & & & \\
\hline G-5E: & E1 & ENT & Forf H & , FUUSH O FHEFE OF C:ALL & \\
\hline 935c: & 1600 & & Mri 0 - & & \\
\hline GEE & [5 & & FUSH [ & & \\
\hline CSEF & ES & & FUSH H & & \\
\hline 0 SE & 210606 & & LXIH, & INJT HL. TOG & \\
\hline
\end{tabular}

ISIS EaEM MACRO RESEMELER: U1. E
FFIGE 1E
MTS MONITUR FFEIGEFM WEITTEN 1.177 EAT EDUFAED L.AFFIN
\begin{tabular}{|c|c|}
\hline 63E & C \\
\hline asen & ccene \\
\hline 05 E & 027103 \\
\hline 9364 & 29 \\
\hline asee & 2 \\
\hline asec: & 29 \\
\hline -3Ed & 29 \\
\hline asee & EL \\
\hline 61こEF & 6.5 \\
\hline 0270 & 5 \\
\hline 01371 & 47 \\
\hline 037 & 01 \\
\hline 03 TS & 01 \\
\hline 01374 & C \\
\hline
\end{tabular}

FET
EATE: CALL GETKY ; GET A KEY

[FIO H ; ELEE MLILT CILO Eit J:E ANO
CAFO H : ADCO MEW
[all H
Dald H
FOC L
Maw L. A
FET :GO TG QREIVJMG FEOUTIHE

FCIF E FFESTIRE STFICK FM: 0
FuF :
FET ; RETUF:N TG C:FLLEF OF CALLER OF ENT
```

;
;
; SEROT GEFIFL. GLITFUT ROLITIME
, FILLOWS CFTA TO EF TFAMEFEFFI: TO TAFF. CEAESETTE GE SIMILFFO
;TFIFNEMISSIINN IS RT 11G EALUO.
; TFIFTING AOORESS IS FUT ;NTO HL
; LENGTH OF ELOCK TO EE TFANSFEREE IS FUIT IHTOU OF

```

\begin{tabular}{|c|c|}
\hline 0375 & F3 \\
\hline \(0 \leq 76\) & D5 \\
\hline 027 & AF \\
\hline 0378 & DSFA \\
\hline 0374 & E1E01 \\
\hline 0375 & GE18 \\
\hline 6375 & chabes \\
\hline 0.8E1 & Cbsees \\
\hline 0384 & 46 \\
\hline 0385 & 16.at \\
\hline 0.887 & ccgens \\
\hline 0 asea & 15 \\
\hline EISEE & CeEfus \\
\hline 03 EE & 23 \\
\hline 038F & 01 \\
\hline 0359 & 1E \\
\hline 0391 & 05 \\
\hline 0392 & 7E: \\
\hline 6393 & E2 \\
\hline 01394 & CETHES \\
\hline 0.35 & QEFF \\
\hline 6396 & CCHAGE \\
\hline 08.4 & D1 \\
\hline 0390 & E. \({ }^{\text {P }}\) \\
\hline
\end{tabular}

EEROT:
OI
FUS.H 0
NEA \(A\)
GUT FORTC:
DUTEY: MWI E, 1
MI Ci, OLG?
CFLL DEL
CALL [3]
Prow E, M
MVI \(0, E\)
OUTET: CALLDI
CNE E
JNE CUTET
INX: H
FOF:
ac: O
FIISH D:
MON FI, E
OF:A 0
.NAZ CUITEY'
MJ C. EIFFH
CALL OEL
FOF: :
RET A
; OI GFELE IRTERFUPTE
, GfVER DE
CLEFFR: INTERFUFT EMAFLE FOR [MA

\section*{; E.ETLIF FQR GUTFUT OF ETART EIT}
; GUTFUT \(\because\) OELAYE FGR EEFFFRFTGE
; GUIFIUT ETAET EIT
; GET OATFI TO FEE QUTFUTTEO
; COLZAT: E EIITS FWNO 3 STOF EIT
; GLITFUT FIST FMIN EHIFT
; E.EE IF ROME
, GO TII HEXT MEM lacatian
; GET CCIIMT
; CECEEMENT CCLIMT
SEEE IF COUNT=
:DELFHY MAS: EMO CF TEFMEMISEICIM
; FEESET STACK
; GCI BFICK

\begin{tabular}{|c|c|c|c|c|}
\hline & & ; EERIN. & & \\
\hline \(035 E\) & BEas & 01. & MVI Ci, CLTY & ; CELFHY 1. EIIT TIME \\
\hline 03 FB & 78 & CEL: & Mow fi, & ; GET OUTFUIT EM'TE \\
\hline 03 F 1 & EEQ1 & & FNI 1. & ; GET LS Eil \({ }^{\text {d }}\) \\
\hline 03 FE & DSFA & & GIIT FORTC: & ; OUITFUT \\
\hline QSF5 & TE & & MOY F, E & \\
\hline QSfe & 37 & & STC & ; ROTATE FMO LIAR: CAEFY ¢SHIFT \\
\hline Q SAF & 15 & & ETHF: & ;1.'S FFWi L.FFT) \\
\hline 63 FE & 47 & & Move A & \\
\hline 0 SFP & coseac & [RF & CALL DELFA' & ; PCTLifl lemby' \\
\hline \(0 \leq \mathrm{FC}\) & 60 & & CCE C & ; SEE IF COME. \\
\hline \[
9 B \mathrm{FO}
\] & CRFAS & & SNE ULF & \\
\hline & & ; & & \\
\hline & & ; & & \\
\hline & & ; EEROTT & SEEIN: SEFIFL FEEGISTEFS HL & INFUT FOUITIME THAT COMFLEMFNTS COMTAIN STAFTIMG FDOEESE \\
\hline 013 EP 1 & FS & SEEIN: & aI & ; ETGF IdTEEEPUFTS \\
\hline \(0 \mathrm{CBF}_{2}\) & FF & & FAF \(A\) & ; CLEFF: PMM Filt \\
\hline 6 SE & CEFA & & DUIT FURTT: & \\
\hline 5 EE & DEFG & EwT & IN FOETE &  \\
\hline \(0 \geq \mathrm{ET}\) & \(1 F\) & & EAF: & S.HJFT JBFUT INTO EFFF'Y \\
\hline 6 EES & DFESEE & & IC EMT & : IF THEFE, ETFIFT MOT HIT 'E' \\
\hline GSEE & GEE4 & STFME: & MU E, DELHF & ; DELFAY 5 EIT TIMES \\
\hline 9 EEO & Comars & & CALL CEL & \\
\hline 03 Cb & DEFG & & IN FORETE: & MAKF ELIFE HOTT A GLITTH \\
\hline 08 Cz & 1 F & & FifR: & \\
\hline 0 c & ORESES & & JC: EWT & ; IF Oid FFTEE 1 ¢ EIT. GO E:ACK \\
\hline Q SCE & 1EEG & & MNS E, ESH & - INITIFLIZE COUNT \\
\hline Gice & C09EDS & SIL LIF: & CHLL O 1 & ; CELFIT 1 EiIT TIME \\
\hline GISEE & DEF9 & & IN FUFPTE: & ; GET INFIUT \\
\hline \(615 c\) & \(1 F\) & & Fife & ; FUT INTO CAEES \\
\hline ESEE & TE & & MCiv Fi, E & ; GET FPETICUE EIITS \\
\hline ESOF & 1F & & FFF: &  \\
\hline 6504 & 5 & & MOV E, Fi & ; OVEF FIME STGEF. \\
\hline 0 SO & [2cens & & TMAC SILCOF & \\
\hline 6 Ec 4 & 77 & & Mow M. F & ; S.FVE REM E't'TE \\
\hline 6so & COSEDS & & EALL Di & ; LELFH' 1 EiIT TJME. \\
\hline GECe & DEFG & & IN FTETE: & : GET OHTH \\
\hline Esem & 1F & & FAE: & \\
\hline GED & 0cefag & & NHE EFE & ; IF MGT THEFE MG STGF EIT \\
\hline G3OE & 22 & & It \({ }^{\text {d }}\) & : IF THEFF, Gitg hfxt Mem lioc: \\
\hline GSb & \(1 E 64\) & & MWS F. 100 & - Lodir For loma staf to \\
\hline GSE1 & coseras & FNOST & CALL PELFIT & SEEE IF ENE TIF TEFHEMISESTA \\
\hline GIE 4 & [EFF9 & & TM FTOPTE: & ; SEF JF grill ETGF \\
\hline GEEG & 1F & & FWic: & \\
\hline GET & OEEEDE & & WME: ETFH: & If not, fonine Etart \\
\hline GEEF & 1. & & CAE & SEE. JF LGdig Fmolith \\
\hline
\end{tabular}

IEIS EGEM MFCEO HESEMELEF：V1 a
FFGGE 15

\begin{tabular}{|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { EISE CCE10S } \\
& \text { ETEE }
\end{aligned}
\] & & MUZ FADET FET 4 & ；Jf licing fincligit F．MO \\
\hline & ； & & \\
\hline & ；MEMAR＇Y＇ & MAF FNO EQUIHTE & LISTE \\
\hline & & & \\
\hline F354 & efcone & EOU EF 350：H & ；COME FGR EFP IM ExEFHFPGINT \\
\hline 087 & ECODE & EQU TSH & ；CODE FCIF F．IN FFFRE \\
\hline 0058 & FCOPE & EQu SaH & －CGOF．FGF F IN FPF \\
\hline 0015 & HEXT & EOU 15H &  \\
\hline 0011 & FEEG & EQU 1．1．H & ：COMPFHO LIET IF HSEIGIdFATS \\
\hline 0013 & STEF & EOU \(1 \geq \mathrm{H}\) & fif：F．C：HFIGEEC \\
\hline 0014 & FLIN & EQU 14H & \\
\hline 0810 & PFEM & EQU 10H & \\
\hline 0812 & Gorto & EOU 1\％H & \\
\hline 8816. & EFK & EOU 96 H & \\
\hline 8017 & CLE & ECOU 17\％ & \\
\hline 60FE： & GUTFT & EQU EFEH & －CONTFIGL FUR：T IF PIA \\
\hline COFE： & FOETA & EEL GFEH & ；FORT FI OF FIH \\
\hline G日FF & FORTE & EQU GFFH & ；FURT C：OF FIFI FIA FIOET \(F\) \\
\hline \(88 F 9\) & FURTE： & EQU GF GH & \begin{tabular}{l}
：FIA FROET \(F:\) \\
－DEIFY FOE 1 FIIT
\end{tabular} \\
\hline 0068 & DLY＇1 & E0U \({ }^{\text {E }}\) & \begin{tabular}{l}
；DELAY FGE 1．FIIT \\
；OELFY FCE GEFPFEATOF：
\end{tabular} \\
\hline 0018 & LLY＇ & EMU 24 & ；DELFY FCR：SEFPRFATOR： ；HALF E：IT GELAY＇ \\
\hline 0968 & DELHF & EQU 4 & ；HFILF E：IT OELAY＇ \\
\hline 0640 & DASH & EQU 40 H & ；COCE Faf：Gfid \\
\hline & ; MEMORY' & FESSIGMENTS IN & FiFM \\
\hline 8SCE & & ORG EECEH & \\
\hline 83CE & E0S： & ［E1 & ，EiOttam CF s．tals．pen \\
\hline 83CC & & ［se 1 & \[
\begin{aligned}
& ; A \\
& \text { E }
\end{aligned}
\] \\
\hline ¢3CD & & DE 1. & \[
\begin{gathered}
\text { E } \\
; 0
\end{gathered}
\] \\
\hline \(83 C E\) & & DS 1 & ； C \\
\hline 83 co & & CS 1 & ；E \\
\hline 8301 & & ce 1. & ； \\
\hline 8302 & & CS 1. & ；\({ }^{\text {TOP }}\) OF \\
\hline 8303 & ras： & ces 1 & \begin{tabular}{l}
；TOF OF STACK \\
CTEF FLFT \(1=5\) TEF，\(\quad\) I＝FUM
\end{tabular} \\
\hline Eizc4 & SFLRG： & cos 1 & ；G．TEF FLFGG \(1=5\) TEF，\(\quad\)＝F：UN ；FFG UISFL FY CONTROL \\
\hline 8305 & Prindore & \(\left[\begin{array}{cc}{[5]} \\ 0\end{array}\right.\) & ；FEEG［IISFL FiY CONTROL
；FIORE 4. \\
\hline 830 & SPRDDR： & 号 2 & ；FIDCE：Chi SiP \\
\hline 8308 & MPCACR： & 吅 2 & ；USEFE FC： \\
\hline 830．f & FC：ADCR： & 时 2 & ；FOINTER TA EK．FT TAELE \\
\hline 83 CD & EKRDCR： & cse 26 & ；EREEFKFFOINT TAELE \\
\hline 830E & EXTEL： & ds 26 & ；Einefk．fornt Thale \\
\hline E3FE & & DS \({ }^{\text {D }}\) & ；LAW DIGIT OF OISF＇LFY＇ \\
\hline 83 FF
\(\mathrm{OQC0}\) & LOWDGT ： & EMO RESET & \\
\hline
\end{tabular}

IEI S 2080 MACRO RESEMELER，Y1． 1
FAGE 1E
MTS MONITOR PROGRAM WRITTEN \(1 / T T\) ET＇ELWARCD LAFFIM
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline ACRROK & 0157 & EK．RDO & 8200 & EKLCIC： & －20¢0 & Ek：Laf & Q1E1 \\
\hline EKTEL & 83CE & EK．TST & 6853 & EL & 62E2 & EOK & 81FF \\
\hline E0S & 83CE & EfCOD & F350 & Efik & 9615 & ERK．FT & 61 E17 \\
\hline Bt＇LP & 0339 & Et＇PRS & 20ee & CL & 0289 & Cle & 0817 \\
\hline CLEAR： & 0287 & CLFST & 0158 & CLF & 0224 & CLEEK & 621C． \\
\hline ClRGT & 0282 & CLRLF & 628C & 0 d & －ace & CMCe & \(0 \mathrm{CaF4}\) \\
\hline crucs & gare & CMCK＇ & 8371 & EnTFT & ＠日FE & \([1\) & 6ESE \\
\hline CFISH & 0049 & CEKPT & 6268 & CEY2 & 82E8 & CE＇r＇TE & Q295 \\
\hline CEL & 68．76 & CEL1 & 0238 &  & 82 SE & CELHF & 20.914 \\
\hline CLOOF & 624E & CLF＇ & 03F9 & CLY＇1 & 6816E & ［4＇3 & 61018 \\
\hline CMEM & 0294 & CREG & 0303 & DPEG2 & 6193 & CRSEV & 01.58 \\
\hline CFETEL & 0135 & CHOE & 0204 & CWORC & 9201． & CHEN & 12．f4 \\
\hline Dr＇PC & 92CE & ECODE & 0075 & ENT & 625E & EMT2 & ESES 4 \\
\hline ENTEY & 0356 & ENTWC & 0346 & ERE： & －16EF & FDE： & GEEE \\
\hline FK． & 0275 & FNOST & 03E1 & EETKY & 0250 & GLF & GEEX \\
\hline gato & 0012 & gatoc． & Q1．EE & INFUT & 02EC： & K．F＇ & 日2rs \\
\hline KSC．AM & 626F & KYTST & 0862 & LOWCIG & 8SFF & PTACLC： & 83Cus \\
\hline MfTCH & 62F？ & MEM & 0818 & MEMCH & 80， & MEXTT & 0615 \\
\hline KEXTC & 日日ce & MOEKC & 01F4 & MOMAT & 82EF & MORSUN & 61611 \\
\hline MOTPC： & 017 C & MOUPC & 0131 & CFFEE & 82F9 & CK．VFL & 615E \\
\hline CLOAC & （112 & OLDEP & 0216 & GUTET & 6.887 & CLITEY & 037A \\
\hline PCADC & 8304 & FORTA & 98F8 & FORTE & 061F9 & FURTC & 618FA \\
\hline PTR & G0es & FCODE & 0050 & FEEG & \(0 \times 11\) & REGC & 0182 \\
\hline PERUM & 0150 & FESET & 0860 & FGACCO & 83.5 & FGTEL & 61326 \\
\hline RLF＇ & 0013 & FNE & 61．77 & FUST4 &  & FSTS & G12\％ \\
\hline RETE & 01630 & FSTT & 0038 & FETCu＇ & 0244 & FLIM & 01014 \\
\hline RLINP & 0145 & ERVEH & 0110 & SAVEM & 016F & SfVEF & GGEE \\
\hline SCAN & 0257 & SCRET & 0280 & EERIN & QSEL & EEROT & 0275 \\
\hline FFLAG & 8304 & SIL LOF & 03C8 & SPRCO & 83CE & SFLIT & 02 C 2 \\
\hline STEF & 0613 & STEFP & 0144 & STFMC & 6see & SWT & 0.3 ES \\
\hline TFELE & 02 E 2 & TOS & 8303 & WOK． & 6161 & HCLF & 03.49 \\
\hline
\end{tabular}

0

\title{
MICROCOMPUTER TRAINING WORKBOOK
}

\section*{APPENDIX C}

HARDWARE LAYOUT AND TEST PROCEDURE

ICS MICROCOMPUTER TRAINING SYSTEM POWER REQUIREMENTS

The Microcomputer Training System is delivered as a ready-tomse unit requitiag oniy comection of power supplies for operation. The MIS is designed to operate with oniy two DC power supplies, +12 V and +5 V . Amons the parts used in the MIS, only the 80804 requires another supply voltage ( -5 V ), which is generated internally.

Both DC pover supplies should have sufficient current margin over the following power dissipation specifications :

MIS Power Dissipation
\[
\begin{array}{ll}
+5 V \pm 5 t & 1.0 \text { a kinx. } \\
+12 V \pm 5 * & 150 \mathrm{ma} \text { y yx. }
\end{array}
\]

External powar supply lines ghould be comected to the board edge finger pins meriked \(+5 \mathrm{~V},+12 \mathrm{~V}\) and GKD.

\begin{tabular}{|c|c|c|c|}
\hline Pin \# & Pin Name & Pin \# & Pin Name \\
\hline A 1 & GND & B 1 & GND \\
\hline 2 & GND & 2 & GND \\
\hline 3 & +5v & 3 & +5V \\
\hline 4 & & 4 & \\
\hline 5 & +12V & - 5 & +12V \\
\hline 6 & & 6 & \\
\hline 7 & & 7 & \\
\hline 8 & & 8 & \\
\hline 9 & & 9 & \\
\hline 10 & AB15 & 10 & AB 7 \\
\hline 11 & AB14 & 11 & AB 6 \\
\hline 12 & AB13 & 12 & AB 5 \\
\hline 13 & AB12 & 13 & AB 4 \\
\hline 14 & AB11 & 14 & AB 3 \\
\hline 15 & AB10 & 15 & AB 2 \\
\hline 16 & AB 9 & 16 & \(A B 1\) \\
\hline 17 & AB 8 & 17 & AB 0 \\
\hline 18 & & 18 & \\
\hline 19 & & 19 & \\
\hline 20 & & 20 & \\
\hline 21 & & 21 & \\
\hline 22 & & 22 & \\
\hline 23 & & 23 & \\
\hline 24 & & 24 & \\
\hline 25 & & 25 & \\
\hline 26 & & 26 & DB 7 \\
\hline 27 & & 27 & DB 6 \\
\hline 28 & & 28 & DB 5 \\
\hline 29 & & 29 & DB 4 \\
\hline 30 & & 30 & DB 3 \\
\hline 31 & & 31 & DB 2 \\
\hline 32 & & 32 & DB 1 \\
\hline 33 & & 33 & DB 0 \\
\hline 34 & & 34 & \\
\hline 35 & & 35 & \\
\hline 36 & & 36 & \\
\hline 37 & & 37 & \\
\hline 38 & & 38 & \\
\hline 39 & & 39 & \\
\hline 40 & & 40 & \\
\hline 41 & & 41 & \\
\hline 42 & & 42 & \\
\hline 43 & & 43 & \\
\hline 44 & & 44 & \\
\hline 45 & & 45 & \\
\hline 46 & & 46 & \\
\hline 47 & & 47 & \\
\hline 48 & & 48 & \\
\hline 49 & & 49 & \\
\hline 50 & GND & 50 & GND \\
\hline
\end{tabular}

8080A
CENTRAL PROCESSOR UNIT


8255
PROGRAMMABLE PERIPHERAI INTERFACE


8228
SYSTHM COMTHOLTER MMD BUS DRIVER


8224
Clock Generator and Driver

8212
8-Bit I/O Port


5101
1,024 Bit Static RAM

 454

2,048 Bit EEPROM


STEP 1 Connect power supply and turn on +5 V and +12 V . Switch settings are 'ENABLE' and 'AUTO'. LED
should display

STEP 2 Enter test program as follows by passing indicated keys :

Press Keys


Display Should be :


8202

Continue entering remainder of program from attached coding sheets from address 8203 to 8248. Once program has been entered, check to be sure that all instructions have been entered correctly by pressing the keys :

.... etc.
STEP 3 Test the RAM as follows :
Press Reys
Display Should be :

8200 21
\(\square\)
RUN

STEP 4 Test the ROM and keyboard
as follows :
Press Keys
Display Should be :

145B 5D00
\(8 \mathrm{E} 4 \mathrm{C} \quad 2601\)

50DB F302
2


60BD
9903

\(\square\) \(\square 05\)
5
\(\square\) \(\square 06\)

\(\square 07\)

\(\square 08\)



STEP 4 Press Keys (cont'd)
A

\(\square\) \(\square \quad \mathrm{OC}\)
C
Display Should be :


Step 5 Test the command keys (excluding RST) as follows :

\section*{Press Keys}

Display Should be :

CLR


Repeat keys \(0,1,2,3\), and check previous list of displays for these keys.

The basic functions of the MTS are operational if all displays specified above have occurred during test sequence.

Note : If the RAM test fails, try the ROM test by pressing
the following sequence of keys :
Press Keys
RST \(A\) ADDR 8 2 5


SCHEMATIC - MICROCOMPUTER TRAINING SYSTEM INTEGRATED COMPUTER SYSTEMS, INC.


ROM AND KEYBOARD TEST c -10


\section*{Appendix D \\ BINARY/DECIMAL CONVERSIONS}

Several programs are presented for conversion of decimal data to binary data. All of these are written as subroutines; generally the data to be converted (or a memory address for the data) are entered in register pair \(H L\) and the result is returned in the same, with all other registers preserved.
Page Section Function
\begin{tabular}{lll} 
D. 1 & \(\mathrm{D}-1\) & Decimal to Binary Integer \\
D. 11 & \(\mathrm{D}-2\) & Decimal to Binary Fraction \\
D. 13 & \(\mathrm{D}-3\) & Binary to Decimal Conversion \\
D. 21 & \(\mathrm{D}-4\) & Binary to Decimal - Two Bytes \\
D. 24 & \(\mathrm{D}-5\) & Summary
\end{tabular}

D-1 DECIMAL TO BINARY INTEGER

The conversion from decimal data to binary can be done by calculating and summing the values of the successive bits. Figure D-1 lists the values of the bits. These can be calculated by this procedure.
\begin{tabular}{rl} 
Bit zero value \(=1\) \\
Next bit & \(=\) double the value \\
Next bit & \(=\) double the value \\
Next bit & \(=\) double the value \\
Next bit \(=\) & add one fourth \\
& to previous value, \\
& or multiply by \(5 / 8\).
\end{tabular}
\begin{tabular}{lrr} 
Bit & \begin{tabular}{c} 
Decimal \\
Value
\end{tabular} & \begin{tabular}{c} 
Binary \\
Value
\end{tabular} \\
& & \\
0 & 1 & 0001 \\
1 & 2 & 0002 \\
2 & 4 & 0004 \\
3 & 8 & 0008 \\
4 & 10 & 000 A \\
5 & 20 & 0014 \\
6 & 40 & 0028 \\
7 & 80 & 0050 \\
8 & 100 & 0064 \\
9 & 200 & \(00 C 8\) \\
10 & 000 & 0190 \\
11 & 1000 & 0320 \\
12 & 2000 & \(03 E 8\) \\
13 & 4000 & \(07 D 0\) \\
14 & 8000 & 0 FAO \\
15 & 10,000 & \(1 F 40\) \\
16 & 100,000 & 2710 \\
20 & \(10,000,000\) & 186 AO \\
24 & & F4240 \\
28 & &
\end{tabular}

Values of Bits in a Decimal Number
Figure D-1

The bit value can be calculated and added into the sum representing the binary value as each bit of the decimal value is processed, or they can be pre-calculated and stored. It is faster and simpler to store a table of the bit values, but this requires memory for the storage, as shown in the program of Figure D-2. The procedure of Figure D-3 calculates the values and pushes them into the stack; then recovers each bit value as the decimal value is shifted. Thus no memory is permanently allocated to the bit value. The stack is used for 38 bytes - six to save registers and 32 for bit values. Either subroutine meets the same specification, except for length.
\[
D-3(I / 12 / 77)
\]

\title{
DECBN Convert four digit packed decimal value to two byte binary.
}

Enter with decimal value in (HL)
Return with binary value in (HL)
All other registers are preserved.

The program of Figure D-4 can be used to test either of these programs.

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline TABL & OFI & F & B1t & & \(\checkmark A L U\) & UES & \multicolumn{2}{|r|}{\[
\text { D - } 5 \text { (I/12/77) }
\]} \\
\hline 8240 & 40 & & & & & & & Value \\
\hline 1 & 1 F & & & & & & & \\
\hline 2 & AO & & & & & & & Bit 14 \\
\hline 3 & OF & & & & & & & \\
\hline 4 & DO & & & & & & & Bit 13 \\
\hline 5 & 07 & & & & & & & \\
\hline 6 & E8 & & & & & & & B, 12 \\
\hline 7 & 03 & & & & & & & \\
\hline 8 & 20 & & & & & & & B, + 11 \\
\hline 9 & 03 & & & & & & & \\
\hline A & 90 & & & & & & & B, +10 \\
\hline B & 01 & & & & & & & \\
\hline \(\square\) & C 8 & & & & & & & Bit 9 \\
\hline 2 0 & \(0 \cdot\) & & & & & & & \\
\hline \(E\) & 64 & & & & & & & Bit 8 \\
\hline F & 00 & & & & & & & \\
\hline 8250 & 50 & & & & & & & Bit 7 \\
\hline 1 & \(0 \cdot\) & & & & & & & \\
\hline 2 & 28 & & & & & & & B, 6 \\
\hline 3 & 00 & & & & - & & & \\
\hline 4 & 14 & & & & & & & BIT 5 \\
\hline 5 & \(0 \cdot\) & & & & & & & \\
\hline \% 6 & - 4 & & & & & & & Bit 4 \\
\hline \% 7 & \(0 \cdot\) & & & & & & & \(\cdots\) \\
\hline 8 & 0.8 & & & & & & & B, \({ }^{3}\) \\
\hline 9 & 00 & & & & & & & \\
\hline A & 04 & & & & & & & Brt 2 \\
\hline B & \(0 \cdot\) & & & & & & & \\
\hline c & 02 & & & & & & & B, \({ }^{\prime}\) \\
\hline Q & 00 & & & & - & & & \\
\hline E & 01 & & & & & & & Brto \\
\hline F & \(0 \cdot\) & & * & & & & & B, \\
\hline 80 & & & & & & & & \(\cdots\) \\
\hline 1 & & & & & & & & \\
\hline 2 & & & & & & & & \(\cdots\) \\
\hline 3 & & & & & & & & \\
\hline 4 & & ! & & & & & & \\
\hline 5 & & & & & & & & \\
\hline 6 & & & & & & & & \\
\hline 7 & & & & & & & & \\
\hline & & & & & & & & FMant D-? \\
\hline
\end{tabular}

DECIMVAC TO B/NARY W/TH STACKD-6 (I/12/77)


\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \[
T_{A} \epsilon_{0}{\underset{D}{D}}_{T}^{T}
\] & \multicolumn{2}{|l|}{FOOR
CODE} & \[
R
\] & \multicolumn{5}{|l|}{DECIMAC} & \multicolumn{3}{|r|}{\(T\)} & \multicolumn{4}{|r|}{B／NARY D－8（I／12／77）} \\
\hline & 8200 & C & D & & C & A & －\(L\) & \(L\) & & E & \(N\) & T & \(\omega\) & D & & \\
\hline & 1 & 4 & 6 & & & & & & & & & & & & & \\
\hline & 2 & 0 & 3 & & & & & & & & & & & & & \\
\hline & 3 & c & D & & C & A & － & \(L\) & & D & E & C & B & \(N\) & & \\
\hline 出 & 4 & 2 & 0 & & & & & & & & & & & & & \\
\hline む & 5 & 8 & 2 & & & & & & & & & & & & & \\
\hline \(\underline{2}\) & 6 & 1 & 1 & & \(\angle\) & x & I & & D & ， & 8 & 3 & \(F\) & \(F\) & & \\
\hline 앙 & 7 & F & \(F\) & & & & & & & & & & & & & \\
\hline & 8 & 8 & 3 & & & & & & & & & & & & & \\
\hline & 9 & C & \(D\) & & \(C\) & A & ＋ & \(L\) & & D & \(\omega\) & D & 2 & & & \\
\hline & A & D & 4 & & & & & & & & & & & & & \\
\hline & B & 0 & 2 & & & & & & & & & & & & & \\
\hline & c & 4 & 3 & & \(\checkmark\) & N & P & & 8 & 2 & 0 & 0 & & & & \\
\hline \(\sum_{\text {E }}\) & 0 & 0 & 0 & & & & & & & & & & & & & \\
\hline \(\stackrel{5}{0}\) & E & & 12 & & & & & & & & & & & & & \\
\hline is & F & & & & & & & & & & & & & & & \\
\hline \(\underline{z}\) & 8 0 & & & & & & & & & & & & & & － & \\
\hline  & 1 & & & & & & & & & ． & & & & & & \\
\hline  & 2 & & & & & & & & & & & & & & & \\
\hline 岑 & 3 & & & & & & & & & & & & & & & \\
\hline \(\frac{2}{2}\) & 4 & & & & & & & & & & & & & & & \\
\hline \[
8
\] & 5 & & & & & & & & & & & & & & & \\
\hline \[
0
\] & 6 & & & & & & & & & & & & & & & \\
\hline \[
\frac{\overline{0}}{\Sigma}
\] & 7 & & & & & & & & & & & & & & & \\
\hline & 8 & & & & & & & & & & & & & & & \\
\hline & 9 & & & & & & & & & & & & & & & \\
\hline & A & & & & & & & & & & & & & & & \\
\hline & B & & & & & & & & & & & & & & & \\
\hline 5 & c & & & & & & & & & & & & & & & \\
\hline & D & & & & & & & & & & & & & & & \\
\hline ＋ & E & & & & & & & & & & & & & & ， & \\
\hline \(\frac{2}{2}\) & \(F\) & & & & & & & & & & & & & & & \\
\hline O & \(8 \quad 0\) & & & & & & & & & & & & & & & \\
\hline 足 & 1 & & & & & & & & & & & & & & & \\
\hline \(\stackrel{1}{4}\) & 2 & & & & & & & & & & & & & & & \\
\hline 宕 & 3 & & & & & & & & & & & & & & & \\
\hline E & 4 & & & & & & & & & & & & & & & \\
\hline & 5 & & & & & & & & & & & & & & & \\
\hline & 6 & & & & & & & & & & & & & & & \\
\hline & 7 & & & & & & & & & & & & & & & \\
\hline & 8 & & & & & & & & & & & & & & FIGUKE & \(D-4\) \\
\hline
\end{tabular}

A single byte conversion can use either of the foregoing procedures, but a simpler method results from separating the two decimal digits. The low digit, with a value from 0 to 9 , is already in binary as well as binary coded decimal form. The high digit, 00 to 90 , can be converted by a binary multiplication by \(5 / 8\), which only takes five steps.
\begin{tabular}{ll} 
RAR & \((A)<x / 2\) \\
MOV E,A & \((C) \leftarrow X / 2\) \\
RAR & \((A) \leftarrow X / 4\) \\
RAR & \((A) \leftarrow X / 8\) \\
ADD E & \((A)<x / 2+x / 8\)
\end{tabular}

Figure D-5 shows the complete subroutine, which accepts the two digit decimal number in (L) and returns the binary equivalent in (L) .

DECBI Decimal to Binary Integer- \({ }^{D}-10\) ore \(E_{y} E_{y}^{12} t_{e}^{17)}\)


The procedure of Figure D-5 can also be used with multi-byte values. Almost any realistic program that requires decimal to binary conversion will also have a binary multiplication subroutine, which can be used to multiply the value of the two digit number by an appropriate power of 10 expressed in binary. These values can be stored in a table, or they can also be calculated by binary multiplication. This scheme is by far the best when more than four digits are involved.

D-2 DECIMAI FRACTION TO BINARY FRACTION
Surprisingly, the conversion of a decimal fraction to a binary fraction is significantly simpler than the conversion of integers. The decimal fraction is repeatedly doubled: if a carry out of the fraction results, a one is shifted into the binary value; if no carry occurs, a zero is shifted in. Figure D-6. shows a 16 bit conversion program. For larger numbers of bits, the data would be kept in memory, and the procedure can then be extended to any desired precision.
\(D_{0}\) OFBF Decimal Fraction to Binary Bract \({ }_{0}^{-12 t_{i=1}^{(I / 12 / 77)}}\)


D-3 BINARY TO DECIMAL CONVERSION

Since each bit in a binary number, either integer or fraction, has twice the value of the preceding bit, this conversion starts with a decimal value for the least significant bit and repeatedly doubles that value for succeeding bits. The successive bits of the binary value are tested, and each time a one is encountered, the bit value is summed into the decimal value.

The program of Figure \(D-7\) operates in memory rather than in registers, and allows conversion of any number of bytes. It demonstrates passing parameters to subroutine through memory with a command and address table. Five areas in memory are required:

\section*{Binary Data}

Decimal Result

Temporary Bit Value

Value of Least Significant Bit

Command and Address Table

The conversion subroutine is entered with (HI) = adress of the command and address table, which contains (in this order):

Number of binary bytes to be converted
Number of decimal bytes
Binary data address
Result address
address for least significant byte

The conversion program alters only the result and the temporary bit value. None of the other data are changed, so the binary value remains available for further processing and the other data could be stored in ROM.

A subroutine, RECAD, recovers these addresses and places them in registers for use in initialization and in the repetitive conversion loop. In the initialization, the least significant bit value is copied from its permanent location to the temporary bit value area, and the result area is cleared.

In the loop, RECAD is called with a byte count in register C (initially set to 00 ), and RECAD adds this value to the binary data address from the table, returning the address of the binary data byte now being processed. The data byte addressed is masked by the content of register \(B\) (initially set to 01 and subsequently shifted left), giving the value of the current bit.

If the current bit is one, another subroutine, DCADM, is called to add the decimal value of the bit (addressed by \(B C\) ) to the decimal result (addressed by HL). Then the bit value address is duplicated in \(H L\) and another call to DCADM adds the bit value to itself, giving the value of the next higher bit.

At the end of the loop, the bit mask and byte count are recovered, and the bit mask in register \(B\) is rotated left before repeating the loop. When it shifts from bit 7 back to bit 0 , the byte count is incremented and compared with th:e number of bytes to be converted.

The command table shown is suitable for conversion of a four byte binary value with 16 integer bits and 16 fractional bits. The coding given is for locations 8280 to \(82 \mathrm{F4}\), with the command table, LSB value and scratch pad in 8300-831F; binary data anc decimal result in 8320-832E.

BIWAKY:TO DECIMAL CONVERSION- DNATITALIZE






D-4 BINARY FRACTION TO DECIMAI FRACTION

The program of Figure \(D-8\) is a shortened version of the binary to decimal conversion, taking a two byte binary fraction in (HL) and returning the two byte decimal equivalent in (HL). For economy of program space it does not save the other registers, and returns only the two high bytes of the result in (HL). The other bytes of the conversion are stored in memory, with the least significant at 8308 and most significant at 830 F . It requires that its scratch pad and result area occupy the lowest 16 bytes of the page immediately following the least significant bit value, which is stored at \(82 \mathrm{~F} 8-82 \mathrm{FF}\). The program would work for integers or mixed integer/fraction values if a different LSB value were stored in that location.



The foregoing subroutines occupy one full page ( 256 bytes) of memory.
\[
\begin{array}{ll}
8220-825 F & \text { Decimal to Binery Integer } \\
8260-827 \mathrm{~F} & \text { Decimal to Binary Fraction } \\
8280-82 \mathrm{FF} & \text { Binary to Decimal } \\
8300-831 \mathrm{~F} & \text { Command Table, etc. (any } 32 \text { bytes) }
\end{array}
\]

To perform any useful function with them, you will need the full 1024 bytes of memory in your MTS. If it is equipped with only 512 bytes and you want to pursue development of more complex programs, you should add the additional memory.

\section*{Appendix E \\ CALCULATING TRIGONOMETRIC FUNCTIONS}

The sine of an angle (in radians) is calculated from:
(a) \(\quad \sin x=-\frac{x^{3}}{3!}+\frac{x^{5}}{4!}-\frac{x^{7}}{7!}+\cdots\)

The cosine is generated by a similar series:
(b) \(\quad \cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots-\)

The exponential function \(e^{x}\) is:
(c)
\[
e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\cdots
\]

All three functions can be generated simultaneously by a procedure that calculates each sucessive term in the series for \(e^{x}\); adds the terms into a sum for \(e^{x}\); and adds or subtracts each term to a sine or cosine sum. Each term is calculated from the preceding term, the term number, and the value of \(x\).
\[
t_{i}=x t_{i-1} / i
\]

Starting with \(t_{0}=1\), this gives:
\begin{tabular}{lll} 
Term & Value & Disposition \\
0 & 1 & Enter to cosine \\
1 & \(x / 1\) & Enter to sine \\
2 & \(x^{2} / 2\) & Subtract from cosine \\
3 & \(x^{3} / 3.2\) & Subtract from sine \\
4 & \(x^{4} / 4.3 .2\) & Add to cosine \\
5 & \(x^{5} / 5.4 .3 .2\) & Add to sine \\
6 & \(x^{6} / 6.5 .4 .3 .2\) & Subtract from cosine
\end{tabular}

The value of \(x\) must be expressed in radians, and for reasonably rapid convergence of the series large values of \(x\) should be avoided. Since
the sine of an angle is equal to the cosine of its complement: \(\sin x=\cos \left(\frac{\pi}{2}-x\right)\)
it is easy to restrict the angle to less than \(45^{\circ}\), or 0.785 radians. With this limit terms beyond 6 are not needed for 16 bit precision.

In this appendix, we present a subroutine to calculate the sine and cosine, given \(x\) as a value between 0 and 0.785 radians. A main program (Figure E-1) will accept an angle in decimal degrees and convert it to binary radians, call SINCOS, and display the results in decimal.

The program also uses a binary multiplication subroutine and a twos complement subroutine, presented in the following pages; the single byte decimal to binary integer conversion of Figure D-5 and the two byte binary fraction to decimal fraction conversion of Figure D-8, in Appendix D. These are also duplicated here.

Memory assignments for the program are:
\begin{tabular}{ll} 
MAIN & \(8200-823 F\) \\
SINCOS & \(8250-827 \mathrm{~F}\) \\
TERM & \(8280-82 \mathrm{AF}\) \\
DECBI & \(82 \mathrm{B0} 0-82 \mathrm{BF}\) \\
BFDCF & \(82 \mathrm{C} 0-82 \mathrm{FF}\) \\
Variable Data & \(8300-830 \mathrm{~F}\) \\
BMULT & \(8310-8330\) \\
TWOSC & \(8336-833 F\)
\end{tabular}


\section*{MAIN PROGRAM}

Figure E-1



Subroutines SINCOS and TERM are defined in the text below and depicted in Figures E-3 and E-4. SINCOS adds or subtracts successive terms, as discussed early in this appendix. TERM generates the terms, addressing a table of coefficients according to the term number. These coefficients are nominally \(1 / 2,1 / 3,1 / 4,1 / 5\), etc. Adjustments to the coefficients for terms 5 and 6 are made as shown in the table of Figure E-5 to correct for rounding errors and absent higher order terms.

The table of Figure E-5 shows the results returned by this program. Note that the adjusted coefficients affect only the least significant digit, for angles between 40 and 50 degrees. The adjustment may be important in some instances, to make \(\sin 45^{\circ}=\cos 45^{\circ}\).
SINCOS Find the sine and cosine of \(x\)
Enter with \(\quad\)\begin{tabular}{rl}
\((H L)\) & \(=x\) \\
Return with \(\quad(B C)\) & \(=x\) \\
\((D E)\) & \(=\sin x\) \\
\((H L)\) & \(=\cos x\)
\end{tabular}

Constraints: \(X\) must be a fractional value (i.e. less than 1). The cosine of zero is returned as FFFF.
```

TERM Find successive terms of e}\mp@subsup{e}{}{\mathbf{x}
Enter with (A) = term number l to }
(BC) = X
(HL) = previous term
Return with (A) = next term number
(BC) = X
(HL) = new term

```

Requires a table of values of \(1 /(A)\). Term is always positive.

\section*{ENTER (HL) =X}


SUBROUTINE SINCOS
Figure E-3


SUBROUTINE TERM
Figure E-4

Coefficients for Successive Terms
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Term} & \multicolumn{2}{|l|}{Nominal Value} & \multicolumn{2}{|l|}{Adjusted} \\
\hline & Decimal & Hex & Decimal & Hex \\
\hline \(\mathrm{a}_{1}\) & 1.0000 & - & 1.0000 & - \\
\hline a 1 & 0.5000 & 8000 & 0.5000 & 8000 \\
\hline \(\mathrm{a}_{3}\) & 0.3333 & 5555 & 0.3333 & 5555 \\
\hline \({ }^{3}\) & 0.2500 & 4000 & 0.2500 & 4000 \\
\hline \(\mathrm{a}_{5}^{4}\) & 0.2000 & 3344 & 0.1953 & 3200 \\
\hline \(\mathrm{a}^{5}\) & 0.1667 & 2AAD & 0.0937 & 1800 \\
\hline \({ }^{6}\) & 0.1429 & 2498 & 0 & 0 \\
\hline \({ }^{7}\) & 0.1250 & 2000 & 0 & 0 \\
\hline \({ }^{8}\) & 0.1111 & \(1 \mathrm{C72}\) & 0 & 0 \\
\hline
\end{tabular}

Results of Sine/Cosine Calculation
\begin{tabular}{|c|c|c|c|c|}
\hline Angle & Cosine & & Sine & \\
\hline 0 & 0.9999 & & 0.0000 & \\
\hline 1 & . 9998 & & . 0174 & \\
\hline 2 & . 9993 & & . 0349 & \\
\hline 3 & . 9986 & & . 0523 & \\
\hline 4 & . 9975 & & . 0697 & \\
\hline 5 & . 9961 & & . 0871 & \\
\hline 10 & . 9847 & & . 1736 & \\
\hline 15 & . 9658 & & . 2588 & \\
\hline 20 & . 9396 & With & . 3420 & With \\
\hline 25 & . 9062 & adjusted & . 4266 & adjusted \\
\hline 30 & . 8659 & coefficients & . 5000 & coefficients \\
\hline 35 & . 8191 & & . 5736 & \\
\hline 40 & . 7661 & *. 7660 & . 6428 & \\
\hline 44 & . 7195 & *. 7193 & . 6949 & *. 6947 \\
\hline 45 & . 7073 & *. 7071 & . 7072 & *. 7071 \\
\hline 46 & . 6949 & *. 6947 & . 7195 & *. 7193 \\
\hline 50 & . 6428 & & . 7661 & *. 7660 \\
\hline 60 & . 5000 & & . 8659 & \\
\hline 75 & . 2588 & & . 9658 & \\
\hline 90 & 0.0000 & & 0.9999 & \\
\hline
\end{tabular}
*Values with error least significant digit
\(S_{0} I_{0} N \operatorname{COS}-S i n e\) and Cosime of \(x\left(x^{E}<7^{10} \operatorname{rad}(1 / 12 / 77)\right.\)





BFDCF Binary Fraction to Decimal Fraction

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 8 & & & & & & & \\
\hline \({ }^{2}\) & & & & & & & \\
\hline －3 & & & & & & & \\
\hline 㱀 & & & & & & & \\
\hline \％ 82 E － & 0.5 & & pus & & & & \\
\hline \(\cdots\) & 1， & & Mvx & E & & & \\
\hline 8 & AF & & － 2 A & A & & & \\
\hline 82 E． & OA & & LDA & & & & \\
\hline \(\stackrel{\square}{1}\) & 86 & & ADC & M． & & & \\
\hline \(\stackrel{\square}{\square}\) & 27 & & \(\frac{\mathrm{DA}}{\mathrm{MO}} \mathrm{C}\) & & & & \\
\hline \(\bigcirc\) & 23 & & Inx & & & & \\
\hline 既 & 03 & & INX & & & & \\
\hline 0 & \(1{ }^{1 /}\) & & DCR & E & & & \\
\hline  & \({ }^{\text {c } 2}\) & ， & －Nz & 82 & & & \\
\hline \({ }^{2}\) & 8 & ， & & & & & \\
\hline 3 & 4.4 & & Mov & & & & \\
\hline \(\square\) & 4B & & mor & & & & \\
\hline \(\bigcirc\) & \({ }^{\text {D }}\) & & Pop & & & & \\
\hline \[
\frac{6}{7}
\] & ca & & Nop & & & & \\
\hline － & 25 & & & & & & \\
\hline \(\bigcirc\) & 06 & & & & & & \\
\hline \(\stackrel{\square}{5}\) & 87 & & & & & & \\
\hline & 25 & & & & & & \\
\hline \(\stackrel{\text { ¢ }}{\text { ¢ }}\) & \(\underline{1}\) & & & & & & \\
\hline \％ & 00 & & & & & & \\
\hline 显 & － & & & & & & \\
\hline － & － & & & & & & \\
\hline \(0^{\text {a }}\) & & & & & & & \\
\hline \(\stackrel{4}{ }\) & & & & & & & \\
\hline ： &  & & & & & & \\
\hline ， & & & 1 & & & & ＋DUPLICATE \\
\hline
\end{tabular}

```

